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Preface

Native small regulatory RNAs of about 22 nt in eukaryotes have emerged as
evolutionarily conserved molecules that can repress translation or degrade the
RNA transcripts of target genes, depending on the degree of complementarity.
They are called microRNAs (miRNAs). Consequently, miRNAs fine-tune
protein synthesis, manifesting numerous biological characteristics as a result
of the control and coordination of large sets of genes. miRNAs are noncoding
regulatory RNAs important for development and cell homeostasis, including
exonic and intronic miRNAs. Exonic miRNAs, such as lin-4 and let-7, are
transcribed by RNA polymerases II (Pol-II) or III (Pol-III) as a large oligo-
nucleotide precursor, and further processed by Drosha and Dicer RNases to
form mature miRNAs.

Unlike the express processes of exonic miRNAs, intron-derived miRNAs
(Id-miRNAs) are generated during intron processing of messenger RNAs
(mRNAs). In mammals, both kinds of miRNAs are endogeneous single-
stranded molecules that mediate their activities through partial comple-
mentarity with the target genes, whereas short interfering RNAs (siRNAs) are
mostly exogeneous double-stranded molecules acted upon with complete
complementarity against the target genes. Conceivably, siRNAs are synthetic
molecules consisting of two perfectly matched miRNAs; one sense and one
antisense, exerting miRNA-like activity.

miRNAs, small single-stranded hairpin RNAs capable of interfering with
intracellular mRNAs that contain partial complementarity, are useful for the
design of new therapies against cancer polymorphism and viral mutation. This
characteristic is different from siRNA because a rigid complete comple-
mentarity is required for siRNA-induced RNAi gene silencing. miRNA was
originally discovered in Caenorhabditis elegans as native RNA fragments that
modulate a wide range of genetic regulatory pathways during animal devel-
opment. Recently, findings of intron-derived miRNA in C. elegans, mouse,
and human have led to a novel therapeutic strategy, using the miRNA gener-
ated by polymerase II (Pol-II) RNA transcription and splicing. The advan-
tages of using miRNA over siRNA are that they are (1) long-acting, (2)
stable in vivo, (3) highly RNA promoter-compatible, (4) multiple targeting, and
(5) of no overt toxicity. This type of gene therapy is highly target-selective and
suppresses sequence-specific genes, including mutants and polymorphisms.
After comparing miRNA with numerous small regulatory RNAs involving
sequence-specific gene silencing, it is clear that most  are miRNA-like molecules.



vi          Preface

Even though siRNA is not native in mammalian and human cells, their native
counterparts in lower animals are processed by similar mechanisms, such as
Dicer and RISC (Science 2002; 297:2056–2060). miRNA represents a broad
spectrum of cellular self-defense tools against transgenes and viral genes that
provide a unique vehicle for gene therapy.

The ability to efficiently, stably produce and deliver sufficient amounts of
miRNA into the proper target cell without overt toxicity requires fine tuning of
the technology before it can be tried clinically. The pharmacokinetics, cellular
safety, and functional stability of miRNA expression in animals needs to be
examined to ascertain that the artificial miRNAs are stable, effective, and non-
toxic in vivo. In eukaryotic cells, the Pol-II-based transcription process is highly
regulated and can be adjusted through diverse RNA promoters and transcription
factors, thus, the Pol-II-mediated miRNA generation system provides efficient
and safe application in gene therapy.

Until the early 1990s, the dogma was that DNA, the blueprint, was transcribed
to mRNA, which was then translated into polypeptide or protein, resulting in a
specific function reflecting a specific trait. On the other hand, the Human Genome
Project completed the process of determining, sequencing, and mapping about
30,000 protein-coding genes among the 3 billion nucleotide base pairs of the
human genome; however, the conventional genes only contribute about 3% of the
human genome. For many years, the small noncoding RNAs were considered un-
wanted debris and discarded. These molecules probably were removed during
molecular sizing procedures of RNAs; however, increasing lines of evidence
suggest that the noncoding portions (i.e., intron) of gene transcripts play an
important role in the regulatory pathways of global function in cells and organisms.
With the advent of various miRNA genes, it became possible to interpret physi-
ological variations that reflect individual differences, including weights,
heights, and responses to various drugs. The functional role of miRNAs meant that
suddenly one DNA may consist of multiple genes with pluripotent functions;
some for translation, and others for regulation of the quantity of timely protein
synthesis. This new discovery of miRNA genes, which has been facilitated by
the rapid accumulation of computerized sequence data for human miRNAs,
means that biomedical researchers can now manipulate specific mRNA
expression using miRNAs in their research plans.

In view of the high conservation of the miRNAs in modulation of gene
expression, the main objective of MicroRNA Protocols is to provide diverse,
novel, and useful descriptions of miRNAs in several species, including plants,
worms, flies, fish, chicks, mice, and humans. These include some useful adap-
tations and applications that could be relevant to the wider research community
who are already familiar with the identification of miRNAs. For example, a



variety of different adaptations are described that have been employed to
develop miRNAs as a potential drug design.

miRNA has opened a new avenue for our understanding of gene expression
and will become one of the most widely applied techniques in biomedical
research, playing a major role in the molecular investigation of disease patho-
genesis. Determination of the applicable miRNAs at the molecular level is
already beginning to inform the design of new therapeutic strategies. It is our
hope that MicroRNA Protocols will stimulate the reader to explore diverse
ways to understand the mechanisms by which miRNAs facilitate the molecular
aspects of biomedical research.

Shao-Yao Ying

Preface          vii
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Summary

MicroRNAs (miRNAs), widely distributed, small regulatory RNA genes, target both mes-
senger RNA (mRNA) degradation and suppression of protein translation based on sequence
complementarity between the miRNA and its targeted mRNA. Different names have been
used to describe various types of miRNA. During evolution, RNA retroviruses or transgenes
invaded the eukaryotic genome and inserted itself in the noncoding regions of DNA, con-
ceivably acting as transposon-like jumping genes, providing defense from viral invasion
and fine-tuning of gene expression as a secondary level of gene modulation in eukaryotes.
When a transposon is inserted in the intron, it becomes an intronic miRNA, taking advan-
tage of the protein synthesis machinery, i.e., mRNA transcription and splicing, as a means
for processing and maturation. Recently, miRNAs have been found to play an important,
but not life-threatening, role in embryonic development. They might play a pivotal role in
diverse biological systems in various organisms, facilitating a quick response and accurate
plotting of body physiology and structures. Based on these unique properties, manufactured
intronic miRNAs have been developed for in vitro evaluation of gene function, in vivo
gene therapy, and generation of transgenic animal models. The biogenesis and identifica-
tion of miRNAs, potential applications, and future directions for research are presented in
this chapter, hopefully providing a guideline for further miRNA and gene function studies.

Key Words: Small RNA; noncoding RNAs; siRNA; miRNA; intronic miRNA; trans-
posons; biogenesis; mechanism; identification; targeting; fine-tuning; gene function; gene
therapy; antiviral vaccine; drug development; future directions.

1. Introduction
The miRNA is a form of small, single-stranded RNA, 18- to 25-nucleotides (nt) long.

It is transcribed from DNA, and instead of being translated into protein, it regulates the
functions of other genes in protein synthesis. Therefore, miRNAs are genes that modu-
late other protein-coding genes.
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Even after considering the thousands of new putative genes identified from sequenc-
ing of the human genome, as well as the genes encoding transfer RNAs (tRNAs), ribo-
somal RNA (rRNAs), and small nucleolar RNA (snoRNAs), nearly 95% of the genome
is noncoding DNA, a percentage that varies from species to species. Changes in these
sequences are frequently associated with clinical and circumstantial malfunction. Some
of these noncoding sequences are responsible for RNA-mediated gene silencing through
an RNA interference (RNAi)-like mechanism. One potentially important class of genes
corresponding to RNAs that lack significant open reading frames, and seem to encode
RNA as their final product, is the miRNAs. These miRNAs can play critical roles in
development, protein secretion, and gene regulation. Some of them are naturally occur-
ring antisense RNAs, whereas others have structures that are more complex. To under-
stand the diseases caused by dysregulation of these miRNAs, a tissue-specific expression
system is needed to recreate the function and mechanism of individual miRNAs in vitro
and in vivo.

This chapter provides a simple and general view of the concept that RNAs can directly
regulate gene functions, with particular attention to a step-by-step approach to the study
of miRNA. Hopefully, this information will help researchers who are new to this field
to overcome problems encountered in the functional analysis of miRNA.

1.1. Small RNAs or Noncoding RNAs
A noncoding RNA (ncRNA) is any RNA molecule that functions without being trans-

lated into a protein. A ncRNA is also called a small RNA (sRNA). Less frequently, it
is called nonmessenger RNA, small nonmessenger RNA, tiny noncoding RNA, small
modulatory RNA, or small regulatory RNA. Broadly speaking, the DNA sequence from
which an ncRNA is transcribed can be considered a RNA gene.

In this chapter, we will confine our discussion to sRNAs; that is, transcripts of fewer
than 300 nt that participate directly in RNA processing and degradation, but indirectly
in protein synthesis and gene regulation. Because type II RNA polymerases (Pol-II) are
inefficient in generating sRNAs of this size, the sRNAs are either directly transcribed
by type III RNA polymerases or indirectly processed from a large transcript of Pol-II.

1.1.1. Transfer RNA
The most prominent example of ncRNA is tRNA, which is involved in the process

of translation and is the first type of sRNA that was identified and characterized (1).
tRNA is RNA that transfers a specific amino acid to a growing polypeptide chain at
the ribosomal site of protein synthesis during translation. The tRNA is a sRNA, 74- to
93-nt long, consisting of amino acid attachment and codon recognition sites, allowing
translation of specific amino acids into a polypeptide. The secondary and tertiary struc-
ture of tRNAs are cloverleafs with four to five domains and an L-shaped three-dimen-
sional structure, respectively.

1.1.2. Nucleolar RNA
Another example of ncRNA is rRNA. rRNA is the primary constituent of ribosomes.

rRNA is transcribed from DNA and, in eukaryotes, it is processed in the nucleolus before
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being transported through the nuclear membrane. rRNA may produce snoRNAs, the
second type of sRNA. Many of the newly discovered snoRNAs are synthesized in an
intron-processing pathway. Several snoRNAs and sno-ribonucleoproteins (RNPs) are
known to be needed for processing of rRNA, but precise functions remain to be defined.
In principle, snoRNAs could have several roles in ribosome synthesis including: fold-
ing of pre-rRNA, formation of rRNP substrates, catalyzing RNA cleavages, base modi-
fication, assembly of pre-ribosomal subunits, and export of product rRNP particles from
the nucleus to the cytoplasm.

The snoRNA acts as a guide to direct pseudouridylation and 2'-O-ribose methylation
of rRNA in the nucleolus. Consequently, the snoRNA guides the snoRNP complex to
the modification site of the target rRNA via sequence hybridization. The proteins then
catalyze the modification of bases in the rRNA. Therefore, this type of RNA is also
called guided RNA.

The snoRNA is also associated with proteins forming part of the mammalian telom-
erase, as well as with proteins involved in imprinting on the paternal chromosomes. It
is encoded in introns of genes transcribed by Pol-II, even when some of the host genes
do not code for proteins. As a result, the intron, but not the exon, of these genes is evolu-
tionarily conserved in vertebrates. In this way, some of the introns of the genes employed
in plants or invertebrates are still functioning in vertebrates.

The structure of snoRNAs consists of conserved sequences base-paired to their tar-
get RNAs. Nearly all vertebrate guide snoRNAs originate from introns of either pro-
tein-coding or ncRNAs transcribed by Pol-II, whereas only a few yeast guide snoRNAs
derive from introns, suggesting that introns accumulated during evolution reflect the
conservation of transgenes incorporated into the introns, as mentioned above (2–4).
These introns are processed through pathways involving endonucleolytic cleavage by
ribonuclease (RNase) III-related enzymes, exonucleolytic trimming, and possibly RNA-
mediated cleavage, which occur in large complexes called exosomes (5,6).

1.1.3. Nuclear RNA
Small nuclear RNA (snRNA) is a class of sRNA molecules that are found within the

nuclei of eukaryotic cells. They are involved in a variety of important processes, such
as RNA splicing (removal of introns from heteronuclear RNA) and maintaining the
telomeres. snRNA are always associated with specific proteins, and the complexes are
referred to as snRNP. Some examples of snRNA are U2 snRNAs, pre-5S rRNAs, and U6
snRNAs. U2 snRNAs in embryonic stem cells and pre-5S rRNAs in Xenopus oocytes
facilitate cell survival after ultraviolet irradiation by binding to the conserved protein,
R0. Eukaryotic U6 snRNAs are the five types of spliceosomal RNA involved in mes-
senger RNA (mRNA) splicing (U1–U6). These snRNAs have a secondary structure con-
sisting of a stem-loop, an internal loop, a stem-closing internal loop, and the conserved
protein-binding site (7).

1.1.4. Phage and Viral RNA
Another form of small RNAs is 30 ribonucleotides in length and functions as a pri-

ming initiator for bacteriophage F1 DNA replication (8,9). This function is solely to
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initiate a given site on the phage DNA, suggesting a primitive defense against foreign
pathogen invasion. The phage T4-derived intron is involved in a RNA–RNA interaction
in the inhibition of protein synthesis (10).

1.1.5. Small Interfering RNA
The small interfering RNAs (siRNAs) are small double-stranded RNA (dsRNA)

molecules, 20- to 25-nt in length, that interfere with the expression of genes via a part of
RNAi involving the enzyme Dicer. The siRNA story began with the observation of pig-
ment expression in the Petunia plant. van der Krol et al. (11) tried to intensify flower
pigmentation by introducing additional genes, but unexpectedly observed reduced floral
pigmentation in some plants, suggesting that gene silencing may be involved in natu-
rally occurring regulation of gene function. This introduction of multiple transgenic
copies of a gene into the Petunia plant resulted in gene silencing of not only the trans-
genic, but also the endogenous gene copy, as has been observed by others (12). This
suggests that cosuppression of homologous genes (the transfer gene and the endoge-
nous gene) and possibly methylation, are involved (12,13). This phenomenon is termed
RNAi. Note that the transgene introduced to the Petunia plant is a dsRNA, which is
perfectly complementary to the target gene.

When dsRNA was injected into Caenorhabditis elegans, Fire and his coworkers
noticed gene silencing and RNAi (14). RNAi is a mechanism by which small regula-
tory RNAs possessing a sequence complementary to that of a portion of a target gene
interfere with the expression of that gene. It is thought that the dsRNA, once it enters
the cells, is cut up by an RNase-III familial endonuclease, known as Dicer. Dicer con-
sists of an amino-terminal helicase domain, a PAZ domain, two RNase III motifs, and
a dsRNA-binding motif. Therefore, Dicer binds to the dsRNA and excises the dsRNA
into siRNAs. These siRNAs locate other single-stranded RNA molecules that are com-
pletely complementary to either strand of the siRNA duplex. Then, the RNA-degrading
enzymes (RNases) destroy the RNAs complementary to the siRNAs. This phenomenon
is also called post-transcriptional gene silencing (PTGS) or transgene quelling. In other
words, gene silencing can be activated by introducing transgenes, RNA viruses, or dsRNA
sequences that are completely complementary to the targeted gene transcripts.

In mammals, dsRNAs longer than 30 nt will activate an antiviral response, which will
lead to the nonspecific degradation of RNA transcripts, the production of interferon,
and the overall shutdown of host cell protein synthesis (15). As a result, long dsRNA
will not produce gene-specific RNAi activity in mammalian cells (16).

Several terms have been used to describe the same or similar phenomenon in differ-
ent biological systems of different species, including siRNAs (17), small temporal RNAs
(18), heterochromatic siRNAs (19), and small modulatory dsRNAs (20).

1.1.6. MicroRNA
miRNAs are small, single-stranded RNA genes possessing the reverse complement

of the mRNA transcript of another protein-coding gene. These miRNAs can inhibit the
expression of the target protein-coding gene. miRNA was first observed in C. elegans
as RNA molecules of 18- to 23-nt that are complementary to the 3' untranslated regions
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(UTR) of the target transcripts, including the lin-4 (21) and let-7 (22) genes. As a result,
the development of the worm was regulated by these RNA genes. Subsequently, miRNAs
were found to occur in diverse organisms, ranging from worms, to flies, to humans (23),
suggesting that these molecules represent a gene family that has evolved from an ancient
ancestral sRNA gene.

The miRNA is thought to be transcribed from DNA that is not translated, but regu-
lates the expression of other genes. Primary transcripts of the miRNA genes (pri-miRNAs)
are long RNA transcripts consisting of at least a hairpin-like miRNA precursor. Pri-
miRNAs are processed in the nucleus to precursor (pre)-miRNAs by the ribonuclease
Drosha, with the help of microprocessor (24) and exported from the nucleus by Expor-
tin-5 (25). The 60- to 90-nt miRNA precursors form the stem and loop structures, and
the cytoplasmic RNase III enzyme, Dicer, excises the miRNA from the pre-miRNA hair-
pin stem region. miRNAs and siRNAs seem to be closely related, especially taking the
dsRNA and hairpin structures into account. The siRNA can be considered a duplex
form of miRNA in which the RNA molecule contains both miRNA and its reverse com-
plement. Therefore, one can consider siRNAs a type of miRNA precursor.

miRNAs suppress gene expression based on their complementarity to a part of one
or more mRNAs, usually at a site in the 3'-UTR. The annealing of the miRNA to the tar-
get mRNA inhibits protein translation. In some cases, the formation of dsRNA through
the binding of miRNA triggers the degradation of the mRNA transcript through a pro-
cess similar to RNAi, although, in other cases, it is thought that the miRNA complex
blocks the protein translation machinery or otherwise prevents protein translation with-
out causing the mRNA to be degraded.

Because most of the miRNA suppresses gene function based on partial complemen-
tarity, conceivably, one miRNA may target more than one mRNA, and many miRNAs
may act on one mRNA, coordinately modulating the intensity of gene expression in
various tissues and cells. Therefore, miRNAs may have a broad function in fine-tuning
the protein-coding genes. Indeed, the discovery of miRNAs has revolutionized our under-
standing of gene regulation in the postgenome era.

1.1.7. Intronic miRNA
Some small regulatory RNAs are produced from intronic RNA fragments. For exam-

ple, snoRNAs are produced from intronic segments from genes encoding ribosomal pro-
teins and nucleolar proteins. In addition, some sRNAs are produced from genes in which
exons no longer have the capacity to encode proteins. This type of intron processing
involves RNase III-related enzymes, exonucleolytical trimming, and, possibly, RNA-
mediated cleavage. Therefore, intronic miRNA is a new class of miRNA derived from
the processing of introns of a protein-coding gene.

The major difference between the intronic miRNAs and the previously described
intergenic miRNAs, such as lin-4 and let-7, is the requirement of Pol-II and spliceosomal
components for the biogenesis of intronic miRNAs (26). Both intronic and intergenic
miRNAs may share the same assembly process, namely the RNA-induced silencing
complex (RISC), the effector of RNAi-related gene silencing. Although siRNA-associ-
ated RISC assembly has been used to predict miRISC assembly, the link between final
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miRNA maturation and RISC assembly remains to be determined. The characteristics
of Dicer and RISC in siRNA vs miRNA mechanisms are distinctly different (27,28).

The intronic miRNAs need to fulfill the following requirements. First, they share the
same promoter with their encoding gene transcripts. Second, they are located in the non-
protein-coding region of a primary gene transcript (the pre-mRNA). Third, they are co-
expressed with the gene transcripts. Last, they are removed from the transcript of their
coding genes by nuclear RNA splicing and excision processes to form mature miRNAs.

Certain of the currently identified miRNAs are encoded in the genomic intron region
of a gene, but they are of an orientation opposite to that of the protein-coding gene tran-
script. Therefore, these miRNAs are not considered to be intronic miRNAs because
they do not share the same promoter with the gene and they are not released from the
protein-coding gene transcript by RNA splicing. The promoters of these miRNAs are
located in the antisense direction to the gene, probably using the gene transcript as a
potential target for the antisense miRNAs. A good example of this type of miRNA is let-
7c, which is an intergenic miRNA located in the antisense region of the intron of a gene.

1.1.7.1. TRANSPOSON AND INTRONIC MIRNA

The intronic and other ncRNAs may have evolved to provide a second level of gene
expression in eukaryotes, enabling fine-tuning of the complex network of gene activ-
ity. In bacterial and organellar genomes, group II introns contain both catalytic RNAs
and retrotransposable elements. The retrotransposable elements make this type of intron
mobile. Therefore, these introns are reversely spliced directly into a DNA target site
and subsequently reverse transcribed by the intron-encoded gene. After insertion into
the DNA, the introns are spliced out of the gene transcript to minimize the damage to
the host.

There is a potential evolutionary relationship between group II introns and both
eukaryotic spliceosomal introns and non-LTR-retrotransposons. Taking advantage of
this feature, it is feasible to design mobile group II introns to be incorporated into
gene-targeting vectors as “targetrons,” to specifically target various genes (29). There
is evidence that introns in Caenorhabditis genes are recently gained and some of them
are actually derived from “donor” introns present in the same genome. Further, a few
of these new introns apparently derive from other introns in the same gene (30). Per-
haps the splicing machinery determines where introns are added to genes. On the other
hand, some newly discovered brain-specific snoRNAs of unknown function are encoded
in introns of tandem repeats, and the expression of these introns is paternally imprinted.

From an evolutionary vantage, transposons are probably very old and may exist in
the common ancestor genome. They may enter the host multiple times for selfish para-
sitical reasons. This feature of transposons is similar to that of retroviruses. Too much
transposon activity can destroy a genome. To counterattack the activity of transposons
and viruses, some organisms developed a mechanism to remove and/or silence the activ-
ity of transposons and viruses. For example, bacteria frequently delete their genes so
that transposons and retroviruses incorporated in the genome are removed. In eukary-
otes, miRNA is a way of reducing transposon activity. Conceivably, miRNA may be
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involved in resistance against viruses, similar to the diversity of antibody production
in an immune system, or in a to-be-identified mechanism for fighting disease.

Identical twins derived from the same zygote have the same genetic information in
their nuclear DNA. Any differences between monozygotic twins later in life are mostly
the result of environmental influences rather than genetic inheritance. However, mon-
ozygotic twins may not share all of their DNA sequences. Female monozygotic twins
can differ because of differences in X-chromosome inactivation. Consequently, one
female twin can have an X-linked condition, such as muscular dystrophy, and the other
twin can be free of the condition. Monozygotic twins frequently demonstrate slightly
different (but definitely distinguishing) disease susceptibility and, more generally, dif-
ferent physiology. For example, myotonic dystrophy is a dominantly inherited, multisys-
temic disease with a consistent constellation of seemingly unrelated and rare clinical
features, including myotonia, muscular dystrophy, cardiac conduction defects, posterior
iridescent cataracts, and endocrine disorders (31). Type 2 myotonic dystrophy is caused
by a CCTG expansion (mean, ~5000 repeats) located in intron 1 of the zinc finger pro-
tein 9 gene (32). It is possible that monozygotic twins with this disorder display symp-
tom heterogeneity because of miRNAs or different levels of insertion of intronic genes.

Class II transposons can cut and paste. The enzyme transposase binds to the ends of
the transposon, which are repeats, and the target site on the genome, which is cut to
leave sticky ends. These two components are joined together by ligases. In this way,
transposons increase the size of the genome because they leave multiple copies of them-
selves in the genome. It is highly possible that transposons are selectively advantage-
ous for the genome to modulate gene regulation via miRNAs. It is not be too far-fetched
to suggest that when transposons are inserted in the introns of the protein-coding gene,
under appropriate conditions, they, a part of them, or their secondary structures, may
become intronic miRNAs.

2. Biogenesis and Mechanism of miRNAs
The investigation of the biogenesis and mechanism of miRNAs still is in its infancy.

siRNA seems to be a form of miRNA duplex predominantly occurring in plants and
lower animals. The biogenesis and mechanism of siRNAs are very similar to those of
miRNA. However, there are some differences between these two pathways.

Five steps are involved in miRNA biogenesis in vertebrates. First, miRNA is gener-
ated as a long pri-miRNA, most likely mediated by Pol-II (33,34). The pri-miRNA is
transcribed from the genome. Second, the long pri-miRNA is excised by Drosha-like
RNase III endonucleases and/or spliceosomal components to form the approx 60- to
70-nt pre-miRNA. The pre-miRNA exhibits considerable secondary structure, includ-
ing regions of imperfectly paired dsRNA, which are sequentially cleaved to one or more
miRNAs. This step depends on the origin of the pri-miRNA, whether located in an
exon or an intron, respectively (24,33). Third, the pre-miRNA is exported out of the
nucleus by Ran-GTP and a receptor, Exportin-5 (25,35). Fourth, in the cytoplasm, Dicer-
like endonucleases cleave the pre-miRNA to form mature 18- to 25-nt-long miRNA.
Last, the mature miRNA is incorporated into a RNP to form the RISC, which executes
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RNAi-related gene silencing (36,37). Only one of the two strands is the miRNA; the
other counterpart is named miRNA*. The mature miRNA can block mRNA translation
based on partial complementarity between the miRNA and the targeted mRNA, partic-
ularly via base pairing with the 3' UTR of the mRNA. If there is a perfect complemen-
tarity between the miRNA and the targeted mRNA, mRNA degradation occurs similarly
to that mediated by siRNA. Autoregulatory negative feedback via miRNAs regulates
some genes, including those involved in the RNA silencing mechanism itself.

Although the assembly of RISC for siRNA has been reported in an in vitro system,
and a similar assembly probably also occurs for miRNA, the link between final miRNA
maturation and RISC assembly remains unknown. However, there is evidence that the
actions of Dicer and RISC in siRNA and miRNA processing are distinct (27). In recent
studies using zebrafish, it was demonstrated that the stem-loop structure of the pre-
miRNAs is involved in strand selection for mature miRNA during RISC assembly. These
findings further suggest that the duplex structure of siRNA may not be strictly required
for the assembly of miRNA-associated RISC in vivo. Proposed pathways for the bio-
genesis of miRNA are based on the in vitro model developed for siRNA. For these rea-
sons, future work needs to focus on distinguishing the individual properties and dif-
ferences in action of Dicer and RISC in siRNA and miRNA processing. Conceivably,
siRNA is a defense mechanism against immediate insertion of viral genes or trans-
posons in plants and lower animals. In contrast, over evolutionary time, miRNA selects
segments of transposons for incorporation into the genome for fine-tuning of gene
regulation in vertebrates, including human beings. This hypothesis for the differences
between siRNA and miRNA gene silencing may provide a clue toward explaining the
prevalence of native siRNAs in invertebrates and their relative scarcity in mammals.

In plants, siRNAs and their dsRNA precursors trigger DNA methylation, as well as
RNAi (38–40). Another functional type of siRNAs is a specialized ncRNA molecule
that is X-chromosome encoded, Xist. Xist is preferentially expressed from only one of
the two female X chromosomes and builds up in cis along the chromosome from which
it was transcribed. That X chromosome is tightly packaged in transcriptionally inactive
heterochromatin; therefore, only one female X chromosome is active. This phenom-
enon is associated with DNA methylation. Similarly, the viruses, transgenes, and trans-
posons that have been incorporated into the introns of the mammalian genome during
evolution may take advantage of these characteristics by splicing the pri-miRNAs, and
incorporating them into Dicer-like proteins for gene silencing and mRNA degradation.

Argonaute (AGO) I is a key protein that is required for both the siRNA and miRNA
pathways, and it is likely to be the endonuclease that cleaves the mRNA targeted by the
RISC (41,42). Elucidating the roles of the full complement of the AGO protein family
will reveal further modulation of the RISC, and, more generally, of sRNA regulation.
Additional proteins involved in the RISC at the convergence of the PTGS and miRNA
pathways have been reported (43,44).

Introns account for the largest proportion of noncoding sequences in the protein-
coding DNA of the genome. The transcription of the genomic protein-coding DNA
generates pre-mRNA, which contains four major parts, including the 5' UTR, the pro-
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tein-coding exon, the noncoding intron, and the 3' UTR. In broad terms, both the 5' UTR
and the 3' UTR can be seen as a kind of intron extension; however, their processing dur-
ing mRNA translation is different from that of the intron located between two protein-
coding exons, termed the in-frame intron. The in-frame intron was originally thought
to be a huge genetic wasteland in gene transcripts, but this stereotypical misconcep-
tion was abandoned because of the finding of intronic miRNAs. To this day, the biogen-
esis of intronic miRNAs remains to be determined (Fig. 1).

3. Identification
Currently, there are four major ways to identify miRNAs. They are:

1. Direct cloning.
2. Computer search of the genome.
3. miRNA microarray search in different species.
4. Artificial preparation of intronic miRNA for targeting known gene sequences.

The conventional direct cloning of short RNA molecules, as in the cloning of let-7
and lin-4, is still the method of choice to identify new miRNAs. Conceivably, one can
isolate the sRNAs and sequence them individually. Thus far, results have been domi-
nated by a few highly expressed miRNAs. However, once the miRNA is identified, its
role in other organisms, including human beings, can be explored. For example, let-7
was originally identified in C. elegans. Subsequently, reduced expression of the let-7
miRNA (45) and Dicer (46) in human lung cancers suggested that the alteration of let-7
expression is associated with clinical and biological effects.

There are numerous new computational methods that provide ways to estimate the
total number of miRNA genes in different animals (47–50). Fundamentally, each pro-
gram identifies highly conserved genomic noncoding regions that possess stem-loop
structures with specific “seed” sequences, and complementarity of the first 8- to 10-nt.
Then, the secondary structure is examined in terms of both the forward and reverse com-
plements of the sequence. In addition, the following criteria help to identify miRNAs:
the longest helical arm, the free energy of the arm, short internal loops, and asymmetric
and bulged loops. The identified miRNAs are usually more heterogeneous than those
that are discovered experimentally, suggesting that traditional cloning has a high false–
negative rate or miss rate. However, computational techniques may suffer from a high
false-alarm rate. Therefore, validation of the identified miRNAs by Northern blot analy-
sis and functional study is critical. These methods are still evolving and there is a pos-
sibility of one-to-many and many-to-one relationships between the miRNAs and their
targets. Potentially thousands of mammalian targets may be identified with this approach.

To facilitate such investigations, an oligonucleotide microchip for genome-wide
miRNA profiling in diverse tissues of various species was developed (51–53). Some
of these chips use locked nucleic acid-modified oligonucleotides to allow both miRNA
in situ hybridization and miRNA expression profiling (53). Again, this approach can
identify regulation via a large class of miRNAs. A good example is the studies of
miRNAs regulating brain morphogenesis in zebrafish (54).
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4. Applications
Application of miRNA is common in plants. The first experimentally observed RNAi

was demonstrated by the discoloration of flowers after introduction of dsRNAs. miRNAs
do not solely mediate gene regulation in flowering plants; the regulation of a similar

Fig. 1. Comparison of biogenesis and RNA interference mechanisms among small interfer-
ing RNA (siRNA), intergenic (exonic) micro RNA (miRNA), and intronic miRNA. siRNA is
likely formed by two perfectly complementary RNAs transcribed from two different promoters
(although this remains to be determined) and further processing into 19- to 22-bp duplexes by the
ribonuclease (RNase) III familial endonuclease, Dicer. The biogenesis of intergenic miRNAs,
e.g., lin-4 and let-7, involves a long transcript precursor (pre)-miRNA, which is probably gen-
erated by type II RNA polymerase (Pol-II) promoters or type III RNA polymerase promoters,
whereas intronic miRNAs are transcribed by the Pol-II promoters of its encoded genes and
coexpressed in the intron regions of the gene transcripts (pre-mRNA). After RNA splicing and
further processing, the spliced intron may function as a primary transcript (pri)-miRNA for
intronic miRNA generation. In the nucleus, the pri-miRNA is excised by Drosha RNase to form
a hairpin-like pre-miRNA template, and is then exported to the cytoplasm for further processing
by Dicer* to form mature miRNAs. The Dicers for siRNA and miRNA pathways are different.
All three small regulatory RNAs are finally incorporated into a RNA-induced silencing complex,
which contains either strand of siRNA or the single strand of miRNA. The effect of miRNA is
considered more specific and less adverse than that of siRNA because only one strand is involved.
However, siRNAs primarily trigger messenger RNA (mRNA) degradation, whereas miRNAs can
induce either mRNA degradation or suppression of protein synthesis, depending on the sequence
complementarity to the target gene transcripts.



The MicroRNA 11

type of plant gene can be used to silence a fruit-ripening gene. The latter approach has
been applied to create hardier tomatoes by engineered repression of the tomato-ripen-
ing gene through homology-based silencing.

The following areas are potential applications of miRNAs in vertebrates:

a. Analysis of gene function.
b. Evaluation of function and effectiveness of miRNA.
c. Design and development of novel gene therapy.
d. Design and development of anti-viral vaccines.
e. Development of loss-of-function transgenic animals.

4.1. Analysis of Gene Function
The human genome contains more than 22 billion bases. Analyzing and understand-

ing these sequences is a challenge to all natural science. Numerous high-throughput
screening programs have been developed in the postgenome era. Good examples of the
usefulness of such programs are the discoveries that lin-4 and let-7 miRNAs, originally
identified in C. elegans, control the timing of fate specification of neuronal and hypo-
dermal cells during larval development. Subsequently, these miRNAs were found to be
conserved in mammals, with potential functions in development and disease (55,56).
Although most programs are focused on global computational screens, others aim at
screening or isolating all miRNAs with a specific function in the genome. For instance,
retroviral insertional mutagenesis in mouse hematopoietic tumors provides a potent can-
cer gene-discovery tool in the postgenome sequence era. The multiple high-through-
put insertional mutagenesis screening projects were, thus, designed for identifying new
cancer genes. Using a short hairpin RNAi expression library against the entire human
transcriptome, attempts were made to screen for sRNAs in the genome (57,58).

With the completion of genome-sequencing projects, a major challenge will be to
understand gene function and regulation. Achieving this goal will require determining
how miRNAs modulate gene expression. The various gene-silencing mechanisms based
on complete or partial complementarity and their intertwined actions are beginning to
reveal the sensitive control mechanisms that modify gene expression at the post-tran-
scriptional and RNA turnover levels.

Intronic miRNA also represents a new frontier in genetics research. The evidence of
intronic miRNA-induced silencing of gene expression in cell lines, zebrafish, chicken
embryos, and mouse skin demonstrates that this ancient intron-mediated gene regula-
tion system is highly conserved in eukaryotes. Intronic regulation of gene expression is
mediated through the activation of miRNA-mediated RNAi effects. From an evolution-
ary vantage point, the genome exhibits a remarkable increase in the complexity and
variety of introns in higher plants and animals; therefore, the influence of intronic gene
regulation to facilitate genome stability and gene coordination progressively increases
phylogenetically. Conceivably, dysregulation of intronic miRNAs is highly likely to
reveal the intertwined actions between intronic miRNA and gene expression, leading
to a better understanding of the genetic etiology of human diseases. The success of
intronic miRNA generation by artificial means in vivo may provide a powerful tool to
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study the mechanism by which miRNAs induce diseases and will, hopefully, provide
novel gene therapies.

4.2. Evaluation of miRNA Function and Effectiveness
Prediction of miRNA candidates using analytical software has identified thousands

of genomic hairpin sequences. For instance, the human DiGeorge syndrome critical
region gene 8 (DGCR8), and its Drosophila melanogaster homolog, were identified in
this fashion. The biochemical and whole cell-based data demonstrating the require-
ment of DGCR8 for the maturation of miRNA primary transcripts has been acquired.
Further, RNAi knockdown experiments with fly and human DGCR8 showed both accu-
mulation and reduction of pri-miRNAs, as well as mature miRNAs. In this manner,
the function of, effectiveness of, and interaction between miRNAs and enzyme process-
ing complexes can be demonstrated (59).

To date, the function of the vast majority of miRNAs so identified remains to be
determined. Because direct transfection of hairpin-like pre-miRNAs in mammalian
cells is not always sufficient to trigger effective RISC assembly, a key step for RNAi-
related gene silencing, our intronic miRNA-expressing system was developed to over-
come this problem and, indeed, successfully increased the efficiency and effectiveness
of miRNA-associated RNAi induction in vitro and in vivo. Nevertheless, there are still
problems in the efficient use of miRNA. Indeed, evaluating the function and effective-
ness of the miRNAs identified thus far may contribute greatly to our understanding of
gene regulation and the control of the differentiation and development of cells.

Based on the strand complementarity between the designed miRNA and its target
gene sequence, we have also developed a miRNA isolation protocol to purify and iden-
tify the mature miRNAs generated by the intronic miRNA-expressing system. Several
intronic miRNAs have been confirmed active in vitro and in vivo. As shown by this
proof-of-principle method, we now have the necessary knowledge to design more effi-
cient and effective pre-miRNA inserts for the intronic miRNA-expressing system.

4.3. Design and Development of Novel Gene Therapy
We are undergoing an epoch-marking transition into the postgenome era, which

opens up data sources of unprecedented scale. This information can be used for design-
ing and developing potential drugs as novel gene therapies. Furthermore, the elucida-
tion of genomic control of gene activities mediated via miRNA may play a crucial role
in the characterization and treatment of disease at the molecular level. At the same
time, our still very limited knowledge of the biological functions of genes and proteins
at different levels of cellular organization is preventing full exploitation of the avail-
able data. We believe that the recent discovery of miRNAs will fill the gap and lead
to unlimited functional prediction based on the DNA–miRNA and RNA–miRNA para-
digm. In theory, oncogene and transgene expression could be inhibited by synthetic
miRNAs, a simple, effective gene therapy. Thus, miRNAs or their machineries are now
known to be involved in several human diseases, including cancer and neurological dis-
orders. Specific removal of the target genes by miRNAs or their associate mediators
can be developed as a simple gene therapy (60).
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4.4. Design and Development of Antiviral Vaccine
By the same token, antiviral vaccines can be developed. The problems in prevent-

ing viral infections, such as HIV, are as follows: first, the global prevalence of epide-
mic proportions is mainly caused by the high mutation rate of the HIV genome that
gradually generates strains that are more resistant to highly active antiretroviral thera-
pies. Second, the HIV provirus is capable of integrating into a host cellular genome to
escape from the inhibitory effects of the treatment, thus, inactivating the viral replica-
tion cycle rather than destroying the latent viral genome, resulting in an increased num-
ber of HIV carriers. Such an increase of drug-resistant HIV strains and their carriers
has posed great challenges and financial burdens for the AIDS prevention programs.
To alleviate such problems, miRNAs can trigger either translation repression or RNA
degradation depending on their degree of complementarity with the target genes. Our
approach, using vector-based miRNA to overcome the complications of HIV mutation
is a breakthrough in the field. We think that the knowledge obtained from this research
will facilitate the development of antiviral drugs and vaccines against HIV infections (61,
62). Similar approaches for the treatment of viral diseases will target avian flu, severe
acute respiratory syndrome, hepatitis B, herpes, and poliomyelitis.

4.5. Development of Loss-of-Function Transgenic Animals
The ability to use miRNA and its machinery for silencing target-gene expression

has created much excitement as a novel and simple means to develop loss-of-function
transgenic animals. To define the function of a critical molecule in miRNA process-
ing, zebrafish models have been developed that carry loss-of-function mutations.

This type of animal model has provided an unprecedented resource for miRNA re-
search because this approach can be used to create miRNAs for use in loss-of-function
studies. It is clear that miRNAs also hold great promise as therapeutic tools because of
their sequence-specific targeting, particularly against infectious diseases with frequent
mutations. Another potential use of transgenic animal models using miRNAs is the test-
ing of gene functions and drug mechanisms in vivo.

Using man-made miRNA, one can establish loss of function in zebrafish, chicken,
and mice. The loss-of-function transgenic zebrafish could not have been achieved with
siRNAs because of promoter incompatibility, but have been developed with intronic
miRNAs. The zebrafish, possessing numerous features similar to human biological sys-
tems, is most suitable for etiological and pathological studies of human diseases, par-
ticularly mechanisms by which the loss of a specific signal molecule causes a disease
or disorder. All pharmaceutically developed drugs can be screened with this approach
in loss-of-function transgenic zebrafish. In addition, this approach may shed light on
the effects of miRNAs on embryonic development, environmental impacts, and micro-
modulation of gene functions, particularly brain and heart functions. Indeed, insight
regarding structure–function features of a candidate gene involved in pathobiology and
the mechanisms in which the candidate gene operates, can be illuminated with the help
of miRNA transgenic animal models carrying a loss-of-function mutation within the
candidate gene.
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Appendix
Argonaute (AGO): A large protein family that constitutes key components of RISCs.

AGO proteins are characterized by two unique domains, PAZ and PIWI, whose func-
tions are not fully understood. Current evidence suggests that the PAZ domain binds the
2-nt overhang of the 3' end of the siRNA duplex, whereas the PIWI domain of some
AGO proteins confers slicer activity. PAZ and PIWI domains are both essential to guide
the interaction between the siRNA and the target mRNA for cleavage or translational
repression. Distinct AGO members have distinct functions. For example, human AGO2
programs siRNA-associated RISCs to cleave the mRNA target, whereas other AGO
members do not.

Cosuppression: A phenomenon similar to PTGS, but silencing multiple homologous
genes via a transgene or dsRNA.

Dicer (DCR): An enzyme of the RNase III endonuclease family consisting of multi-
ple domains, which cleaves dsRNA or stem-loop structured RNA precursors into sRNAs,
and forms siRNAs and miRNAs, respectively. Dicer possesses a potential helicase activ-
ity and an additional domain of undetermined function, and is essential for RNAi in
Drosophila and C. elegans.

Drosha: A nuclear RNase III endonuclease that is implicated in the cleavage of pri-
miRNA into pre-miRNA before the nuclear export of miRNA precursors.

Epigenetics: Changes in gene expression not caused by the DNA code and that occur
across at least one generation.

Exportin-5: A nuclear transmembrane protein that transports pre-miRNA from the
nucleus to the cytosol.

Microprocessor: A nuclear complex composed of Drosha and Pasha that functions
in miRNA biogenesis from the pri-miRNA to the pre-miRNA.

MicroRNA (miRNA): A type of noncoding small RNA (~21–23 nt) produced by
DCR from a stem-loop structured RNA precursor. miRNAs are widely expressed in
animal and plant cells as RNA–protein complexes (RNPs), termed miRISCs, and have
been implicated in the control of development because they target specific gene tran-
scripts for destruction or translational suppression.

Post-transcriptional gene silencing (PTGS): An intracellular gene regulation mecha-
nism in which a transgene or dsRNA triggers the degradation or the translational suppres-
sion of a gene transcript containing high complementarity to the transgene or dsRNA.

Pseudogene: A defective segment of DNA that resembles a gene but cannot be tran-
scribed into RNA.

RNA-induced silencing complex (RISC): An RNA–protein complex that targets its
perfectly or partially complementary mRNA for cleavage or translational repression.
siRNA programs a siRISC and miRNA programs a miRISC. RISCs (both siRISC and
miRISC) can be divided into two types: cleaving and noncleaving. Current evidence
suggests that the type of AGO protein, an essential RISC component, determines whether
a RISC is cleaving or noncleaving.

RNA interference (RNAi): A PTGS phenomenon induced by either single-stranded
miRNA or double-stranded siRNA.
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Short hairpin RNA: A single-stranded oligonucleotide containing two complemen-
tary regions that form a duplex structure with a short hairpin loop.

Small interfering RNA (siRNA): A type of sRNA (~21–25 nt) produced by Dicer, a
dsRNA-specific enzyme of the RNase III family. siRNA is the key component of siRISCs
and triggers the silencing of its complementary mRNA.

Transgene: dsDNA or DNA–RNA hybrid duplex capable of being transcribed by
RNA polymerases and affecting the expression of an intracellular gene.
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MicroRNA biogenesis occurs in several steps from their precursors having irregular
hairpin structures. The highly variable architecture of these stem-and-loop structures, which
have terminal loops of various sizes and diverse structure destabilizing motifs present in
their stem sections, may strongly influence the process of microRNA liberation. In order to
better understand this process, more details regarding its structural basis are required. A
substantial part of this information may be derived from the structure analysis of microRNA
precursor using biochemical methods. Here we show how the analysis with the use of
various nucleases and metal ions is performed. The presented protocols include the design
of DNA template-phage promoter fusions to generate natural precursor ends, and the tests
performed to check the sequence and structure homogeneity of the in vitro transcripts prior
to probing their structures.

Key Words: miRNA; miRNA precursor; structure analysis.

1. Introduction
MicroRNAs (miRNAs) are a large family of short 20- to 25-nucleotide (nt) long

single-stranded noncoding RNAs identified in many eukaryotes, from nematodes to
humans (1, 2). They trigger the translational inhibition of target messenger RNAs by
binding to their 3'-untranslated region (3, 4). Genes encoding miRNA contribute more
than 1% to the total gene content of the investigated organisms (2,5), making this regu-
latory mechanism more common than previously thought. Specific miRNAs were shown
to be engaged in the regulation of apoptosis and cell proliferation in Drosophila, neu-
ronal asymmetry in Caenorhabditis elegans, leaf and flower development in plants,
hematopoietic differentiation in humans, and the control of human cell development
(6, 7). The biological function of a great majority of miRNAs remains unknown.

The primary transcripts of the miRNA genes (pri-miRNAs) are generated by RNA
polymerase II (8) as unclustered monocistronic or clustered polycistronic RNAs, which
may be several hundred nucleotides long. The pri-miRNAs, which typically form a
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stem and loop structure, are processed in the nucleus to shorter, approx 60-nt, hairpin
precursor (pre)-miRNAs by the ribonuclease, Drosha (9), which acts together with the
double-stranded (dsRNA)-binding protein, DiGeorge syndrome critical region gene
8, in a complex termed Microprocessor (Fig. 1A) (10). Drosha leaves a 2-nt overhang
at the 3' end of pre-miRNA and defines one end of the mature miRNA strand. After the
overhang recognition, pre-miRNAs are exported from the nucleus by Exportin-5 (11)
and further processed to miRNAs by a cytoplasmic ribonuclease, Dicer (12, 13).

Dicer is composed of several functional domains: the Piwi-Argonaute-Zwille (PAZ)
domain, which is used for high-affinity binding to the 3' overhanging nucleotides of
pre-miRNA, the helicase domain, the DUF283 subunit, the dsRNA binding domain, and
two ribonuclease (RNase) III catalytic domains (Fig. 1B) that form the intramolecular
dimer during pre-miRNA cleavage (14). The pre-miRNA is processed by Dicer sym-
metrically, as proposed for the siRNA (15, 16). Usually, only the miRNA strand of the
excised duplex intermediate is stabilized by the successful entering of the RNA-induced
silencing complex (RISC) (17, 18). The miRNA* strand and the remainder of the pre-
cursor is degraded (Fig. 1A).

The process of excision of the miRNA–miRNA∗ duplex is controlled by various
structure-destabilizing elements present in the precursor hairpin (19), and the exist-
ence of sequence determinants or antideterminants of the Dicer cleavage has also been
proposed (20). The pre-miRNAs are predicted to form irregular hairpin structures con-
taining various base mismatches, internal loops, and bulges (21). However, these pre-
dicted structures need to be experimentally verified to serve as a reliable basis for the
analysis of structural aspects of miRNA biogenesis. The necessity of the experimental
structure analysis was documented in a recent study, in which differences were shown
to exist between the majority of predicted and experimentally established precursor
structures (22).

The steps of experimental procedure used for the structure probing of miRNA pre-
cursors are shown in the diagram in Fig. 2. In brief, they include RNA synthesis by in

Fig. 1. (Opposite page) (A) The mechanism of microRNA (miRNA) biogenesis (13); after
miRNA is produced by the activity of two class III ribonucleases, Drosha and Dicer, and selected
by the RNA-induced silencing complex (RISC). After the transcription by RNA polymerase II,
the primary transcript of the miRNA gene (pri-miRNA) is cleaved in the nucleus by Drosha, form-
ing a heterodimeric complex (named Microprocessor), with the double-stranded RNA (dsRNA)-
binding protein, DiGeorge syndrome critical region 8 (DGCR8). Drosha generates the miRNA
precursor (pre-miRNA), which binds Exportin-5 and is exported to the cytoplasm. In the cyto-
plasm, Dicer binds to the pre-miRNA and generates a duplex intermediate comprising the active
miRNA (indicated in gray color) and inactive miRNA* strands. The cleavage sites of the nucleases
Drosha and Dicer are indicated by black triangles. After the preferential duplex unwinding at
the miRNA 5' end, the active strand is selectively incorporated into RISC by the miRNA-spe-
cific RISC assembly. The activated miRNA–RISC complex directs either translational repression
or degradation of the targeted messenger RNA, depending on the degree of sequence comple-
mentarily. (B) A schematic illustration of the domain structure of human Drosha and Dicer pro-
teins. RIII, ribonuclease III catalytic domain; dsRBD, dsRNA-binding domain. The “x” symbol
indicates the inactive ribonuclease center in one of the RIII Dicer domains.



Structure Analysis of MicroRNA Precursors 21



22 Krol and Krzyzosiak

vitro transcription, necessary to ensure the required RNA sequence devoid of 5' end (23)
and 3' end (24) heterogeneities. After RNA labeling, the tests for transcript sequence
and structure homogeneity are performed, and the RNA is subjected to structure-prob-
ing reactions.

Human miRNA precursors contain the 5'-monophosphate and 3'-OH termini. They
may be obtained by in vitro transcription from chemically synthesized DNA templates
containing the phage RNA polymerase promoter sequence. The pre-miRNAs have vari-
ous sequences at their 5' end, beginning either with G, C, A, or U, and different strat-
egies may be used to obtain these transcripts. One strategy is to introduce a ribozyme
structure that will liberate the required precursor sequence from the extended transcript
(14). Another possible method is to introduce a short initiator oligoribonucleotide
homologous to the precursor 5' end to the in vitro transcription mixture (25). The most

Fig. 2. Steps involved in the structure analysis of microRNA precursors.
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simple approach, which is described in this chapter, takes advantage of the alternative
T7 and SP6 RNA polymerase promoters (26, 27). They provide correct 5' end sequences
for a number of miRNA precursors, whose sequences start, for example, with a single G
or A residue (Fig. 3).

The chemical and enzymatic probing of nucleotide accessibility (28, 29) can be
used to rapidly obtain reliable structure information, taking advantage of the distinct
specificity of different chemical reagents and nucleases. Ribonucleases T1 and T2 and
nuclease S1 recognize the single-stranded regions of RNA (30, 31), and they map the ter-
minal loops of the precursor hairpins as well (22). The double-stranded helical regions
are cleaved by ribonuclease V1. This small, 15-kDa protein from cobra venom (32),
which accommodates only one strand of a helix at its recognition site, requires a heli-
cal sugar phosphate backbone conformation for its activity (33). The minimum V1
recognition site is usually six nucleotides, three at each side of the cleavage site, and
their conformation may strongly influence the cleavage efficiency (33). Ribonuclease
V1, showing some preference for recognizing simple sequence repeats, reveals the dis-
tribution of a specific, more regular helical conformation along the miRNA precursor
hairpin (22).

The nucleases map small internal loops, bulges, and mismatches poorly. On the con-
trary, nearly all of these stem-structure irregularities are well-recognized by metal ions:
Mg2+ (34, 35), Mn2+ (36), Ca2+ (37), and Pb2+ ions (38–40). The advantageous feature

Fig. 3. Phage RNA polymerase promoter sequences enabling the generation of the required
transcript ends by in vitro transcription.
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of metal ions is that their hydrates are much smaller than nucleases, penetrate folded
RNAs more easily, and reveal more details of the analyzed structures (41). In addition,
metal ions are sensitive to differences in the phosphodiester bond flexibility, in accor-
dance with the proposed mechanism of RNA cleavage by lead ions (42). In brief, the
reaction begins with the activation of the ribose 2'-OH group by the metal ion hydroxide,
and the attack of the 2'-O-nucleophile on the adjacent phosphorus atom, which requires
the conformational flexibility of the sugar phosphate backbone (43). The Mg2+ and
Ca2+ ions both prefer coordination to oxygen ligands, but differ in their ionic radii and
coordination geometry. The Mg2+ and Ca2+ ions distinguish between paired and un-
paired nucleotides most precisely (44, 45). The reactive phosphodiester bonds mapped
by the Mg2+ and Ca2+ ions often overlap each other. Generally, the Ca2+ ions induce
cleavages at more sites and map the great majority of internucleotide bonds present in
numerous bulges and internal loops. This is in accordance with the flexible geometry
and variable coordination number of the Ca2+ aquacation in solution (45). The Pb2+ and
Mn2+ ions cleaved more internucleotide bonds than the Ca2+ and Mg2+ ions in the miRNA
precursors. They also mapped the phosphodiester bonds of several paired nucleotides
located in the neighborhood of bulges or internal loops (22).

2. Materials

2.1. DNA Templates for In Vitro Transcription
1. DNA oligomers obtained by chemical synthesis were purchased from commercial sources.
2. T7 promoter primer, 5'TAATACGACTCACTATAGG.
3. SP6 promoter primer, 5'ATTTAGGTGACACTATA.
4. 10% polyacrylamide gel (acrylamide:bis acrylamide ratio, 19:1) buffered with 1X TBE

(89 mM Tris, 89 mM boric acid, and 20 mM ethylenediaminetetraacetic acid [EDTA], pH
8.0).

5. Taq DNA polymerase 5 U/µL in storage buffer A (Promega, Madison, WI).
6. Set of 2.5 mM deoxyribonucleoside triphosphates (dNTPs) (Promega).
7. 2X TE buffer: 20 mM Tris-HCl, 2 mM EDTA.
8. 10X TBE buffer: 890 mM Tris-HCl, 890 mM boric acid, and 20 mM EDTA.
9. Stains-All dye reagent (Serva, Heidelberg, Germany).

10. Microcon YM30 microcentrifuge tubes (Millipore, Billerica, MA).

2.2. In Vitro Transcription
1. 200 U/µL T7 RNA polymerase (Epicentre, Madison, WI) and 200 U/µL SP6 RNA polymer-

ase (Fermentas, Burlington).
2. Set of 5 mM NTPs (Roche, Mannheim), 10 mM guanosine, and 10 mM adenosine.
3. 40 U/µL RNaseOUT recombinant ribonuclease inhibitor (Invitrogen, Carlsbad, CA).
4. Urea, EDTA, and dyes (UED) buffer: 7.5 M urea and 20 mM EDTA with dyes (bromophe-

nol blue and xylenecyanol FF; Fluka, Buchs, Switzerland).
5. Elution buffer: 0.3 M sodium acetate, pH 5.2, 0.5 mM EDTA, and 0.1% sodium dodecylsulfate.

2.3. RNA-Labeling Reagents
1. 4500 Ci/mmol [γ-32P] adenosine triphosphate (ATP) (MP Biomedicals, Irvine, CA).
2. 3000 Ci/mmol [5'-32P] cytidine-3', 5'-biphosphate (pCp) (Perkin Elmer, Wellesley, MA).
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3. 3000 Ci/mmol [α-32P] cytidine triphosphate (CTP) (MP Biomedicals).
4. 10 U/µL T4 polynucleotide kinase (Epicenter).
5. 20 U/µL T4 RNA ligase (Fermentas).
6. 2 U/µL alkaline phosphatase, calf intestinal (Pharmacia, Rockville, MD).

2.4. Testing RNA Sequence and Structure Homogeneity
1. Formamide buffer: 99% formamide, 0.5 mM MgCl2.
2. 2X T2 buffer: 20 mM sodium citrate, pH 5.0, and 7 M urea.
3. 0.2 U/µL T1 ribonuclease (USB, Cleveland, OH).
4. Structure-probing buffer A: 12 mM Tris-HCl, pH 7.2, 48 mM NaCl, and 1.2 mM MgCl2.
5. Structure-probing buffer B: 12 mM Tris-HCl, pH 8.5 or 9.0, and 48 mM NaCl.
6. 140 U/µL nuclease S1 (Amersham Biosciences, Piscataway, NJ), 100 U/µL ribonuclease

T1 (USB), 20 U/µL T2 (Invitrogen), 0.1 U/µL V1 (Ambion, Austin, TX).
7. Ion solutions: 30 mM MgCl2, 30 mM CaCl2, 30 mM Pb(CH3COO)2.

3. Methods

3.1. RNA Structure Prediction Procedure and Setting Variables
RNA secondary structure prediction was performed using the mfold program, ver-

sion 3.1. This program is designed to determine the optimal and suboptimal secondary
structures of RNA calculated for a 1 M NaCl solution at 37°C, and to count free energy
contributions for various secondary structure motifs. The structure prediction is usu-
ally performed with the suboptimality parameter set at 10%. At this setting, the pro-
gram shows all of the structures that have a free energy of formation of up to 10% higher
than the optimal structure.

3.2. DNA Template/Promoter Purification
1. Dilute the DNA oligomer, which has a sequence of the antisense strand of the miRNA pre-

cursor, with the attached phage promoter sequence (see Note 1) to a concentration of 100
pmol/µL with RNase- and deoxyribonuclease-free water.

2. Add 20 µL of UED buffer to 20 µL of the DNA oligomer solution in Subheading 3.2.,
incubate the sample at 95°C for 1 min, and immediately load the sample on the pre-electro-
phoresed 10% (acrylamide:bis acrylamide ratio, 19:1) polyacrylamide gel (420 ↔ 340 ↔ 1
mm), buffered with 1X TBE. Perform the electrophoresis at 600 V/40 mA for 10 min and
then at 1200 V/90 mA for 3 h.

3. Stain the gel with 0.1% Stains-All dye (Serva) at room temperature for 30 min.
4. Cut the band corresponding to the desired DNA template and elute the DNA to 500 µL of

elution buffer at 4°C overnight.
5. Precipitate the DNA with three volumes of EtOH and resuspend the pellet in 20 µL of water.

Store at –20°C.

3.3. Preparation of DNA Templates for In Vitro Transcription
(see Note 2)

3.3.1. Annealing Procedure
1. Mix 8 µL (600 pmol) of the purified template oligomer and 8 µL (600 pmol) of T7 or SP6

promoter primer with 16 µL of 2X TE buffer.
2. Incubate the sample at 90°C for 5 min and cool the sample slowly to 37°C for 10 min.
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3.3.2. Primer Extension Procedure
1. Mix 2 µL (final concentration, 200 pmol) of purified template oligomer, 5 µL (1 mmol) of

T7 or SP6 promoter primer, and 8 µL of dNTPs (200 µM each) with 10 µL of standard 1X
polymerase chain reaction (PCR) buffer and 0.5 µL (0.5 U) of Taq DNA polymerase in a
100-µL reaction.

2. Perform the primer extension: 50 cycles at 94°C for 15 s and 45°C for 15 s.
3. Purify the dsDNA product using Microcon YM30 centrifugal filter devices, according to the

manufacturer’s (Millipore) instructions, and dilute the DNA template to 60 µL with water.

3.4. In Vitro Transcription With Phage Polymerases
The pre-miRNA transcripts can be prepared by in vitro transcription with T7 or SP6

RNA polymerases.

1. In a 50-µL volume at room temperature, mix the 40 pmol of DNA template (12 µL of
DNA after the primer extension procedure or 2 µL of DNA after phage promoter primer
annealing), 50 µM of rNTPs, 30 µL of 10 mM guanosine (preheated to 65°C for 3 min) or
adenosine solution (see Note 3), 10 µL of 1X standard transcription buffer, 40 U of ribo-
nuclease inhibitor, RNase Out, and 400 U of T7 or SP6 RNA polymerase.

2. Incubate the reaction mixture at 37ϒC for 1.5 h.
3. After EtOH precipitation at –20°C overnight, resuspend the transcript in 20 µL of water

and add 20 µL of UED buffer.
4. Purify the in vitro transcription product in a denaturing 10% polyacrylamide gel, excise the

product band, elute the RNA from the gel with RNA elution buffer, and precipitate with
EtOH as described in Subheading 3.2. Resuspend the pellet in a 10 µL of RNase-free water.
Store at –80°C.

3.5. RNA-Labeling Procedures

3.5.1. 5' End Labeling
1. Mix 10 µL of purified pre-miRNA transcript (~1 nmol) with 3 µL of 4500 Ci/mmol [γ-32P]

ATP, 1.5 µL of 10X T4 polynucleotide kinase buffer, and 1 µL of T4 polynucleotide kinase.
2. Incubate the mixture at 37°C for 10 min.
3. Stop the labeling reaction by adding an equal volume of UED buffer.
4. Purify the labeled RNA in 10% polyacrylamide gel, as described for DNA template purifi-

cation in Subheading 3.2. After electrophoresis, attach the labeling markers to the gel and
place the gel in the autoradiography cassette with the X-ray film for approx 3 min. After
autoradiography, correctly orient the film with respect to the markers and cut out the single
gel band corresponding to the desired RNA.

5. Elute the RNA with approx 500 µL of the elution buffer at 4°C overnight. Precipitate the
RNA with EtOH, and resuspend the pellet in approx 20 µL of RNase-free water.

3.5.2. 3' End Labeling
1. Mix 10 µL of purified pre-miRNA transcript with 5 µL of 3000 Ci/mmol [5'-32P] pCp,

2 µL of reaction buffer, 2 µL of 10 mM ATP, and 2 µL of T4 RNA ligase in a volume of 20 µL.
2. Incubate the reaction mixture at 4°C for 16 h.
3. Optionally (see Note 4): add 2 µL of 10X alkaline phosphatase buffer and 1 µL of alkaline

phosphatase and incubate at 37°C for 20 min.
4. Purify the labeled RNA as described in Subheading 3.4.
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3.5.3. Internal Labeling
1. For internal labeling, the pre-miRNA RNA is synthesized by in vitro transcription, as

described in Subheading 3.4., with the exception that the set of NTPs (5 mM ATP, 5 mM
GTP, 5 mM UTP, and 0.5 mM CTP) is supplemented with 5 µL of 3000 Ci/mmol [α-32P]
CTP.

2. Incubate the reaction mixture at 37°C for 1.5 h.
3. Purify the labeled RNA as described in Subheading 3.4.

3.6. 5' End and 3' End Sequence Homogeneity Testing (see Note 5)
1. The limited T1 ribonuclease ladder generated from the 5' end-labeled transcript of a discrete

length is visually inspected for the presence of extra fragments not predicted from the
correct nucleotide sequence. These extra fragments are usually one nucleotide longer than
the expected T1 fragments. The presence of such extra bands in addition to those expected
from the correct sequence indicates the 5' end heterogeneity. It indicates that some of the
transcripts are longer by one nucleotide at the 5' end and shorter by one nucleotide at the
3' end (Fig. 3).

3.7. Structure Homogeneity and Molecularity Testing (see Note 6)
1. Incubate approx 5 pmol (30.000 cpm) of the 5' end-labeled transcript in a structure-prob-

ing solution (buffer A: 10 mM Tris-HCl, pH 7.2, 40 mM NaCl, and 1 mM MgCl2) at 90°C
for 1 min, followed by slow cooling to 37°C.

2. Mix with an equal volume of the same buffer containing 7% sucrose and dyes.
3. Load the samples onto a 10% nondenaturing polyacrylamide gel (dimensions, 150 ↔ 140 ↔

1 mm; acrylamide:bis acrylamide ratio, 29:1) buffered with the structure-probing buffer.
Perform electrophoresis at 100 V at a controlled temperature of 37°C, with a buffer circu-
lation at 2 L/h.

4. Dry the gel and visualize the RNA by autoradiography.

3.8. Structure Probing With Nucleases (see Note 7)
1. Subject the 32P-end-labeled transcript to a denaturation and renaturation procedure before

structure probing. For a single reaction, in an 8-µL volume, mix the 32P-end-labeled RNA
(~10 pmol; 60.000 cpm) and structure-probing buffer A to obtain a final concentration of
12 mM Tris-HCl, pH 7.2, 48 mM NaCl, and 1.2 mM MgCl2. Heat the sample at 90°C for
1 min and leave the reaction mixture in a thermal block for slow (~5 min) cooling to 37°C.

2. Add 2 µL of nuclease water solution at one of three different concentrations. Typically used
concentrations are: T1 (0.5, 1.0, and 1.5 U/µL), T2 (0.15, 0.2, and 0.25 U/µL), V1 (0.15,
0.2, and 0.25 U/mL), and nuclease S1 (1.5, 3.0, and 6.0 U/µL) (see Note 8). Incubate at
37°C for 10 min.

3. Stop the reaction by adding 10 µL of 7.5 M urea and 20 mM EDTA with dyes.

3.9. Structure Probing With Metal Ions
1. Before structure probing, subject the 32P-end-labeled transcript to a denaturation and renatu-

ration procedure. For single reaction with Pb2+ ions, in an 8-µL volume, mix the 32P-end-
labeled RNA solution (~10 pmol; 60.000 cpm) and structure-probing buffer A to obtain a
final concentration of 12 mM Tris-HCl, pH 7.2, 48 mM NaCl, and 1.2 mM MgCl2. For a
single reaction with Mn2+, Mg2+, or Ca2+ ions, in an 8-µL volume, mix the 32P-end-labeled
RNA (~10 pmol; 60.000 cpm) and structure-probing buffer B to obtain a concentration of
12 mM Tris-HCl, pH 8.5 or 9.0, and 48 mM NaCl.
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2. Heat the sample at 90°C for 1 min followed by slow cooling to 37°C.
3. Add 2 µL of the metal ions solution at the appropriate concentrations. Use the Pb(CH3COO)2

solution at 0.5, 1.0, and 2.0 mM; the MgCl2 solution at 3, 10, and 15 mM; the CaCl2 solution
at 3, 15, and 30 mM; or the MnCl2 solution at 3, 10, and 15 mM.

4. At 37°C, incubate the RNA with Pb2+ ions for 10 min, with Mn2+ ions for 2 h, and with Mg2+

or Ca2+ ions for 16 h.
5. Stop the reaction by adding 10 µL of solution containing 7.5 M urea and 20 mM EDTA with

dyes.

3.10. Gel Electrophoresis and Autoradiography
1. Denature the sample briefly by a 30-s incubation at 90°C before loading the gel.
2. Analyze the cleavage products by electrophoresis in a 15% polyacrylamide gel (dimensions

420 ↔ 340 ↔ 0.4 mm) (acrylamide:bis acrylamide ratio, 19:1) buffered with 1X TBE under
denaturing conditions.

3. Generate the alkaline hydrolysis ladder by incubating 2 µL of the end-labeled RNA (~10
pmol) with 9 µL of formamide containing 0.5 mM MgCl2 at 100°C for 10 min. Stop the
reaction by adding 9 µL of UED buffer.

4. Generate the T1 ladder by incubating 2 µL of the end-labeled RNA (~10 pmol) with 3 µL
of semidenaturing buffer (10 mM sodium citrate, pH 5.0, and 3.5 M urea) for 20 s at
100°C. Place the tube with the reaction mixture on ice immediately and keep it on ice for
5 min. Add 1 µL of T1 ribonuclease (1 U/µL), and incubate at 55°C for 12 min. Stop the
reaction by adding 14 µL of UED buffer.

5. Typical structure analysis with a single probe requires six gel lanes: the incubation control
line (without a probe), three lanes of reactions with a probe used at different concentra-
tions, a lane of alkaline hydrolysis ladder, and a lane of T1 ladder. Typically, 3 µL of each
sample is loaded into each gel well.

6. Run the electrophoresis at 40 mA/1500 V for approx 2 h.
7. Transfer the gel onto Whatman 3MM paper, cover with plastic wrap, and subject to auto-

radiography at –80°C with an intensifying screen.

3.11. Phosphor Imaging and Quantitative Analysis of Cleavages
1. Place the dried gel into the PhosphorImager cassette for 16 h.
2. Scan the screen on a Typhoon (Molecular Dynamics) laser densitometer operating at 633 nm.
3. Analyze the peak heights obtained from gel bands representing the relative cleavage effi-

ciency at the corresponding sites, as shown in (46–48).

4. Notes
1. The in vitro transcription of the desired pre-miRNA is performed from the DNA template

obtained by chemical synthesis, which offers the DNA template designed to contain the
antisense miRNA precursor sequence extended by the phage promoter sequence, so that
the end of the latter defines the 5' end of the former (Fig. 3).

2. If using synthetic DNA templates for in vitro transcription, at least the promoter portion of
the template has to be double-stranded. For such templates, the promoter primer annealing
procedure is performed to obtain a double-stranded promoter region. For GC-rich templates
with high propensities to form secondary structures, we recommend performing primer
extension to obtain a fully double-stranded template. The disadvantage of using the primer-
extension procedure is the increased risk of introducing 3' end heterogeneity into the DNA
template.
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3. Guanosine or adenosine is added to the reaction mixture at the appropriate concentrations
to introduce them at the 5' end in a high proportion of transcripts. This makes the 5' end
dephosphorylation step unnecessary before its labeling. The guanosine concentration in the
water solution used is the highest possible concentration and is determined by the nucleo-
side solubility in water. Adenosine may be used at the same or higher concentration for SP6
transcription beginning with A.

4. If using the labeled pre-miRNA transcript in the reaction with Dicer, it is necessary to pro-
duce the pre-miRNA that contains the specific ends: 5'-monophosphate and 3'-OH.

5. Because of the tendency of different RNA polymerases to add extra nucleotides to the ends
of transcripts (usually n +1) that are not encoded by the template, some pre-miRNAs may
contain extra nucleotides at their 5' (Fig. 4) and/or 3' ends. This sequence heterogeneity,
which is highly undesired in detailed structural studies, can be suppressed by reducing the

Fig. 4. Examples of end sequence heterogeneity in the 5' end-labeled microRNA (miRNA)
precursor transcript. The predicted secondary structure of miR-31 precursor (pre-miR-31) with
a boldface miRNA sequence is shown. RNA cleavages by T1 ribonuclease (T1) are performed
in semidenaturing conditions for mapping all G residues. The vertical lines with positions of G
residues indicated represent various compositions of T1 fragments that are observed in the
presented autoradiograms, derived from precursors with a 5' end heterogeneity (left) and a homog-
enous sequence (right). F, formamide ladder.
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length of consecutive mononucleotide tracts (G or A) at the 3' end of the RNA polymerase
promoter. With relatively short pre-miRNAs (~60 nt), it is easy to cut out single bands
representing discrete sequences from the gel. The strongest band usually corresponds to the
correct sequence. Alternatively, transcripts labeled at their 5' or 3' end may be exhaustively
digested with nuclease as described in (23) and (37) and labeled fragments with either homog-
eneous or heterogeneous lengths are visualized in a 20% polyacrylamide gel, as described
in Subheading 3.10.

6. A test for structure homogeneity is strongly recommended before the structure probing of
pre-miRNA. Some RNAs may form two or more stable conformers or dimers, which can
be detected in nondenaturing polyacrylamide gels. If such a gel shows one stable conformer,
its structure can be relatively easily established. In case of the coexistence of two or more
stable conformers, the single conformers may be isolated from the native gel, and their
structures probed separately. Alternatively, structure probing may be performed on a mix-
ture of conformers, which are then separated in native gel, as described earlier (49,50).

7. The failure of nucleases, and, in some cases, of metal ions, to detect small symmetrical
internal loops and mismatches when they are surrounded by stable double-helical regions,
may indicate that these motifs form noncanonical base pairs, which do not distort the duplex
structure significantly.

8. Optimize the probe concentration with respect to every transcript to assure less than 10%
RNA fragmentation and to minimize the possible contributions from secondary cleavages.
To distinguish between the primary and secondary cuts, the structure-probing experiments
with RNA labeled independently at the 5' end and 3' end may also be performed.
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Summary

The recently discovered microRNAs (miRNAs) are a large family of small regulatory
RNAs that have been implicated in controlling diverse pathways in a variety of organisms
(1, 2). For posttranscriptional gene silencing, one strand of the miRNA is used to guide
components of the RNA interference machinery, including Argonaute 2, to messenger
RNAs (mRNAs) with complementary sequences (3, 4). Thus, targeted mRNAs are either
cleaved by the endonuclease Argonaute 2 (5, 6), or protein synthesis is blocked by an as yet
uncharacterized mechanism (7, 8). Genes encoding miRNAs are transcribed as long pri-
mary miRNAs (pri-miRNAs) that are sequentially processed by components of the nucleus
and cytoplasm to yield a mature, approx 22-nucleotide (nt)-long miRNA (9). Two mem-
bers of the ribonuclease (RNase) III endonuclease protein family, Drosha and Dicer, have
been implicated in this two-step processing (10–13). To further our understanding of
miRNA biogenesis and function it will be essential to identify the protein complexes in-
volved. We were interested in defining the proteins required for the initial nuclear process-
ing of pri-miRNAs to the approx 60- to 70-nt stem-loop intermediates known as precursor
miRNAs (pre-miRNAs) (9, 10). This led to our identification of a protein complex we
termed Microprocessor, which is necessary and sufficient for processing pri-miRNA to pre-
miRNAs (14). The Microprocessor complex comprises Drosha and the double-stranded RNA-
binding protein DiGeorge syndrome critical region 8 gene (DGCR8), which is deleted in
DiGeorge syndrome (15, 16).

In this chapter, we detail the methods used for the biochemical isolation and identifica-
tion of the Microprocessor complex from human cells. We include a protocol for the in
vitro analysis of pri-miRNA processing activity of the purified Microprocessor complex.

Key Words: MicroRNA; miRNA; RNAi; Drosha; DGCR8; Microprocessor.



34 Gregory, Chendrimada, and Shiekhattar

1. Introduction
This chapter presents a biochemical approach for the purification and characteriza-

tion of multi-subunit protein complexes from human cells. Although we present the iso-
lation of the Drosha protein and its associated polypeptides, the strategy can be adapted
to accommodate the investigator’s particular focus; indeed, we have previously applied
this approach to purify numerous different protein complexes (17, 18). The example
we provide describes the approach leading to our isolation of the Microprocessor com-
plex. The discovery of Microprocessor and our demonstration that the Microprocessor
complex constitutes the cellular machinery responsible for the processing of long pri-
miRNAs to pre-miRNA intermediates, identified Microprocessor as a critical compo-
nent of the miRNA biogenesis pathway (14).

1.1. Generating a FLAG™–Drosha Stable Cell Line
This purification technique requires the generation of a stable cell line expressing a

FLAG-tagged version of the protein of interest. The FLAG epitope comprises a unique
sequence of eight amino acids that is specifically recognized by the anti-FLAG M2
monoclonal antibody and, therefore, amenable to affinity purification. We cloned the
complementary DNA (cDNA) of human Drosha to a mammalian expression vector con-
taining the FLAG sequence. The plasmid construct we used contains the cytomegalo-
virus promoter to drive high levels of FLAG–Drosha fusion protein expression in trans-
fected cells. This approach of using a FLAG tag for affinity purification avoids the
rigors of conventional chromatography and provides a reliable method for the recovery
of protein complexes. Because of its small size, the addition of the FLAG tag usually
does not interfere with the activity/function of the tagged protein, or disrupt interac-
tions with protein-binding partners. In addition, commercially available, monoclonal,
anti-FLAG antibodies are highly specific to the epitope tag and, therefore, generate very
little nonspecific background during the protein purification. Another advantage of this
approach is that the immunopurified complexes can be recovered from the anti-FLAG
agarose beads under nondenaturing conditions (by elution using FLAG peptide) and,
therefore, this approach maintains the integrity of the protein eluate.

For Microprocessor isolation, we generated a stable HEK293 cell line expressing
FLAG–Drosha. We chose HEK293 cells because they express endogenous Drosha, have
a rapid doubling time, and are easily transfected. We used a cotransfection protocol
whereby one plasmid encodes FLAG–Drosha, whereas the other contains a drug-selec-
tion marker. We recommend puromycin selection more than the commonly used neomy-
cin selection because of its more potent toxicity to naïve cells, as well as the lower cost
of the reagent. Stable cell lines should be generated from a monoclonal population,
necessitating cell colony isolation. In our experience, polyclonal populations of cell lines
stably expressing transgenes tend to lose expression of the transgenic cDNA. After trans-
fection and cell selection, we screened for positive clones by small-scale immunopre-
cipitation from whole cell lysates using anti-FLAG antibodies conjugated to agarose
beads. The immunopurified material was checked for FLAG–Drosha expression by
Western blot analysis. We selected a cell line that expressed high levels of FLAG–Drosha
and expanded these cells.
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1.2. Preparation of Nuclear Extract and Immunoprecipitation
The stable HEK293-derived cell line expressing FLAG–Drosha was expanded to

approx 100 to 200 15-cm culture plates. Once the cells reached confluence, they were
harvested by trypsinization, collected by centrifugation, and rinsed with phosphate-buf-
fered saline (PBS). For immunoprecipitation, we prepared nuclear extract from the cells
using a simple protocol based on that originally described by Dignam et al. (19). Although
it is possible to perform immunoprecipitation on whole cell lysate, to minimize contam-
inating peptides and to maximize protein complex recovery, we routinely separate nuclear
extract from contaminating cytoplasmic components. Nuclear enrichment involves
an initial homogenization step to disrupt cell membranes. A low-speed centrifugation
step separates most of the cytosol from the intact nuclei. A second homogenization in a
high-salt buffer disrupts the nuclear membrane, and, after a high-speed centrifugation,
enables the soluble nuclear extract to be isolated from the pelleted debris. We deter-
mine the protein concentration of the nuclear extract by standard Bradford assays. After
dialysis of the crude nuclear extract against 50 mM KCl (BC50), we typically retrieve
100 to 200 mg of nuclear extract from 100 to 200 15-cm plates. This dialyzed nuclear
extract, after addition of phenylmethyl sulfonyl fluoride (PMSF) (to 0.2 mM), is used
directly for immunoprecipitation. After extensive washes, the affinity-purified FLAG–
Drosha and interacting proteins were eluted from the beads. This affinity eluate was ana-
lyzed by silver staining and Western blotting (see Fig. 1A). As with any affinity chroma-
tography, an important control is immunoprecipitation of naïve cells for comparison; we
typically observe two contaminating polypeptides that are also present in mock immu-
noprecipitations of naïve HEK293 extract.

We next determined the identity of Drosha-associated polypeptides. Individual poly-
peptides were excised from the gel and subjected to mass spectrometric sequencing.
Nineteen specific Drosha-associated polypeptides were identified in two independent
sequencing analyses. The Drosha-associated proteins were comprised of specific classes
of RNA-associated proteins displaying common structural domains. These included the
DEAD- and DEAH-box family of RNA helicases, proteins with double-stranded RNA
binding domains, heterogeneous nuclear ribonucleoproteins, and the Ewing sarcoma
family of proteins containing a RNA recognition motif and a zinc-finger domain (14).

1.3. Isolation of Drosha-Containing Complexes
by Gel Filtration Chromatography

To examine the elution profile of Drosha and to demonstrate that the Drosha-asso-
ciated polypeptides constitute a multiprotein complex, the FLAG-affinity eluate was
fractionated on a Superose 6 gel filtration column. Fractions of the Superose 6 chroma-
tography were concentrated by trichloroacetic acid (TCA) precipitation and analyzed
by sodium dodecylsulfate (SDS) polyacrylamide gel electrophoresis (PAGE) followed
by silver staining (Fig. 1B). This analysis revealed the presence of Drosha in two
distinct complexes, a high-molecular-weight complex composed of most Drosha-asso-
ciated polypeptides (fractions 16–18) and a smaller, migrating (fractions 24–26; ~600
kDa) Drosha-containing complex (Fig. 1B).
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1.4. Preparation of Pri-miRNA Substrates for In Vitro Processing Assays
Previously, an assay was established to monitor pri-miRNA processing using in vitro

transcribed RNAs corresponding to particular pri-miRNAs (10). We cloned a PCR prod-
uct of the miRNA gene cluster corresponding to miRNAs 23a~27a~24-2 to a pGEM®-
T Easy Vector (Promega) by TA cloning®. The orientation of the insert was determined
by DNA sequencing. The plasmid was linearized by restriction endonuclease digestion
using a suitable enzyme (SpeI) that cuts at the 3' end of the miRNA gene cluster. To gen-
erate the pri-miRNA substrate of approx 450 nts containing three miRNAs, we performed
run-off transcription using the Riboprobe® (Promega) in vitro transcription system. The
in vitro transcription was performed according to the manufacturer’s instructions with
T7 polymerase, and supplemented with α32P-cytidine triphosphate (CTP), which, after
deoxyribonuclease digestion, phenol:chloroform purification, and RNA precipitation,

Fig. 1. (Opposite page) (A) Isolation of Drosha-containing complexes. FLAG–Drosha was
isolated from a HEK293-derived nuclear extract prepared from a cell line stably expressing
FLAG–Drosha. An untagged HEK293 cell line was used as the mock control (Mock). After
elution of the immunoaffinity eluate from the M2 anti-FLAG beads, 10 µL of each fraction was
resolved on an sodium dodecylsulfate (SDS)–polyacrylamide (4 to 12%) gel, and proteins
were visualized by silver staining and Western blot analysis using anti-FLAG antibodies. Molec-
ular masses (MW) of the marker proteins (left) and the bands representing FLAG–Drosha (right)
are indicated. We observed two bands corresponding to Drosha, the smaller of which corresponds
to an amino-terminally truncated protein, most likely arising from proteolytic cleavage during
the complex purification. Asterisks denote contaminating polypeptides that we also detect in the
mock immunoprecipitation (IP). (B) FLAG affinity eluate was fractionated on a Superose 6 gel
filtration column, and the even fractions of the column were subjected to trichloroacetic acid
precipitation followed by SDS-polyacrylamide gel electrophoresis (PAGE) and silver staining.
Fractions of the column are denoted at the top, whereas molecular weight markers are indicated
at the bottom. Asterisks denote contaminating polypeptides. Multiple sequencing analyses have
determined SHK1 kinase binding protein 1 (SKB1), methylosome protein 50 (MEP50), and α-
tubulin as common contaminants of FLAG affinity purification. (C) Western blot of the Super-
ose 6 column fractions using anti-Drosha and anti-DGCR8 antibodies shows a peak in fractions
24 to 26. (D) Pri-miRNA processing activity of Superose 6 gel filtration column fractions. We
compared processing activity of the large Drosha-containing complex (fraction 17 of the Super-
ose 6 gel filtration column) with that of the small Drosha-containing complex (fraction 25) by
normalizing for the amount of Drosha. After dialysis of the column fractions, 2 µL of fraction 17
(lane 2) or 10 µL of fraction 25 (lane 3), corresponding to 50 ng of Drosha protein (determined
by comparison with known amounts of bovine serum albumin co-migrated on SDS-PAGE), were
assayed for miRNA processing using a pri-miRNA 23a~27a~24-2 fragment. Column fractions
were incubated with approx 0.2 pmoles of 32P-labeled pri-miRNA at 37°C for 90 min in reaction-
buffer conditions. Lane 1 represents a control reaction without Drosha protein. After gel migra-
tion (15% denaturing PAGE) and autoradiography, miRNA processing was monitored by detec-
tion of the 60-nt specific cleavage product. Accumulation of pre-miRNA in lane 3 demonstrates
that the bulk of the miRNA processing activity resides in the small Drosha-containing complex.
Mass spectrometric protein sequencing and Western blot of the small complex identified two pro-
teins, Drosha and the double-stranded RNA-binding protein, DiGeorge syndrome critical region
(DGCR)-8, as components of the approx 600 kDa complex, termed Microprocessor, that pro-
cesses pri-miRNA to pre-miRNA.
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generally yielded approx 10 µg RNA in 50 µL H2O. This pri-miRNA can be used directly
as a substrate for in vitro processing assays, however, we sometimes chose to gel purify
the pri-miRNA to remove unincorporated nucleotides and to ensure a homogeneous
population of full-length RNA molecules.

1.5. In Vitro Processing of Pri-miRNA by the Microprocessor Complex
We analyzed fractions of the Superose 6 gel filtration column for miRNA-processing

activity. Because the Superose 6 gel filtration column is operated under high-salt condi-
tions (500 mM KCl), it was necessary to dialyze the column fractions against reaction
buffer (50 mM KCl) before performing functional analysis. Dialysis also served to elim-
inate ethylenediaminetetraacetic acid (EDTA) from the samples, an important consid-
eration given the MgCl2 dependence of the processing reaction. Although we have not
rigorously tested the energy requirements of Drosha-mediated pri-miRNA cleavage,
by convention, we supplement the reaction buffer with adenosine triphosphate (ATP)
and creatine phosphate. After incubation of Superose 6 column fractions with the pri-
miRNA substrate, RNA purification, and gel migration, followed by exposure of the
gel to X-ray film, the processing activity was monitored by the specific accumulation
of a band migrating at 60-nt that corresponds to the predicted size of the pre-miRNA
hairpin. The analysis of the Superose 6 gel filtration column fractions revealed the
presence of miRNA-processing activity in two distinct peaks corresponding to the two
Drosha-containing complexes (14). Although the larger complex (fractions 16–18)
displayed some miRNA-processing activity, the bulk of the miRNA-processing activ-
ity co-eluted with the smaller (~600 kDa) Drosha complex (14). To determine the poly-
peptide composition of the smaller Drosha-containing complex, we pooled fractions
25 to 27 of the Superose 6 column and TCA precipitated the proteins. Subsequent mass
spectrometric sequencing of bands excised from a SDS-PAGE gel identified Drosha
and the double-stranded RNA binding protein, DGCR8, as the sole components of this
(~600 kDa) complex (Fig. 1B). Western blot analysis of the Superose 6 column frac-
tions using anti-Drosha and anti-DGCR8 polyclonal antibodies confirmed the associa-
tion of these two proteins, which peaks in fraction 26 (Fig. 1C). To more precisely com-
pare the pri-miRNA processing of the two Drosha-containing complexes, we performed
processing assays using equal amounts of each complex, by normalizing for the amount
of Drosha protein via quantitative Western blots (Fig. 1D). This analysis revealed that
pri-miRNA processing activity co-eluted with the Drosha–DGCR8 complex (fraction 25),
therefore, we named this complex Microprocessor (14).

2. Materials

2.1. Generating a FLAG–Drosha Stable Cell Line

2.1.1. Transfection and Colony Selection
1. HEK293 cells from the American Type Culture Collection (Rockville, MD).
2. Fetal bovine serum and Dulbecco’s Modified Eagle Medium media (GibcoBRL, Gaithers-

burg, MD).
3. PBS, pH 7.3 (GibcoBRL).
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4. 0.05% (w/v) trypsin solution (Sigma, St. Louis, MO).
5. pFLAG–cytomegalovirus-2 (Sigma) containing Drosha cDNA.
6. Fugene-6™ transfection reagent (or similar transfection reagent).
7. Puromycin (2.5 mg/mL stock) (Sigma).
8. Pyrex cloning cylinders (Corning, Corning, NY).
9. Silicone grease (Corning).

2.1.2. Screening Cell Lines by Immunoprecipitation and Western Blot
1. PBS, pH 7.3.
2. Lysis Buffer: 20 mM Tris-HCl (pH 8.0), 137 mM NaCl, 1 mM EDTA, 1% Triton X-100,

10% glycerol, 1.5 mM MgCl2, 0.2 mM PMSF, and 0.5 mM dithiothreitol (DTT).
3. FLAG agarose beads (Sigma).
4. BC500 buffer: 20 mM Tris-HCl (pH 7.8), 500 mM KCl, 0.2 mM EDTA, 10% glycerol, 10

mM β-mercaptoethanol (pH 7.8), 0.2% Nonidet P-40 (NP40), 0.2 mM PMSF, and 1 µg/
mL of aprotinin, leupeptin, and pepstatin (protease inhibitors, from Roche).

5. FLAG peptide (5 µg/µL stock in ddH2O) (Sigma).
6. 2X SDS gel-loading buffer: 100 mM Tris-HCl (pH 6.8), 200 mM DTT, 4% SDS, 20% glyc-

erol, and 0.2% bromophenol blue.
7. Precast (4–12% or 4–20%) Tris-glycine SDS-PAGE gel (Invitrogen, Carlsbad, CA).
8. 1X gel-running buffer: 25 mM Tris, 190 mM glycine, and 0.1% SDS, pH 8.3.
9. Polyvinylidene fluoride membrane (e.g., Immobilon-P; Millipore, Billerica, MA).

10. 1X transfer buffer: 25 mM Tris, 190 mM glycine, and 40% methanol.
11. Nonfat dry milk.
12. Anti-FLAG M2 antibody (Sigma).
13. 1X TTBS: 10 mM Tris-HCl (pH 7.5), 50 mM NaCl, and 0.05% Tween-20.
14. Alkaline phosphatase (AP)-conjugated (calf intestinal alkaline phosphatase) anti-mouse IgG

secondary antibody (Promega).
15. 50 mg/mL 5-bromo-4-chloro-3-indolyl phosphate p-toluidine salt in N,N-dimethyl forma-

mide (Fisher Biotech).
16. 50 mg/mL p-nitro blue tetrazolium chloride in 70% N,N-dimethyl formamide (USB Corp.).
17. AP buffer: 100 mM Tris-HCl (pH 9.5), 100 mM NaCl, and 5 mM MgCl2.

2.2. Purification of Drosha-Associated Complexes

2.2.1. Preparing Nuclear Extract
1. 100 15-cm plates of HEK293-derived stable cells expressing FLAG–Drosha.
2. PBS, pH 7.3.
3. Buffer A: 10 mM Tris-HCl (pH 8.0), 10 mM KCl, 1.5 mM MgCl2, 0.5 mM DTT, and 0.2

mM PMSF.
4. Buffer C: 20 mM Tris-HCl (pH 8.0), 420 mM NaCl, 1.5 mM MgCl2, 25% glycerol, 0.2

mM EDTA, 0.5 mM DTT, and 0.5 mM PMSF.
5. Glass dounce (with pestle type B) (Wheaton, Millville, NJ).
6. SpectraPor dialysis tubing (10,000 molecular weight cutoff) from Spectrum (Houston, TX).
7. Immunoprecipitation buffer: 20 mM Tris-HCl (pH 8.0), 50 mM KCl, 0.2 mM EDTA, 10%

glycerol, 10 mM β-mercaptoethanol (pH 7.8), 0.2 mM PMSF, and 1µg/mL of aprotinin, leu-
peptin, and pepstatin.

2.2.2. Immunoprecipitation
1. Anti-FLAG agarose beads (Sigma).
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2. PBS, pH 7.3.
3. BC500 buffer: 20 mM Tris-HCl (pH 7.8), 500 mM KCl, 0.2 mM EDTA, 10% glycerol,

10 mM β-mercaptoethanol (pH 7.8), 0.2% NP40, 0.2 mM PMSF, and 1 µg/mL of aprotinin,
leupeptin, and pepstatin.

4. BC100 buffer: 20 mM Tris-HCl (pH 7.8), 50 mM KCl, 0.2 mM EDTA, 10% glycerol,
10 mM β-mercaptoethanol (pH 7.8), 0.2 mM PMSF, and 1 µg/mL of aprotinin, leupeptin,
and pepstatin.

5. 10 mL poly-prep chromatography column (BioRad, Hercules, CA).
6. FLAG peptide (5 µg/µL stock in ddH2O) (Sigma).

2.2.3. Silver Staining
1. Methanol.
2. Acetic acid.
3. Glutaraldehyde.
4. 10 N sodium hydroxide (NaOH).
5. Ammonium hydroxide (NH4OH).
6. Silver nitrate (AgNO3).
7. 1% (w/v) citric acid.
8. 38% (v/v) formaldehyde.
9. ddH2O.

2.2.4. Size Fractionation by Gel Filtration
1. Fast-protein liquid chromatography system (Amersham Biosciences, Uppsala, Sweden).
2. Prepoured columns (Superose 6 HR 1030; Amersham Biosciences).
3. BC500 buffer: 20 mM Tris-HCl (pH 7.8), 500 mM KCl, 0.2 mM EDTA, 10% glycerol, 10

mM β-mercaptoethanol (pH 7.8), 0.2% NP40, 0.2 mM PMSF, and 1 µg/mL of aprotinin,
leupeptin, and pepstatin.

2.2.5. TCA Precipitation
1. TCA.
2. Ice-cold acetone.
3. 2X SDS gel-loading buffer: 100 mM Tris-HCl (pH 6.8), 200 mM DTT, 4% SDS, 20% glyc-

erol, and 0.2% bromophenol blue.

2.3. Preparing Pri-miRNA Substrates

2.3.1. In Vitro Transcription of Pri-miRNAs
1. Linearized plasmid DNA template.
2. Riboprobe in vitro transcription system (Promega).
3. α32P-CTP (10 µCi/µL; specific activity: 3000 Ci/mmol) (Amersham, Piscataway, NJ).
4. Phenol:chloroform (5:1) with isoamyl alcohol (pH 4.3) (Fisher Biotech, Hampton, NH).
5. Chloroform.
6. 3 M sodium acetate.
7. Ice-cold ethanol.
8. Ice-cold 70% (v/v) ethanol.

2.3.2. Gel Purification of Pri-miRNAs
1. 2X TBE–urea sample-loading buffer (Invitrogen).
2. 100-bp to 1-kb RNA size marker, e.g., Century (Ambion, Austin, TX).
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3. TBE–urea 6% polyacrylamide precast gels (Invitrogen).
4. TBE: 100 mM Tris-borate, 2 mM EDTA (pH 7.6).
5. Reagents (Subheading 2.3.1., steps 4–8) for RNA purification and precipitation.
6. X-ray films (Kodak Biomax MS).

2.4. Pri-miRNA Processing Assays
1. Pri-miRNA (in vitro transcribed, uniformly 32P labeled).
2. Immunopurified and dialyzed Drosha complex.
3. Reaction buffer: 20 mM Tris-HCl (pH 7.8), 50 mM KCl, 10% glycerol, 0.5 mM DTT, and

0.2 mM PMSF.
4. 10X energy buffer: 32 mM MgCl2, 10 mM ATP, 200 mM creatine phosphate, and 100 U

of RNase inhibitor (Takara).
5. Reagents (Subheading 2.3.1., steps 4–7) for RNA purification and precipitation.
6. 10 µg/µL glycogen (Roche).
7. 80% (v/v) ice-cold ethanol.
8. TBE–urea 15% acrylamide precast gels.
9. 10- to 100-bp RNA size marker, e.g., Decade (Ambion).

10. TBE: 100 mM Tris-borate and 2 mM EDTA.
11. X-ray films.

3. Methods

3.1. Generating a FLAG–Drosha Stable Cell Line

3.1.1. Transfection and Colony Selection
1. Transfect one 10-cm plate of HEK293 cells at approx 50% confluence with 5 µg of FLAG-

tagged cDNA plasmid and 0.5 µg of puromycin-resistant plasmid DNA using Fugene™ trans-
fection reagent (or similar transfection reagent).

2. After approx 48 h, aspirate culture media and replace with media supplemented with 2.5
µg/mL puromycin (cells will begin to die ~2 d after puromycin addition).

3. For the next 10 to 14 d, change the culture media (adding puromycin) daily to remove
dead cells. Individual puromycin-resistant colonies, each deriving from a single transfected
cell, will form and be visible after approx 10 d.

4. Once colonies reach 1 to 3 mm in diameter, mark the location of 10 to 20 colonies on the
underside of the culture plate with a marker pen.

5. Aspirate media from the plate and wash the cells with approx 5 mL PBS, aspirate PBS.
6. Pick up a Pyrex cloning cylinder with forceps and touch the end to the surface of the sili-

cone grease (silicone helps make a seal with the plate). Place the cloning cylinder over a
single colony.

7. Repeat Subheading 3.1.1., step 6 for the remaining colonies, taking care not to take too
long to avoid drying of the cells.

8. Add 50-µL trypsin to each cylinder and leave for 1 to 2 min at room temperature. Pipet
several times and transfer the cell-containing trypsin to a well of a 24-well plate (each well
already containing 1 mL of puromycin-containing media).

9. Repeat step Subheading 3.1.1., step 8 for the remaining colonies, remembering to change
the pipet tip for each colony.

10. As the cell lines reach confluence, transfer to 6-well plates containing 3 mL media, then sub-
sequently to two 10-cm plates (each with 10–12 mL media). For each of the 10 to 20 cell
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lines, one of the two plates is used for screening, whereas the other is expanded. We screen
cells by immunoprecipitation followed by Western blot.

3.1.2. Screening Cell Lines by Immunoprecipitation and Western Blot
1. Once cells become confluent (in 10-cm plates) aspirate the culture media and rinse the cells

with PBS.
2. Add 700 µL of lysis buffer directly to the cells and transfer the cell lysate by pipet to 1.5-mL

Eppendorf tubes.
3. Incubate on ice for 10 min.
4. Centrifuge at 20,000g for 15 min in a microcentrifuge at 4°C.
5. Collect the supernatant. This whole-cell lysate can be stored at –80°C or used directly for

immunoprecipitation.
6. For each immunoprecipitation, take 50 µL of 50% (w/v) FLAG beads and rinse with a few

milliliters of PBS.
7. Pellet the beads by centrifugation at 100g for 3 min.
8. Aspirate the PBS, carefully leaving the pelleted beads.
9. Add an equal volume of PBS (i.e., 25 µL) to the pelleted beads.

10. Add 50 µL of this 50% (w/v) suspension to the cell lysate and incubate at 4°C with rota-
tion for 2 h.

11. Centrifuge the beads at 100g for 3 min, aspirate the media, and wash with 1 mL of BC500.
12. Centrifuge at 100g for 3 min, aspirate the BC500 wash, and repeat the wash with 1 mL of

BC500.
13. Centrifuge the beads at 100g for 3 min, and wash by resuspending in 1 mL of PBS. Pellet the

beads by centrifugation at 100g for 3 min.
14. Elute the affinity-purified FLAG–proteins by adding 25 µL FLAG peptide (0.5 µg/µL in

PBS) to the beads, mix, and incubate on ice for 20 min.
15. Centrifuge at 2500g for 5 min and decant the affinity eluate, leaving behind the pelleted

beads.
16. Add an equal volume (25 µL) of 2X gel-loading buffer to each of the affinity-purified pro-

tein samples, mix by vortexing, and heat denature (95°C for 2 min). Load directly onto a
Tris-Glycine (TG) SDS-PAGE gel. We use precast 4 to 12% or 4 to 20% gels, depending
on the size of the protein of interest.

17. After gel electrophoresis, the proteins are electrotransferred in transfer buffer at 4°C (175
mA for >2 h) onto a polyvinylidene fluoride membrane (e.g., Immobilon-P, Millipore).

18. After transfer, block the membranes with 5% (w/v) nonfat dry milk for approx 30 min.
19. Rinse in TTBS, and incubate with a 1:5000 dilution (in TTBS) of monoclonal FLAG anti-

body (Sigma) for longer than 1 h.
20. Wash three times for 7 min with TTBS.
21. Incubate with a 1:5000 dilution (in TTBS) of calf intestinal AP-conjugated, anti-mouse

IgG secondary antibody in TTBS for 40 min.
22. Wash with TTBS three times for 5 min.
23. Add 10 mL of AP buffer containing 33 µL of 5-bromo-4-chloro-3-indolyl phosphate p-

toluidine salt and 66 µL of p-nitro blue tetrazolium chloride (final concentrations, 165 µg/
mL and 330 µg/mL, respectively) until the protein bands on the membrane can be visual-
ized. Based on this initial immunoprecipitation and Western blot screening of the stable
cell lines, we discard cells that do not express the FLAG protein of interest. The stable cell
line with the highest level of expression is selected and expanded for large-scale nuclear
extract preparation.
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3.2. Purification of Drosha-Associated Complexes
3.2.1. Preparing Nuclear Extract
1. We suggest purifying Microprocessor from no less than 100 15-cm culture plates of the sta-

ble FLAG–Drosha HEK293 cell line grown to confluence. Collect cells by trypsinization.
2. Centrifuge cells at 1500g for 5 min at 4°C.
3. Resuspend in ice-cold PBS.
4. Repeat Subheading 3.2.1., steps 2 and 3, twice.
5. Resuspend cells in one pellet-volume of PBS and transfer to a 50-mL conical tube (Falcon).
6. Centrifuge cells at 1500g for 10 min at 4°C.
7. Pour off the supernatant and measure the packed-cell volume.
8. Add 5 volumes of ice-cold buffer A and resuspend the cells.
9. Swell at 4°C with rotation for 10 min.

10. Centrifuge at 1000g for 10 min at 4°C.
11. Pipet off the supernatant, being careful not to disturb the cell pellet.
12. Add 2 volumes of ice-cold buffer A.
13. Homogenize in a glass dounce (with pestle type B) with 10 to 15 strokes.
14. Centrifuge the homogenized cells at 1000g for 10 min at 4°C.
15. Remove supernatant with a pipet. This supernatant is the S100 fraction and represents the

soluble fraction, comprising mainly of components of the cytosol. The S100 fraction can
be frozen on dry ice stored at –80°C.

16. Add 1 volume of buffer C to the nuclear pellet and resuspend by pipetting.
17. Homogenize with 10 to 15 strokes with the glass dounce (B pestle).
18. Rotate for 30 min at 4°C.
19. Centrifuge at 10,000g for 30 min at 4°C.
20. Collect the supernatant (comprising the soluble nuclear extract).
21. Dialyze for 4 h to overnight against 50 to 100 volumes of immunoprecipitation buffer.
22. Centrifuge at 10,000g for 20 min at 4°C.
23. Collect the supernatant (nuclear extract).

3.2.2. Immunoprecipitation
1. Add anti-FLAG agarose beads (Sigma) to the nuclear extract. Use 0.5 mL of beads per 100

mg of nuclear extract (determined by a standard Bradford assay). Beads should be washed
with PBS before immunoprecipitation.

2. Incubate beads with FLAG–Drosha nuclear extract for 2 h to overnight, with rotation.
3. Pellet beads by centrifugation at 500g for 5 min in a refrigerated centrifuge.
4. Decant supernatant and save unbound fraction.
5. Incubate beads with 50 mL of buffer BC500. Rotate for 10 min at 4°C.
6. Pellet beads by centrifugation at 500g for 5 min in a refrigerated centrifuge.
7. Repeat Subheading 3.2.2., steps 5 and 6, three times (a total of four washes with buffer

BC500).
8. Pellets beads (500g for 5 min at 4°C), aspirate supernatant, and incubate beads with 50 mL

of buffer BC100.
9. Load beads onto a 10-mL poly-prep chromatography column (BioRad) and allow buffer

to elute at the column’s gravimetric flow rate.
10. Buffer exchange the beads into low salt by passing five column volumes of buffer BC100

(100 mM KCl) over the beads.
11. FLAG–Drosha-associated complexes can now be eluted using FLAG peptide. Add one

column volume of BC100 supplemented with 400 µg/mL of FLAG peptide. Allow half of
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the bed volume of buffer to elute and cap the column. Incubate the beads and elution
buffer for 15 min before elution.

12. Collect four more elutions, with 15-min incubation intervals between each elution.
13. Fractions can be analyzed by Western blot, assaying for immunoreactivity to Drosha, FLAG,

or DGCR8. See Subheading 3.1.2. for details of the Western blot protocol. Importantly, if
the unbound fraction contains a large quantity of FLAG–Drosha, a second immunopre-
cipitation on the flow-through may be performed. Fractions should be analyzed for purity
by silver stain (Subheading 3.2.3.).

3.2.3. Silver Staining
1. Load 10 to 15 µL of affinity-purified proteins with an equal volume of 2X SDS loading

dye on a 4 to 12% TG SDS-PAGE gel. Run the gel at 120 V, approx 1.5 to 2 h.
2. The gel is first fixed in 250 mL of 50% methanol and 10% acetic acid for 15 to 60 min.
3. Pour off the fix, and add 250 mL of 10% methanol and 7% acetic acid for 10 min.
4. Pour off the solution and add 250 mL of a 1:10 dilution of glutaraldehyde for 15 min.
5. Wash the gel with ddH2O three times for 15 min each.
6. Prepare silver stain A (0.37 mL of 10 N NaOH, 5.6 mL NH4OH, and ddH2O to 45 mL),

and add and silver stain B (2 g AgNO3 in 10 mL ddH2O).
7. Add silver stain B drop-wise to silver stain A in a stirring conical flask. Once all of the

silver stain B has been added to the silver stain A, bring the volume to 200 mL with ddH2O.
8. Add the stain to the fixed gel and incubate for 15 min.
9. Wash the gel three times for 5 min.

10. Prepare the silver-developing solution (2.5 mL of 1% [w/v] citric acid plus 0.2 mL of 38%
[v/v] formaldehyde; bring volume to 500 mL with ddH2O); proteins on the gel will become
visible.

11. Once the desired level of development is reached, add 50% methanol and 5% acetic acid
for 10 min to stop further development, then replace solution with ddH2O.

3.2.4. Size Fractionation by Gel Filtration
Fractionation of the affinity eluate via a Superose 6 HR 1030 gel filtration column is

carried out according to the manufacturer’s instructions and has been described previ-
ously. Briefly, the column is equilibrated in buffer BC500 before loading 0.5 to 1 mL
of protein sample. We run the column at 0.5 mL/min and collect 0.5-mL fractions.

3.2.5. TCA Precipitation
1. Add 1/10 volume of TCA to the protein sample.
2. Incubate on ice for 15 min.
3. Centrifuge at 20,000g for 15 min.
4. Remove supernatant and wash the protein pellet with 1 mL of ice-cold acetone.
5. Centrifuge at 20,000g for 15 min.
6. Remove supernatant and dry the pellet on ice.
7. Resuspend in 15 to 20 µL of 2X SDS gel-loading dye. If the dye in the loading buffer turns

yellow after resuspending the precipitated proteins, adjust the pH with a small amount of
Tris-HCl, pH 8.0.

8. Vortex the samples, then heat to 95°C for 1 min, and vortex.
9. Run the samples on a precast 4 to 12% TG SDS-PAGE gel.
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3.3. Preparing Pri-miRNA Substrates

3.3.1. In Vitro Transcription of Pri-miRNAs
1. Set up a reaction containing 0.2 to 1.0 µg of SpeI-linearized pGemT Easy (Promega) plas-

mid containing mir-23a~27a~24-2 DNA sequence; 4 µL of 5X transcription buffer; 2 µL of
100 mM DTT; 40 U RNasin® RNase inhibitor; 1 µL each of rATP, ribose-guanosine triphos-
phate, and ribose-uridine triphosphate (10 mM); 1 µL of 250 µM rCTP; 5 µL of 10 µCi/µL
α32P-rCTP; and 20 U of T7 polymerase, bring to a final volume of 20 µL with ddH2O.

2. Incubate at 37°C for 60 min.
3. Add 1 µL (10 U) deoxyribonuclease I and incubate at 37°C for 15 min.
4. Add an equal volume of phenol:chloroform (5:1) with isoamyl alcohol (pH 4.3) to the reac-

tion mix.
5. Vortex to mix.
6. Centrifuge at 20,000g for 1 min.
7. Carefully collect the upper aqueous phase and transfer to a fresh 1.5-mL Eppendorf tube.
8. Add an equal volume of chloroform.
9. Vortex to mix.

10. Centrifuge at 20,000g for 1 min.
11. Carefully collect the upper aqueous phase and transfer to a fresh 1.5-mL Eppendorf tube.
12. Precipitate the RNA by adding 1/10 volume of 3 M sodium acetate and 3 volumes of ice-

cold ethanol.
13. Incubate at –80°C for 30 min.
14. Centrifuge at 20,000g at 4°C for 20 min.
15. Pipet off the supernatant.
16. Wash the pellet with 70% ethanol and centrifuge at 20,000g at 4°C for 1 min.
17. Remove the supernatant, being careful not to disturb the RNA pellet.
18. Air-dry for a few minutes on ice.
19. Resuspend in 50 µL ddH2O.

3.3.2. Gel Purification of Pri-miRNA
1. Prepare RNA as described in Subheading 3.3.1.
2. Add an equal volume of 2X TBE–urea sample-loading buffer and heat denature by incu-

bation at 65°C for 3 min.
3. Load samples onto a 6% TBE–urea precast polyacrylamide gel, include one lane of the gel

with labeled Century™ (prepared according to manufacturers instructions), and run at
240 V until the xylene cyanol marker reaches the bottom of the gel.

4. Transfer the gel to Whatman paper and cover with plastic wrap.
5. Expose the gel to X-ray film (usually <1 min).
6. Using a clean blade, excise a gel slice containing the band corresponding to the RNA of

the correct length.
7. Place the gel slice in an Eppendorf tube and break into pieces using a pipet tip.
8. Add 300 µL of ddH2O and incubate at 65°C for approx 2 h.
9. Using a pipet, collect the water containing the eluted RNA and transfer to a clean 1.5-mL

tube (measure the activity of the solution compared with that of the remaining gel pieces
to determine the extent of RNA recovery. We usually achieve >50% recovery).

10. Perform RNA phenol/chloroform purification and precipitation by following Subhead-
ing 3.3.1., steps 4–19.
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3.4. Pri-miRNA Processing Assays
1. For activity assays, we dialyze immunopurified Drosha complexes in reaction buffer for

longer than 2 h at 4°C.
2. For activity assays, aliquot 4 µL of a master reaction mix containing 0.1 to 0.3 µL of pri-

miRNA (corresponding to ~0.1 pmoles, or 30,000 cpm); 3 µL of 10X energy buffer (con-
taining 10 mM ATP, 200 mM creatine phosphate, 32 mM MgCl2, and 10 U of RNase
inhibitor); and reaction buffer to a total of 4 µL, into 1.5-mL tubes.

3. To each of the tubes containing 4 µL of a reaction mix, add 2 to 26 µL of immunopurified
and dialyzed protein complex. Add an appropriate volume of reaction buffer to each tube
to bring the final reaction volume to 30 µL.

4. Incubate 37°C for 90 min.
5. Follow Subheading 3.3.1., steps 4 to 15.
6. Wash the pellet with 80% ethanol, and centrifuge at 20,000g at 4°C for 1 min.
7. Remove the supernatant, being careful not to disturb the RNA pellet.
8. Resuspend the RNA pellets in 10 µL of 1X TBE–urea sample-loading buffer.
9. Heat to 65°C for 3 min.

10. Load samples onto a 15% TBE–urea precast polyacrylamide gel, include one lane with a
labeled Decade™ size marker (prepared according to the manufacturer’s instructions),
and run at 240 V until the xylene cyanol marker reaches the bottom of the gel.

11. Transfer the gel to Whatman paper and cover with plastic wrap.
12. Expose the gel to X-ray film (usually 1–12 h).

4. Notes
1. Use sterile conditions for cell culture to avoid contamination.
2. To avoid protein degradation by endogenous proteases, all steps of the purification proce-

dure (Subheading 2.2.) should be performed on ice or at 4ϒC (precool the centrifuge rotor).
3. Where required, add PMSF, DTT, and protease inhibitors immediately before using buffers.
4. Use wide-bore pipet tips for transfer of FLAG agarose beads.
5. Aliquot purified proteins and avoid multiple freeze/thaws. Snap-freeze using dry ice, and

rapid thaw at room temperature.
6. Wear gloves throughout all procedures and respect other usual safety precautions, in par-

ticular when handling phenol, chloroform, acrylamide, and glutaraldehyde solutions, and
the 32P radioactive isotope.

7. Take care to avoid RNase contamination, follow normal precautions, including the use of
filter tips.
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Summary

MicroRNAs (miRNAs) are approx 22-nucleotide (nt)-long, single-stranded, endog-
enous, noncoding RNAs that are widely expressed in multicellular organisms. This chapter
describes methods that allow the overexpression of human miRNAs and also discusses
how primary miRNAs (pri-miRNAs), the much longer precursors of mature miRNAs, are
processed in human cells, as well as in vitro.

Key Words: RNA processing; RNA interference; microRNA; Drosha.

1. Introduction
miRNAs regulate gene expression by hybridizing to messenger RNAs containing

sequences that are perfectly or imperfectly complementary to the miRNA (reviewed
in ref. 1). Increasing the concentration of certain miRNAs or inhibiting their function
by antisense oligonucleotides can profoundly alter gene expression patterns and change
the physiological responses of cells (2–5). Thus, it is important to understand the mech-
anisms underlying miRNA biogenesis.

miRNAs are first synthesized as part of a much longer transcript called a pri-miRNA
(6). In animal cells, a nuclear ribonuclease (RNase) called Drosha, together with a pro-
tein partner called DiGeorge syndrome critical region 8 (DGCR8) in humans, cleaves
the pri-miRNA to generate an approx 60-nt-long hairpin RNA called the precursor miRNA
or pre-miRNA (7–10), which is then transported from the nucleus to the cytoplasm by
the export factor, Exportin-5 (11–13). In the cytoplasm, another RNase, Dicer, cleaves
the pre-miRNA hairpin to liberate an approx 22-nt-long imperfect miRNA duplex inter-
mediate from the stem region (14–16). Both Drosha and Dicer are RNase III family
enzymes that produce RNA duplex products with characteristic approx 2-nt 3' overhangs.
The miRNA duplex intermediate then goes through a further strand selection step, during
which the strand with less stable hydrogen bonding at its 5' end is incorporated into
a ribonucleoprotein complex, whereas the other RNA strand is usually released and
degraded (17, 18). Thus, the stable strand represents the mature miRNA product.

There is generally little sequence homology among the hundreds of pri-miRNAs, pre-
miRNAs, or mature miRNAs that have been identified, thus suggesting that the cellular
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miRNA processing machinery recognizes only the common structural features of these
RNAs. The most conserved feature is found within the approx 60 nt pre-miRNA, which
is predicted to form a stable stem-loop structure. Although necessary, however, such a
short structure is not sufficient for miRNA maturation when transcribed as part of a
longer RNA transcript. However, we and others have successfully overproduced mature
miRNAs in mammalian cells by using heterologous promoters to transcribe miRNA tran-
scripts that are much longer than the approx 60-nt pre-miRNAs, i.e., artificial pri-miRNAs
(19–22). These pri-miRNAs represent truncated versions of endogenous primary tran-
scripts and often contain arbitrary flanking sequences. By overexpressing miRNAs,
one can study their functions and define the structural features that not only are impor-
tant for substrate recognition by cellular processing enzymes, but also affect enzyme
cleavage site selection on pri-miRNAs and pre-miRNAs. Such in vivo studies, coupled
with in vitro Drosha cleavage assays (7–10, 20, 22), have revealed a great deal of detail
regarding the mechanism and specificity of miRNA processing. Using these in vivo
and in vitro systems to further study miRNA biogenesis and function will tell us more
regarding how miRNAs regulate gene expression, how miRNAs themselves are regu-
lated, and also add to our knowledge of RNA processing in general.

2. Materials
1. Standard molecular cloning equipment and reagents.
2. Human 293T cells (see Note 1) and standard tissue culture medium.
3. Maxiprep kit (Qiagen, Valencia, CA).
4. Fugene 6 (Roche, Indianapolis, IN; see Note 2).
5. Trizol reagent (Invitrogen, Carlsbad, CA).
6. 8 M urea/15% polyacrylamide Ready-Gels and minigel apparatus (Bio-Rad, Hercules, CA).
7. Hybond-N membrane (Amersham, Piscataway, NJ).
8. UV Stratalinker 2400 (Stratagene, La Jolla, CA).
9. ExpressHyb solution (BD Biosciences Clontech, Palo Alto, CA).

10. [γ-32P] adenosine triphosphate and [α-32P] cytidine triphosphate (10 µCi/µL, Amersham).
11. Riboprobe system-T7, including RNasin (Promega, Madison, WI).
12. T4 polynucleotide kinase (Promega or New England Biolabs, Beverly, MA).
13. Centrisep spin columns (Princeton Separations, Adelphia, NJ).
14. NETN lysis buffer: 20 mM Tris-HC1, pH 7.6, 150 mM NaCl, 1 mM ethylenediaminetetra-

acetic acid (EDTA), and 0.4% Nonidet P-40. Stored at room temperature, and supplement
with protease inhibitors (Roche) before use.

15. Reaction buffer: 20 mM HEPES-KOH, pH 7.6, 100 mM KCl, 0.2 mM EDTA, and 5%
glycerol. Prepare reaction buffer as a 5X stock solution and store at 4°C.

16. Anti-FLAG M2 agarose affinity gel and 3X FLAG peptide (Sigma, St. Louis, MO).
17. 2X loading buffer: 98% formamide, 20 mM EDTA, and 0.1% bromophenol blue.
18. PhosphorImager (Amersham).

3. Methods
We first describe procedures that allow overexpression of mature miRNAs in trans-

fected human cells. Next, we introduce assays that examine the processing of pri-miRNAs
to generate pre-miRNAs in vitro.
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3.1. Overexpression of miRNAs in Transfected Cells
1. Figure 1A shows a schematic of a plasmid that uses the cytomegalovirus (CMV) immedi-

ate early promoter, an RNA polymerase II-dependent promoter, to transcribe pri-miRNAs
in human tissue culture cells (see Note 3). Three constructs were made that each incorpo-
rated different lengths of genomic DNA encoding a human miRNA, termed miR-30a (miR-
30) (Fig. 1A). The first construct, miR-30(414), contains 414 bp of human genomic DNA,
whereas the second construct, miR-30(197), contains 197 bp. The third construct has only
71 bp, which include the eventual 63-nt-long pre-miR-30 sequence (shown by the black

Fig. 1. Overexpression of microRNAs (miRNAs) in transfected human cells. (A) Schema-
tic of human miRNA expression plasmids and the miRNA gene insertions. The three miR-30
inserts were cloned into the XhoI site of the vector. The black box represents pre-miR-30,
whose predicted secondary structure is shown below. Underlined are the predominant, mature
miRNA sequences, miR-30-5p in the 5' arm, and miR-30-3p in the 3' arm. (B) Northern analy-
sis of RNAs isolated from nontransfected 293T cells or from cells transfected with the indi-
cated plasmids, with a probe complementary to miR-30-5p. Positions of DNA standards are
shown at the left. The asterisk indicates mature miR-30-5p, and the arrowhead points to the
pre-miR-30 precursor. (C) The same blot used in panel B was stripped and reprobed for miR-
30-3p. Symbols and labeling are the same as in B.
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box) as well as several adjacent nucleotides, and is simply denoted miR-30. All three miR-
30 insertions have restriction sites appended for subcloning purposes and have 5' and 3'
flanking sequences derived from the vector, as well as a genomic poly(A) tail addition site
that will be transcribed as part of the full-length pri-miRNA in cells. Plasmids were pre-
pared using Qiagen Maxiprep kits.

2. Transfection of 293T cells can be performed in different scales to yield different amounts
of RNA. For the purpose of a single Northern analysis (see Note 4), as detailed in Sub-
heading 3.4., transfection in one well of a 24-well plate is sufficient. For such a transfec-
tion, approx 2.5 ↔ 105 293T cells are seeded, and 0.4 µg of plasmid DNA and approx 1 µL
of Fugene 6 reagent are used according to the manufacturer’s instructions (see Note 5).

3. Total RNA is isolated using Trizol, 2 d after transfection. In general, approx 20 µg of RNA
can be obtained from one transfection experiment described in Subheading 3.2. For North-
ern blotting, the RNA is run on an 8 M urea/15% polyacrylamide gel until the bromophenol
blue dye is close to the end of the gel (~240 V, generally less than 60 min). The gel is stained
with ethidium bromide in water for several minutes, and a picture is taken afterwards (see
Note 6). RNA is then transferred to a Hybond-N membrane in 0.5X Tris-borate-EDTA
buffer inside a minigel tank for approx 30 min at approx 400 mA. The blot is dried, and
RNA crosslinked to the membrane using a Stratagene ultraviolet crosslinker. Prehybridiza-
tion and hybridization are performed in ExpressHyb solution.

4. To prepare the probe for Northern analysis, 0.5 to 1 µg of a synthetic oligonucleotide fully
complementary to the miRNA of interest is phosphorylated by T4 polynucleotide kinase
with [γ-32P] adenosine triphosphate, and purified by passing the reaction mixture through
a Centrisep spin column. The probe is used at a concentration of approx 5 ↔ 106 cpm/mL
during hybridization. After hybridization, the membrane is washed at the eventual strin-
gency of 0.1X standard sodium citrate, 0.1% sodium dodecylsulfate (twice for ~20 min
each), and analyzed by autoradiography or a PhosphorImager.

5. For the three miR-30 expression plasmids described in Fig. 1A, Northern blotting results are
shown in Fig. 1B and Fig. 1C. The miR-30 gene is unusual in that it expresses two mature
miRNAs, miR-30-5p and miR-30-3p, derived from the 5' and 3' arms of the precursor
stem, respectively (Fig. 1A). In untransfected 293T cells, only miR-30-5p is expressed at
low but detectable levels (Fig. 1B, marked by an asterisk). The miR-30(414) construct
and the smaller miR-30(197) construct greatly overexpress miR-30-5p (Fig. 1B) and pro-
duce lower but still readily detectable amounts of miR-30-3p (Fig. 1C, marked by an
asterisk). In addition, expression of the approx 60-nt pre-miR-30 processing intermediate
is apparent in this Northern analysis (marked by arrowheads in Fig. 1B and C), indicating
that artificial pri-miRNAs go through the normal miRNA maturation pathway. For the
smallest miR-30 construct, however, both miR-30-5p and miR-30-3p are produced at simi-
lar levels. This change in the relative ratio of miR-30-5p and miR-30-3p expression, from
both the endogenous situation and the other two longer miR-30 expression plasmids, is
caused by a minor, 1-nt shift in the precise site of the Drosha cleavage in the shortest pri-
miR-30, thus, generating versions of the pre-miR-30 duplex intermediate with different
nucleotides at the ends (22). Therefore, sequences/structures flanking a pre-miRNA can
clearly affect precisely how the pre-miRNA is processed out of the pri-miRNA, which is
not surprising, and merits further attention. However, the main message here is that pri-
miRNA stem-loops, together with a small amount of flanking genomic sequence, contain
all of the cis-acting signals required for accurate excision of a mature human miRNA in
vivo. As a result, one can readily construct plasmids that encode mature human miRNAs
and then detect the expression of these miRNAs in transfected cells.
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3.2. Drosha Cleavage Assays In Vitro
1. Biochemical analyses using purified or partially purified components in vitro have been

instrumental in dissecting the mechanistic details of many biological processes. For the
generation of pre-miRNAs from pri-miRNAs, an RNase called Drosha, along with an acces-
sory subunit, DGCR8 in humans, fulfills such a role in vivo, and one can recapitulate the
processing reaction in a test tube (7–10, 22).

2. The plasmid pCK-Drosha-FLAG expresses a C-terminal FLAG-tagged human Drosha pro-
tein (7). The plasmid pCMV-influenza hemaglutinin (HA)-DGCR8 expresses an amino-
terminally HA-tagged DGCR8 and was made by polymerase chain reaction subcloning from
a DGCR8 expression plasmid (9).

3. To prepare the Drosha enzyme (see Note 7), 293T cells in a 6-well plate are transfected
with pCK-Drosha-FLAG alone or in combination with pCMV-HA-DGCR8. Two days
later, cells are lysed in NETN buffer, and extracts are incubated with anti-FLAG agarose
beads at 4°C for approx 1 h. Beads are washed four times with NETN buffer and once with
reaction buffer. To elute the immunoprecipitate, 150 ng/mL of 3X FLAG peptide in the
same reaction buffer is used according to instructions from Sigma. The resultant immuno-
precipitate contains the target Drosha-FLAG protein as well as endogenous DGCR8 and/
or overexpressed HA-DGCR8, and is stored at –80°C until used.

4. DNA templates for RNA synthesis are prepared by the polymerase chain reaction method
with primers containing recognition sites for T7 RNA polymerase, and isolated by gel elec-
trophoresis. RNA substrates are made by in vitro transcription (Promega) in the presence
of [α-32P] cytidine triphosphate and purified by passing through Centrisep spin columns.

5. Drosha-processing reactions are set up by mixing on ice the eluted immunoprecipitate with
approx 104 cpm of 32P-labeled RNA in reaction buffer supplemented with 2 mM DTT,
7 mM MgCl2, and 0.5 U/µL RNasin, and allowed to proceed at 37°C for 60 to 90 min. An
equal volume of 2X loading buffer is subsequently added, and after denaturation at 95°C
for approx 10 min, RNA is fractionated on an 8 M urea/10% polyacrylamide gel. Results
are analyzed by autoradiography or a PhosphorImager.

6. Figure 2 shows representative data of Drosha-mediated pri-miRNA processing in vitro. The
RNA substrate is a fragment of human pri-miR-223 that has 24 nt at the 5' side, and 21 nt
at the 3' side, flanking the pre-miR-223 RNA hairpin intermediate (Fig. 2A). Drosha cleav-
age generated a major pre-miRNA product of approx 60 nt (Fig. 2B, marked by an asterisk),
as well as an approx 90-nt RNA (marked by an arrowhead), which probably represents a
singly cut intermediate(s). It is clear that the enzyme prepared from the Drosha/DGCR8
cotransfection was significantly more active than the one prepared from transfection with
Drosha alone. Such a disparity in pre-miRNA production cannot be attributed to different
concentrations of the Drosha subunit in the two enzyme preparations; instead, it reflects the
stimulatory or even essential role of the DGCR8 subunit in this specific cleavage reaction.

4. Notes
1. In addition to 293T cells, other cell lines have also been used to overexpress miRNAs.

Different cell lines may have different transfection efficiencies and also different endogen-
ous miRNA expression patterns.

2. There are many other applicable transfection methods/reagents, such as Lipofectamine
2000. The amounts of DNA and lipid agent used are very similar for Fugene 6 and Lipo-
fectamine 2000. Fugene 6 is less toxic to cells and, thus, can be used to transfect cells at
lower density.
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3. Both RNA polymerase II and III promoters are compatible with overexpressing miRNAs.
4. Other miRNA detection methods include primer extension and the RNase protection assay.
5. It saves time to perform transfection experiments immediately after or several hours after

seeding cells at a relatively high density. Use of Fugene 6 or Lipofectamine 2000 allows
efficient transfection with less DNA, and one can isolate enough RNA for subsequent
analysis from a single well in a 24-well plate. For cell types that are less susceptible to trans-
fection, more cells and DNA may be needed.

6. A photograph is taken to verify equal amounts of RNA loading in all of the relevant lanes.
One can also perform Northern analysis on the membrane for an endogenous RNA species
or a cotransfected gene that expresses a control RNA.

7. Baculoviruses encoding Drosha and a plasmid that expresses DGCR8 in bacteria have been
generated (9). They can be used to yield recombinant proteins as well.

Fig. 2. Drosha-mediated primary (pri)-microRNA cleavage in vitro. (A) The predicted sec-
ondary structure of an RNA substrate, which encodes human precursor miR-223 flanked by 24
nt on the 5' side and 21 nt on the 3' side. Deduced Drosha cleavage sites are indicated by arrows.
(B) The 32P-labeled RNA is incubated with buffer alone, FLAG immunoprecipitate from 293T
cells transfected with pCK-Drosha-FLAG alone, or with FLAG immunoprecipitate from cells
cotransfected with pCK-Drosha-FLAG and pCMV-HA-DGCR8. The asterisk indicates the posi-
tion of the pre-miR-223 RNA hairpin, and the arrowhead indicates a processing intermediate(s).
The DNA size markers used do not accurately comigrate with RNAs of the same size.
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Summary

Conditional gene targeting is often a useful approach to elucidate the in vivo function of
a gene. We use this approach to investigate the biological role of the RNA interference
(RNAi) pathway in mammals. In addition, the RNAi machinery in mammalian cells can be
exploited for gene knock-down experiments. In this chapter, we discuss the variety of exper-
iments that can be performed using genetically engineered embryonic stem (ES) cells. ES
cells provide a mammalian genetic system that is physiological, and tractable for mutagene-
sis and experimentation. This approach is economical and rapid, because it does not require
production and breeding of genetically engineered mice.

Key Words: Embryonic stem cells; gene targeting; RNA interference; microRNA.

1. Introduction
Mouse embryonic stem (ES) cells are pluripotent cells derived from the inner cell

mass of the preimplantation mouse blastocyst (3.5 d postcoitus). They are untrans-
formed, undifferentiated primary cells that undergo seemingly unlimited self-renewal
in culture, but still maintain a normal karyotype. In addition, ES cells undergo a higher
rate of homologous recombination than somatic cells, and, thus, are practical for gene
targeting. Finally, they can be directed to differentiate into many somatic cell types in
vitro: adipocytes (1), chondrocytes (2,3), dendritic cells (4), endothelial cells (5), erythro-
cytes (6), keratinocytes (7), lymphocytes (6, 8, 9), mast cells (10), myocytes (11), neu-
rons (12, 13), osteoblasts (2, 3, 14), and pancreatic islet cells (15). Although we work
with mouse ES cells, in principle, this approach could be applied to human ES cells.

To understand the RNAi pathway, we engineered a mutant ES cell line that cannot
carry out processing of double-stranded RNA (dsRNA), a key step in this pathway (16).
RNAi is an evolutionarily conserved pathway that has been implicated in a broad spec-
trum of biological phenomena, including development, stem cell maintenance, viral host–
pathogen interactions, tumorigenesis, heterochromatin formation, genome rearrange-
ments, and transposon silencing (17). Dicer is a key enzyme in RNA-based silencing,
because it is responsible for the cleavage of long dsRNAs and precursor (pre)-microRNAs
(miRNAs) into small interfering RNAs and miRNAs, respectively (18–22). Dicer-pro-
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cessed short dsRNAs are then incorporated into multicomponent ribonucleoprotein
complexes that mediate RNA-induced silencing before and/or after transcription (17).

1.1. Designing Gene Targeting Experiments
We perform our experiments in the C57BL/6 mouse-derived ES cell line, Bruce-4

(23). The advantages of genetically defined ES cell lines have been reviewed (24). If
one plans to generate mice and has access to tetraploid blastocyst complementation tech-
nology for generating completely ES cell-derived mice, then one should consider using
F1 (e.g., C57BL/6 ↔ 129) hybrid ES cells (25, 26). Although multiple gene targeting
may be required to introduce all of the required alleles, the time and cost for breeding
of mice is no longer necessary. The procedure that we use for gene targeting by homol-
ogous recombination in ES cells has been extensively detailed (27).

When targeting a gene that may be essential for mouse development, it is advisable
to design a conditional gene-targeting vector. The increase in effort is not substantial,
and one has the possibility to generate both conventional and conditional knockouts
(28). For conditional gene targeting, we incorporate loxP sites into our targeting con-
struct, such that we can excise part or all of our gene of interest using Cre recombinase.
Because some genes are too large to be flanked by loxP sites (“floxed”) using a single
plasmid-based targeting construct, an essential portion of the gene is targeted such
that, after Cre-mediated deletion, a null allele would result, or at the very least, would
result in the translation of a nonfunctional gene product. With the advent of bacterial
artificial chromosome (BAC)-based gene targeting, it is now possible to flox larger
DNA segments. Typically, the loxP sites are strategically inserted in regions of the
gene that are predicted to be nonessential (e.g., an intronic sequence that is not evolu-
tionarily conserved). Generally, we prefer to use a drug selection cassette that is flanked
by Flp recombinase target (FRT) sites. This allows us to selectively delete the drug
cassette from the targeted allele using Flp recombinase and leave the gene of interest
intact (except for the two loxP sites and one FRT site; also see Subheading 3.2.2.).

Deletion of dcr-1 in the mouse germline results in early embryonic lethality (29).
For this reason, we generated a conditional mutation of the dcr-1 gene by inserting
loxP sites in the introns flanking exons 18 to 20, which encode for part of the Piwi-
Argonaute-Zwille (PAZ) domain and the first ribonuclease III domain (16). The target-
ing strategy is schematically shown in Fig. 1. The possible alleles that can be generated
from the gene targeting are depicted in Fig. 2.

Fig. 1. (Opposite page) Conditional gene targeting strategy for mouse dcr-1. Depicted at the
top is a partial structure of the wild-type dcr-1 gene (the 3' terminus). Below, the structure of the
conditional targeting vector and the lengths of homology are shown. Exons 18 to 20, encoding
half of the PAZ domain and the first ribonuclease III domain, are flanked by loxP sites (black tri-
angles). An FRT-flanked phosphoglycerate kinase-neomycin cassette (neo) is inserted into intron
17 to allow positive selection using G418. FRT sites are denoted by open ovals. A thymidine kin-
ase (TK) cassette is included to enable use of ganciclovir to select against random integration
of the targeting vector. 5' and 3' probes used for screening of homologous recombinants are indi-
cated as thick lines labeled a and b, respectively. The predicted structure of the targeted allele is
shown at the bottom. Lengths of BglI restriction fragments for Southern analyses of the wild-
type and targeted allele are indicated in kilobases (kb) by horizontal dashed lines.
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Fig. 2. Possible dcr-1 targeted alleles. After the initial gene targeting, the dcr neo allele results (top). After Flp-mediated recombina-
tion, the dcr fl allele results (middle). After Cre-mediated recombination, the dcr ∆ allele results (bottom). Lengths of BglI restriction
fragments in kilobases (kb) for the different alleles are indicated by horizontal dashed lines (not drawn to scale).
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2. Materials

2.1. Gene Targeting
1. BAC clones (CHORI, Oakland, CA; http://bacpac.chori.org/ or Invitrogen, Carlsbad, CA).
2. KOD HiFi XL DNA polymerase (Novagen, San Diego, CA).

2.2. ES Cell Culture
1. Chicken serum (Invitrogen).
2. Trypsin (Invitrogen).
3. ESGRO®/Leukemia inhibitory factor (LIF) (Chemicon, Temecula, CA).
4. Geneticin®/G418 (Invitrogen).
5. PD98509 (Cell Signaling Technology, Danvers, MA).
6. Proteinase K (Roche, Indianapolis, IN).

2.3. Superovulation
1. Pregnant mare serum gonadotropin (Calbiochem, San Diego, CA).
2. Human chorionic gonadotropin (Calbiochem).

2.4. RNA Isolation
1. Trizol® (Invitrogen).
2. MirVana™ RNA isolation kit (Ambion, Austin, TX).

2.5. Solutions
1. ES cell lysis buffer: 10 mM NaCl, 10 mM Tris-HCl (pH 7.5), 0.5% Sarcosyl, and 0.4 mg/

mL proteinase K (add fresh before use).
2. NETN: 150 mM NaCl, 20 mM Tris-HCl (pH 8.0), 1 mM ethylenediaminetetraacetic acid,

and 0.5% Nonidet P-40.
3. Leupeptin and aprotinin (Roche). Prepare 1000X solution (2 mg/mL) and freeze in small

aliquots.
4. 4% paraformaldehyde in phosphate-buffered saline (PBS). Store aliquots at –20ϒC and

thaw just before use. Do not freeze–thaw aliquots. Alternatively, a 20% solution of parafor-
maldehyde can be purchased from Pierce and diluted in PBS just before use.

5. Vectashield® mounting medium with diamidino phenyl indole (Vector Labs, Burlingame, CA).

3. Methods

3.1. Conditional Gene Targeting
As an example, we discuss our gene targeting of dcr-1. Long and short arms of

homology and the floxed region that includes exons 18 to 20 of murine dcr-1 were
amplified by polymerase chain reaction (PCR) from a BAC containing the dcr-1 geno-
mic locus (see Note 1). Primers containing the appropriate restriction sites to facilitate
cloning into targeting vector were used (see Note 2). High-fidelity, long-range PCR
conditions may need to be established for individual PCRs, but generally, KOD HiFi
XL DNA polymerase (Novagen) and approx 20 to 25 cycles of amplification worked
best. PCR fragments were cut with the respective restriction enzymes and cloned sequen-
tially into the pEASY-FLIRTneo targeting vector (27) and sequenced. Alternatively,

http://bacpac.chori.org/
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regions of homology can be subcloned from a BAC using standard recombinant DNA
procedures or by more sophisticated BAC “recombineering” techniques (e.g., E–T clon-
ing [30]). ES cell culture, transfection and identification of homologous recombinants
have been described elsewhere (27).

In addition, Oberdoerffer et al. designed a type III RNA polymerase promoter-based
knock-in strategy that could be used to conditionally express pre-miRNAs or short hair-
pin RNA (shRNA) for knock-down in ES cells or mice (31). This entails a targeting
into hypoxanthine phosphoribosyl transferase-deficient ES cells (HM-1 line), which,
after selection in hypoxanthine aminopterin thymidine medium, results in a 100% fre-
quency of homologous recombination (32, 33). This type III RNA polymerase promoter
system has the advantage of containing a floxed transcriptional stop cassette before
the shRNA cloning site. Therefore, expression of the small RNA of interest requires
Cre-mediated recombination. Different inducible or tissue-specific Cre transgenes can
be used to reproducibly express shRNAs in a conditional manner. In this way, one can
avoid position effects that may result from transgenesis using stable transfection or retro-
viral transduction.

3.2. Generating Homozygous ES Cell Lines

3.2.1. Selection Under High G418 Concentration
If a neomycin-resistance cassette has been incorporated as a positive-selection marker

for the gene targeting, then singly targeted ES cell clones can be cultured in increasing
concentrations of G418 to promote a gene conversion event, whereby the other allele
of the gene in interest acquires the neomycin-resistance cassette from its sister targeted
allele. Several concentrations of G418 should be tested. This method has been previ-
ously described (34, 35). A criticism of this technique is that the ES cells are subjected
to high concentrations of a drug. It is not known what effect(s) this may have on ES
cells, and, occasionally, duplication of the neomycin-resistance cassette occurs at ran-
dom sites or a linked gene is mutated as a result of the DNA duplication event (see
Note 3). In our case, we used this technique to generate several dcrneo/neo ES cell clones,
and then we deleted Dicer using a Cre-expressing adenovirus to obtain dcr ∆/∆ ES cells.
The dcr neo/neo clones did not exhibit any of the defects observed in the dcr ∆/∆ ES cells
(16). To further demonstrate that the mutant phenotype is specific to Dicer ablation,
we rescued the Dicer-deficient ES cells by reintroducing Dicer. This was accomplished
by using the same gene-targeting vector to retarget dcr-1 in dcr ∆/∆ ES cells (16). Alterna-
tively, an expression construct containing a complementary DNA could be used; how-
ever, it is unlikely that expression of the gene in question will be restored to physio-
logical levels.

1. ES cells harboring a targeted allele are thawed (depending on the concentration of frozen
aliquots, they should be plated on appropriate feeder-containing plates).

2. Cells are harvested when subconfluent (see Note 4).
3. 104 ES cells are plated in 6-well plates coated with inactivated mouse embryonic fibro-

blasts (MEFs) (see Note 5).
4. A day later, G418-containing medium is added. Different concentrations of G418 should

be tested, but an original titration curve of 2, 4, 8, 16, and 32X G418 can be applied (“X”
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is the concentration of G418 used for the original targeting, which may vary for different
ES cell lines and different neomycin-resistance cassettes; see Note 6). The concentration
of G418 at which ES cells start to die after 2 to 3 d is likely to yield homozygous con-
vertants. The cells grown under this concentration of G418 should be harvested 3 to 4 d later
and replated into 10-cm dishes (~103 cells/plate). The concentration of G418 can be reduced
to 2X (see Note 7).

5. ES cell colonies are picked after 8 to 10 d and screened as described elsewhere (27).
6. If the colonies seem mosaic from the Southern analysis, they may need to be subcloned to

isolate homozygous clones.

3.2.2. Double Gene Targeting
A second strategy for the generation of double-targeted ES cells is to construct two

variants of a gene targeting vector: one using the commonly used neomycin-resistance
cassette and a second using another drug-resistance marker for positive selection (e.g.,
hygromycin or puromycin). This is commonly performed in the chicken DT40 B cell
line, in which genes are also targeted by homologous recombination. Similarly, homozy-
gous ES cells can be obtained by two consecutive gene targetings. Alternatively, if a
conditional gene targeting is planned, it should be possible to delete the drug-resistance
cassette (either by Cre or Flp recombinase, as appropriate) and, thus, the singly targeted
ES cells would again be sensitive to the drug. A second targeting of the other allele with
the same targeting construct can then be performed using the same drug for positive
selection.

3.2.3. Isolation of Primary ES Cells From Homozygous Mouse Blastocysts
If mice have already been generated as a result of the gene targeting, then homozy-

gous ES cells can be derived anew from the inner cell mass of homozygous mouse blast-
ocysts. Such ES cells may be desirable because they have not undergone numerous
passages in vitro and have not been cultured in high concentrations of G418. If embry-
onic development is dramatically affected, as in the case of Dicer deficiency, it may not
be possible to derive ES cells by this method. Because we generated conditional dcr-1
knock-out mice, we were able to derive dcr fl/fl ES cells from blastocysts and introduce
Cre in vitro to generate dcr ∆/∆ ES cells (unpublished data).

1. Timed matings of mice of the appropriate genotypes must be arranged. Set up 3 to 10
natural matings using well-rested males and females in estrus. To obtain more blastocysts,
young female mice (~4 wk old) may be superovulated. Intraperitoneally inject female mice
with pregnant mare serum, and 48-h later with human chorionic gonadotropin, and promptly
set up breeding.

2. The next morning, check for plugs and set aside the females with plugs for harvesting of
blastocysts 3 d later.

3. At 3.5 d postcoitus, blastocysts may be isolated from pregnant female mice. In a tissue
culture hood, sterilize the abdomen with 70% ethanol. Locate the uterus within the perito-
neal cavity and carefully cut it out. Wash the uterus in PBS to remove blood and flush with
medium, using a 1-mL syringe and 26-gage needle.

4. Locate the blastocysts under a stereo dissecting microscope (↔20 or ↔40 magnification) and
transfer using a mouth pipet. Alternatively, a P2 pipetman (Gilson) may be used if mouth
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pipetting is absolutely prohibited by institutional guidelines. Wash each blastocyst in medium
twice.

5. Transfer each blastocyst into an individual well of a 48-well plate that was precoated with
gelatin and preplated with a confluent monolayer of inactivated MEFs in ES cell medium
supplemented with 50 µM MEK1 inhibitor, PD98509 (Cell Signaling Technology; see Note
8). It is best not to disturb the plates until the embryos have attached.

6. The next day, do not change the medium, but gently add some fresh ES cell medium
containing PD98059.

7. The third day, the embryos should have “hatched,” lost their zona pellucida, and adhered
to the feeder layer. The trophoblast cells spread out to form a monolayer and the inner cell
mass cells appear as a clump of cells. The ES cells will derive from the inner cell mass
cells. It is now safe to replace the medium with fresh ES cell medium containing PD98059.

8. The next day, gently trypsinize the whole well and transfer to 6-well plates that were pre-
coated with gelatin and preplated with a feeder layer. Trypsinization at this stage may take
up to 10 min at 37°C.

9. Change medium every day.
10. Primary ES cell colonies should appear after approx 1 wk. Otherwise, wells may be re-

trypsinized every 3 d, until ES cell colonies appear. Not all blastocysts give rise to ES cells
and, generally, if ES cell colonies do not start appearing after 2 wk in culture it is unlikely
that they will at all (see Note 9).

11. ES cells can be trypsinized once more and passaged onto 10-cm dishes. At this point, it
would be advisable to freeze some cells and passage a small fraction of the cells onto gela-
tin-coated dishes without any feeder cells. The ES cells grown on gelatin can be harvested
for DNA isolation such that they can be genotyped (see Subheading 3.3.1., item 1 and
Note 10).

12. Individual colonies may be picked to establish clonal ES cell lines.
13. ES cell lines should be karyotyped and tested for Mycoplasma contamination.
14. To test their pluripotency, ES cells may be injected back into blastocysts. They should be

able to give rise to good chimeras and germline transmission. This is especially important
if you plan to retarget the cells and use the resulting cells to generate mice.

3.2.4. Cre-Mediated Deletion of Floxed Alleles in ES Cells
Cre-mediated deletion of a floxed allele in ES cells is relatively easy and efficient

(see Note 11).

1. The ES cells harboring floxed allele(s) are plated on MEF-coated plates, see Note 5.
2. If cells were previously frozen, it is advisable to passage them once before subjecting them

to a transfection.
3. Cre recombinase can be expressed using either an adenovirus or a plasmid. If an adenovi-

ral vector is used, 500 to 1000 cells are plated on a 10-cm plate coated with MEFs, and
incubated with the virus overnight in 5 mL of ES cell medium. Medium is replaced the day
after (see Notes 12 and 13). If an adenovirus expressing Cre is not available, a Cre expres-
sion plasmid can be used. Cotransfection with a puromycin acetyltransferase-bearing plas-
mid can be used for selection (see Note 14). Transfection is performed by electroporation,
as previously described (27), and a transient selection with puromycin (1.25 µg/mL for 36
h, starting 5 h after transfection) is sufficient.

4. Colonies should be ready for picking 8 to 10 d after either infection or transfection.
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3.3. Experimenting With ES Cells

3.3.1. ES Cell Differentiation Assays
ES cells are pluripotent and can differentiate in vivo and in vitro to multiple lineages.

For immunologists, injection of mutant and control ES cells into recombinase activat-
ing gene-deficient blastocysts facilitate study of B- and T-lymphocyte development in
chimeric mice (36). Subcutaneous injection of ES cells into immunocompromised (e.g.,
nude) mice leads to the formation of teratocarcinomas, whose growth can be monitored
over time and gives an indication of the differentiation and growth capacity of the ES
cells. In vitro assays of ES cell differentiation obviate the need for blastocyst isolation
and microinjection, embryo transfer into pseudopregnant mice, or the use of animals.
Often, but not always, the first step in an in vitro differentiation process is the genera-
tion of embryoid bodies (EBs), in which the first signs of endoderm, mesoderm, and
ectoderm differentiation are recapitulated. There are various protocols for EB genera-
tion, and the simplest one is outlined here.

1. Exponentially growing ES cells are harvested, and MEFs are removed by selective adher-
ence (MEFs tend to stick to plastic more than undifferentiated ES cells); the cells are plated
after trypsinization on a nongelatinized 10-cm plate in 8 mL of ES cell medium and trans-
ferred back to the incubator for 30 to 40 min. The supernatant is gently collected and the
plate (containing most of the attached MEFs) is discarded. The process can be repeated if
more stringent removal of MEFs is desired (see Note 15).

2. After removal of the majority of the contaminating MEFs, ES cells are resuspended in 2
mL of MEF medium and plated on a low-adherence 6-well plate (Costar, Ultra Low Clus-
ter) at a concentration of 105 cells/mL (see Note 16). The cells do not adhere to the plate
and start forming clumps floating in the medium. The clumps should be partially dispersed
by vigorous pipetting with a P1000 pipetman (Gilson) for the first 2 d, and the medium
can be partially replenished if it starts turning acidic.

3. The cell clumps will grow slowly, and 12 to 13 d later, differentiation can be visualized by
harvesting the EBs and preparing histological sections. However, it is easier to follow the
differentiation process via monitoring the expression of markers associated with meso-
derm, endoderm, or ectoderm differentiation by reverse transcriptase-PCR. EBs can be har-
vested at different time points (one well of a 6-well plate can be harvested per time point;
see Note 17) and RNA prepared using Trizol reagent, according to the manufacturer’s
instructions. No homogenization is required, because vigorous pipetting should disrupt
the EBs.

3.3.2. Preparation of ES Cell DNA
When isolating genomic DNA, RNA, or protein from ES cells, contaminating feeder

cells should be depleted as much as possible (see Subheading 3.3.1., step 1). Specifi-
cally, for DNA isolation (because the differentiation status of the ES cells is not critical),
we use the following protocol:

1. Coat 10- or 15-cm plastic dishes with gelatin (0.1% gelatin in PBS) for 20 to 30 min at room
temperature (RT).

2. Split ES cells on these plates at a dilution of 1:10. A second passage on gelatin plates can
be performed if more complete removal of MEFs is desired.
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3. Before harvesting, wash plates twice with PBS (10 mL for a 10-cm plate), and add 5 mL of
lysis buffer containing 400 µg/mL proteinase K directly to the cells.

4. Incubate plates overnight at 56ϒC in a humidified chamber.
5. Add two volumes of 100% ethanol to each plate to precipitate the DNA. Harvest DNA

with a pipet tip, wash once in 70% ethanol, air-dry, and resuspend in an appropriate volume
of TE buffer (usually 300 µL per 10-cm plate). Allow DNA to dissolve overnight at 56ϒC,
and store at 4ϒC for up to 6 mo.

3.3.3. Preparation of ES Cell RNA or Protein Lysates
RNA and protein isolation, on the other hand, may require undifferentiated ES cells,

especially for analysis of ES cell-specific markers. Therefore, ES cells can be grown on
MEFs until subconfluent and harvested by trypsinization. MEFs can be subsequently
depleted by selective adherence, as previously described (see Subheading 3.3.1., step
1). The harvested ES cells are washed once with PBS.

For RNA isolation, either Trizol reagent or MirVana RNA isolation kit can be used,
according to the manufacturer’s instructions. Trizol isolation is easy and reproducible
and does not lead to loss of small RNAs as with conventional spin column RNA isola-
tion kits. The MirVana kit has the advantage of allowing fractionation of RNA into a
large and small fraction (more and less than 200-nucleotides long, respectively). The
RNA from Dicer-deficient ES cells is useful for Northern analyses to confirm whether
predicted miRNAs or other small dsRNAs are bona fide miRNAs or Dicer products;
if so, the mature miRNA or processed dsRNAs (21–28 nucleotides) should be absent
or dramatically reduced, and occasionally (but not always), accumulation of the pre-
miRNA or dsRNA precursor should become evident.

1. For protein isolation, the ES cell pellet is resuspended in 150 mM NETN buffer containing
protease inhibitors (leupeptin/aprotinin). Depending on the number of cells, the volume of
the NETN buffer is adjusted. Typically, cells harvested from a 10-cm dish were resuspended
in 200 µL of lysis buffer.

2. Lysate is incubated on ice for 30 min. For cytoplasmic/soluble extract preparation, centri-
fuge the lysate at top speed on a tabletop microcentrifuge at 4ϒC and transfer supernatant
to a fresh tube. For whole cell extract, sonicate the lysate (20 s, setting 7 of the sonicator),
and centrifuge again.

3. Store cell lysates at –80ϒC.

3.3.4. Immunofluorescence Microscopy of ES Cells
Indirect immunofluorescence of ES cells is complicated because of their size (small

compared with most cells) and the fact that usually they grow in compact three-dimen-
sional structures and not as a monolayer.

1. In our experience, immunofluorescence is optimal when the cells are prepared by one of
the following two methods. Subconfluent ES cell cultures are harvested, and MEFs are
depleted as previously described (see Subheading 3.3.1., step 1). Resuspend ES cells in
PBS (106 cells/mL), and load 200 µL of the cell suspension on a Cytospin holder. Gently
centrifuge cells onto a slide (200 rpm for 2 min). Alternatively, allow ES cells to passively
attach to a positively charged glass slide by incubating them at 4ϒC in a humidified cham-
ber for 2 to 3 h.
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2. Circle cells attached to the slide with a liquid blocker “Super PAP” pen (Cedarlane) to
mark the area where the cells are concentrated on the slide.

3. Fix cells in 4% paraformaldehyde for 30 min at RT.
4. Permeabilize cells with 0.1% Triton X-100 in paraformaldehyde.
5. Wash cells three times in PBS-Tween-20 (PBS-T) with 50 mM glycine.
6. Before antibody incubation, incubate cells in blocking buffer (PBS-T, 50 mM glycine, 2%

bovine serum albumin, and 0.2% gelatin) for 1 h at RT. Alternatively, block at 4°C over-
night, in a humidified chamber.

7. Dilute antibodies appropriately in blocking buffer. Incubate with primary antibody for 1 h
at RT.

8. Wash cells six times (5 min/wash) in PBS-T.
9. Incubate with secondary antibody for 45 min at RT.

10. Wash cells as described in step 8.
11. Quickly rinse cells in H2O. Add one drop of mounting solution (Vectashield with diamid-

ino phenyl indole) carefully place cover slips on top of cells. Remove excess mounting
solution and air bubbles by inverting slides and gently pressing them on Whatman paper.

12. Seal cover slips with clear nail polish and image slides as soon as possible with a fluores-
cence microscope.

4. Notes
1. BACs containing your gene of interest can be found using the University of California,

Santa Cruz genome browser (http://genome.ucsc.edu/). The dcr-1 gene is used as an exam-
ple in Fig. 3. The RP23 BAC library was constructed from genomic DNA isolated from the
brain and kidney of three female C57BL/6J mice (37). The RP24 library was constructed
from genomic DNA isolated from the brain and spleen of a male C57BL/6J mouse. Alter-
natively, as template for PCR, one can use the genomic DNA from the ES cell line that will
be used for gene targeting. However, establishment of PCR conditions might be more diffi-
cult when using genomic DNA as template.

2. Appropriate restriction sites for cloning and also subsequent screening of ES cell colonies
should be included. It is also essential to ensure that a unique restriction site, at the end of
the long or the short arm of homology is present, because the final targeting vector needs
to be linearized before transfection.

3. It is advisable, therefore, to isolate multiple double-targeted clones, and also to screen for
random integrants by Southern blot analysis, using a probe specific for the neomycin-resis-
tance cassette.

4. ES cells should be harvested when they are in the exponential growth phase, but before
colonies start touching each other. Colonies should be plump and undifferentiated. Usually,
ES cells do not grow well at a low cell density.

5. MEFs are inactivated either by irradiation (3000 rad) or mitomycin C treatment. We prefer
irradiating the cells, because mitomycin C has to be washed off extensively before plating
ES cells on the MEFs.

6. Many of the commonly used gene targeting vectors contain an “attenuated” neomycin-resis-
tance cassette (i.e., a neomycin-resistance gene harboring a mutation). This attenuated
neomycin-resistance gene confers resistance to G418 at the concentrations normally used
for selection of ES cells but does not allow cells to tolerate increased concentrations of
G418. If homozygous mutant ES cells are desired, an attenuated neomycin gene should be
used in the original targeting vector.

http://genome.ucsc.edu/
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Fig. 3. Screenshot of the University of California, Santa Cruz Genome Browser annotation tracks display showing a view of dcr-1 on
mouse chromosome 12 from the May 2004 assembly (43). Bacterial artificial chromosomes containing the entire dcr-1 gene are indicated
by arrows.
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7. MEFs usually do not tolerate the high G418 concentration and start dying. Therefore, it is
preferable to reduce the concentration of G418 as soon as possible and to replate onto
fresh MEFs.

8. Because mitogen-activated protein kinase–extracellular signal-regulated kinase signaling
counteracts LIF–signal transducer and activator of transcription 3 signaling, blastocysts are
cultured on MEFs in ES medium supplemented with the MEK-1 inhibitor (PD98509) to
promote maintenance of oct-4 expression (38, 39).

9. Genetic background and introduced mutations may influence the derivation of ES cells
(40, 41). However, we have successfully generated ES cells from C57BL/6 and F1 hybrid
mice. One should try with at least 30 blastocysts.

10. To determine the sex of the ES cells, a PCR assay for a gene on the Y chromosome (e.g., Sry
or Zfy) is usually sufficient (42).

11. Usually 20 to 40 ES cell colonies are sufficient to obtain Cre-deleted ES cell clones. Flp-
mediated deletion, on the other hand, is not as efficient (~3% deletion efficiency), because
Flp recombinase does not work as well at 37°C. If Flp deletion is required, one should
plan to pick more colonies.

12. The number of cells plated is critical. If the cells are too dense, picking colonies will be
impossible. If cells are too sparse, increased differentiation will occur. Therefore, cells
should be counted carefully before infection or plating.

13. Although adenoviral titers differ, a good efficiency of Cre-mediated recombination was
usually obtained ranging from 10 to 90%. Small aliquots of the virus should be stored at
–20ϒC, and aliquots should be discarded after thawing.

14. Cotransfection by electroporation works reasonably well in ES cells. A 10-fold excess of the
plasmid of interest (i.e., Cre-expression vector) to the puromycin selection plasmid should
be used.

15. For us, one of the biggest drawbacks of using ES cells for experiments was the fact that
MEFs could never be completely removed from our preparations. Other ES cell lines
(e.g., E14) can be adapted to grow on gelatin-coated plates without significant differentia-
tion if a higher concentration of LIF is supplied; unfortunately, Bruce-4 ES cells exhibit a
greater requirement for MEFs and we were never able to culture them on gelatin without
significant differentiation.

16. If large numbers of EBs are not needed, then one can also prevent ES cells from adhering
to the plastic dish by performing hanging drop cultures (~750 ES cells per 20-µL drop).

17. If RNA is to be prepared for the earlier time points of differentiation (e.g., days 3 and 5),
more wells should be plated, because there are not as many cells per well. Two to four wells
of a 6-well plate should be sufficient for RNA preparation at days 3 and 5, and one well
for any subsequent time point.
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Summary

Although initially believed to act exclusively as translational repressors, microRNAs
(miRNAs) are now known to target complementary messenger RNA (mRNA) transcripts
for either translational repression or cleavage via the RNA-induced silencing complex
(RISC) ([1], reviewed in ref. 2). The current model postulates that mature miRNAs are
incorporated into the RISC, bind target mRNAs based on complementarity, and guide cleav-
age of mRNA targets with perfect or nearly perfect complementarity and translational
repression of targets with lower complementarity (2). The translational repression mecha-
nism of miRNA-mediated gene regulation, which is common in animals but also exists in
plants, is not well understood mechanistically. Conversely, miRNA-directed mRNA cleav-
age by RISC is common in plants, but also occurs in animals (3). This chapter focuses on
the mRNA cleavage by miRNA-programmed RISC, and, specifically, on characterizing the
products of such cleavage.

Key Words: RISC; miRNA; mRNA; 5'-cap; poly(A) tail; exoribonuclease.

1. Introduction
RNA-induced silencing complexes (RISCs) are multiple-turnover entities that direct

many rounds of site-specific target mRNA cleavage (1). A principal RISC component
in all eukaryotes is a member of the Argonaute (AGO) protein family (4). AGO contains
the conserved PAZ and PIWI domains, and seems to be the sole protein required for
RISC-mediated activities (5). The discovery that the PIWI domain adopts a ribonu-
clease (RNase) H fold (6–8) has led to a concept of AGO as an “mRNA slicer” compo-
nent of the miRNA-programmed or small interfering RNA (siRNA)-programmed RISC.
The cleavage of the mRNA target occurs between the nucleotides that are comple-
mentary to positions 10 and 11 of the miRNA that guides the RISC to cleave its target
mRNA, and is defined by the 5' end of the guide RNA strand (9, 10). This distance-
dependent mechanism is now beginning to be understood in precise terms of structural
constraints imposed on the target mRNA recognition by the molecular architecture of
the AGO/guide RNA complex (11, 12).
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The characterization of the mRNA turnover events accompanying and following
the initial endonucleolytic mRNA cleavage by RISC is an area of intense scrutiny (13–
16). That such cleavage products must be removed is dictated by several reasons. For
instance, the 5' fragments, if translated, would result in truncated, and therefore, poten-
tially toxic, polypeptides. Indeed, the existence of a specialized “nonstop” pathway of
mRNA decay, which specifically targets mRNAs lacking stop codons (17), is indica-
tive of an evolutionary pressure to prevent such truncated mRNAs from being trans-
lated. In addition, the products of the mRNA cleavage by RISC that are not promptly
removed may engage RNA-dependent RNA polymerases and, thus, initiate a chain of
events resulting in gene silencing (e.g., ref. 14). In this chapter, we outline procedures
for characterizing the products of the mRNA cleavage by RISC, including:

a. Mapping the 5' end of the 3' fragment resulting from the RISC-mediated cleavage (Sub-
heading 3.1., Fig. 1B, top).

b. Mapping of the 3' end of the 5' fragment resulting from the RISC-mediated cleavage (Sub-
heading 3.2., Fig. 1B, bottom).

c. Assessing the 5'-cap status of the 5' fragment resulting from the RISC-mediated cleavage
(Subheading 4.1., Fig. 2A).

d. Assessing the poly(A) status and poly(A) tail length of the 3' fragment resulting from the
RISC-mediated cleavage (Subheadings 4.2. and 4.3., Fig. 2B,C).

To facilitate downstream analyses, it is helpful to devise strategies to enrich for the
products of mRNA cleavage by the RISC complex and/or stabilize them. Such strate-
gies include overexpression of the mRNA whose RISC-mediated cleavage is being stud-
ied, to saturate the exonuclease systems that degrade them, and therefore increase the
steady state level of the primary products of the endonucleolytic cleavage by RISC.
Alternatively (or additionally), one might engineer a genetic depletion of the exonu-
cleases that might be responsible for the degradation of the mRNA cleavage products.
In either scenario, the relative abundance of the products of the endonucleolytic cleav-
age of mRNA by RISC will determine the degree of sensitivity that is required to detect
them.

An obvious benefit of the exonuclease depletion strategy is an immediate insight
into the pathways of degradation of the primary mRNA cleavage products. Indeed, the
key criterion in the identification of the factors responsible for the decay of the products
of the RISC-mediated cleavage is their stabilization after the depletion of such factors.
Based on the current literature, the list of possible factors includes (but is not limited
to) the 5'–3' exonucleases of the XRN1 family and several 3'–5' exonucleases, such as
the exosome (and its associated SKI2/3/8 complex), CCR4/POP2, and PARN (Fig. 1A).
For instance, in the Drosophila S2 cells, the 5' and 3' products of the mRNA cleavage by
the siRNA-programmed RISC are degraded exonucleolytically by exosome and XRN1,
respectively, without previous decapping or deadenylation (15). It remains to be deter-
mined whether this is also true in other systems, as well as in the case of the miRNA-pro-
grammed RISC. The choice of the exonuclease depletion method depends on particular
features and constraints of a given model system. The range of possibilities includes
the use of repressible promoters and specific enzyme inhibitors, as well as targeting
the enzyme in question via RNA interference (reviewed in ref. 18).
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2. Materials

2.1. Primer Extension
1. RNA extraction reagent (e.g., Trizol reagent, Invitrogen, Carlsbad, CA).
2. Chloroform.
3. Isopropanol.
4. 75% EtOH.
5. T4 polynucleotide kinase and 10X kinase buffer (New England Biolabs, Beverly, MA).
6. Primer design software Primer3.0 (web interface at http://frodo.wi.mit.edu).
7. Diethylpyrocarbonate (DEPC)-treated H2O.
8. 6000 Ci/mmol [γ-32P] adenosine triphosphate (ATP).
9. TE (pH 7.5).

10. AMV reverse transcriptase and 10X AMV buffer (Promega, Madison, WI).
11. Deoxyribonucleoside triphosphates (dNTPs) (100 mM stocks).
12. 1 M dithiothreitol (DTT).
13. 1 M MgCl2.
14. Formamide loading dye: 95% formamide, 0.025% bromophenol blue, 0.025% xylene cyanol

FF, and 5 mM ethylenediaminetetraacetic acid (EDTA).

Fig. 1. Mapping the position of the messenger RNA (mRNA) cleavage by RNA-induced
silencing complex (RISC). (A) A scheme illustrating the possible fates of the 5' and 3' mRNA
fragments resulting from the RISC-mediated cleavage. The exonucleases that are known or
suspected to degrade the 5' and 3' mRNA fragments are indicated. (B) A scheme illustrating the
use of the primer extension and ribonuclease protection to map the 5' endpoint of the 3' fragment
and the 3' endpoint of the 5' fragment, respectively.

http://frodo.wi.mit.edu
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15. Denaturing polyacrylamide gel (e.g., commercial SequaGel, National Diagnostics; www.
nationaldiagnostics.com).

16. X-ray film or/and PhosphorImager (Molecular Dynamics, Sunnyvale, CA).

2.2. Ribonuclease Protection
1. Reagents for in vitro transcription (Promega): 5X transcription buffer, DTT, RNasin, ribo-

nucleoside triphosphates, and T7 RNA polymerase.
2. DEPC-treated H2O.
3. 10 mCi/mL [α-32P] uridine triphosphate (UTP) (3000 Ci/mmol).
4. RQ1 RNase-free deoxyribonuclease (DNase) (Promega).
5. 5 µg/µL glycogen carrier (Ambion, Austin, TX).
6. Phenol/chloroform/isoamyl alcohol.
7. 3 M Na acetate (pH 5.2).
8. 100% EtOH.
9. Cold 75% EtOH.

10. Dry ice.
11. Hybridization buffer: 80% deionized formamide, 10 mM Na citrate, 300 mM Na acetate,

pH 6.4, and 1 mM EDTA.
12. 10X RNase ONE buffer and RNAse ONE (Promega).
13. 10% sodium dodecylsulfate (SDS).

2.3. XRN1 Assay
1. Recombinant Xrn1p. If the recombinant Xrn1p must be purified in-house, express and pur-

ify as described (19) on a Ni2+ column (we use the Ni-NTA kit from Qiagen [Valencia, CA]
and follow the manufacturer’s protocol).

Fig. 2. Assessing the 5'-cap and 3'-poly(A) tail status of the products of the RNA-induced
silencing complex (RISC)-mediated cleavage. (A) Assessing the 5'-cap status by XRN1 sensitivity.

www.nationaldiagnostics.com
www.nationaldiagnostics.com
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2. Xrn1p reaction buffer: 33 mM Tris-HCl (pH 8.0), 50 mM NaCl, 2.5 mM MgCl2, 0.2 mM
DTT, with and without 5 mM EDTA.

3. Phenol/chloroform/isoamyl alcohol.
4. 100% EtOH.

2.4. RNase H Assay
1. Oligo(dT)15.
2. 10X RNase H buffer and RNase H (Promega).
3. Hybridization membrane (BioTrans Plus, MP Biomedicals, Irvine, CA).
4. Phenol/chloroform/isoamyl alcohol.
5. 100% EtOH.
6. Formamide loading dye.

Fig. 2. (B) Analysis of the poly(A) tail status of the 3' fragment by oligo(dT)/ribonuclease
H cleavage. (C) Analysis of the poly(A) tail status of the 3' fragment using ligation-mediated
reverse transcriptase polymerase chain reaction.
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7. Electrophoresis buffer: 1X MOPS buffer for 1.2% agarose/6% formaldehyde gels or 0.5X
TBE for high-resolution polyacrylamide gels (see Subheading 4.2.3.).

8. Transfer solution: 1X TAE (for polyacrylamide gels) or 10X standard sodium citrate (SSC)
(for agarose gels).

9. Hybridization solution: 6X SSC, 5X Denhardt solution, 0.5% SDS, and 100 µg/mL of
salmon sperm DNA.

10. Wash solutions: 2X SSC, 0.1% SDS plus 0.2X SSC, and 0.1% SDS.

2.5. Ligation-Mediated Reverse Transcriptase
Polymerase Chain Reaction (PCR)
1. 5'-Phosphorylated adaptor oligoribonucleotide with the inverted deoxynucleotide in the 3'

position (Dharmacon Inc, Lafayette, CO).
2. Phenol/chloroform/isoamyl alcohol.
3. 100% EtOH.
4. Cold 75% EtOH.
5. DEPC-treated H2O.
6. 10X T4 RNA ligase buffer and RNA ligase (20 U/µL, New England Biolabs).
7. MMLV reverse transcriptase Superscript II and 10X Superscript II buffer (Invitrogen).
8. Appropriate DNA oligos, any commercial supplier (e.g., IDT, Coralville, IA or Sigma-Geno-

sys, St. Louis, MO).

3. Methods

3.1. Mapping of the 5' Endpoint of the 3' Fragment
by Primer Extension (see Note 1)

3.1.1. Prepare Total RNA
Procedures for total RNA extraction vary depending on the model system; an exam-

ple protocol using Trizol (Life Technologies) follows (Qiagen Rneasy and BD Biosci-
ences NucleoSpin kits are also commonly used in many laboratories). Homogenize 100
mg of tissue in 1 mL Trizol reagent and let samples stand for 3 min at room temperature
(if necessary, remove the insoluble material from the homogenate by centrifugation at
12,000g for 10 min at 4ϒC). Add 0.2 mL chloroform per 1 mL Trizol, mix well, let stand
for 10 min at room temperature. Centrifuge at 12,000g for 15 min at 4ϒC. Transfer upper
aqueous phase into new tubes. Add 0.5 mL isopropanol per 1 mL Trizol, mix, and incu-
bate at room temperature for 10 min. Centrifuge at 12,000g for 10 min at 4ϒC. Wash
with 75% EtOH (use at least 1 mL of 75% EtOH per 1 mL of Trizol used for homogen-
ization). Air-dry for 10 min. Dissolve in DEPC-treated H2O and determine the optical
density of the samples (high-purity RNA should have an A260/280 ratio of approx 2:1).

3.1.2. Prepare the Labeled Oligo for Primer Extension
Combine 0.5 µL oligo (1 µg/µL), 1 µL of 10X kinase buffer, 2 µL of 32P γ-ATP (6000

Ci/mmol), 5.5 µL of DEPC-treated H2O, and 1 µL of T4 polynucleotide kinase (suffi-
cient for 10 extension reactions). Incubate at 37ϒC for 30 to 60 min. To stop the reac-
tion, add 40 µL of TE and heat at 95ϒC for 3 min.
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3.1.3. Anneal the Labeled Oligonucleotide
Combine 10 to 20 µg of total RNA with 2 µL of the 5X AMV reverse transcriptase

buffer (Promega) and 0.5 µL of the labeled oligonucleotide (see Note 2), and bring the
total reaction volume to 8 µL with DEPC-treated H2O. Incubate at 65ϒC for 10 min,
transfer to a 42ϒC water bath, and incubate for 30 to 60 min to allow annealing.

3.1.4. Conduct the Primer Extension Reaction
For 10 primer extensions, make up a cocktail containing 5 µL of 0.2 M MgCl2, 5 µL

of 20 mM DTT, 2.5 µL of dNTPs (2.5 mM each), 5.5 µL of DEPC-treated H2O, and 2
µL of AMV reverse transcriptase (Promega). Add 2 µL of this cocktail to the 8 µL
annealing mix (Subheading 3.1.3.) and incubate at 42ϒC for 30 to 60 min. Add 10 µL
of formamide loading dye to terminate the reaction, heat at 75ϒC, and resolve by elec-
trophoresis on a denaturing polyacrylamide gel (6–20%, depending on the size of the
expected extended product). Expose to a X-ray film or, for quantitation, to a Phosphor-
screen, scan on a PhosphorImager, and analyze with ImageQuant software (Molecular
Dynamics).

3.2. Mapping the 3' Endpoint of the 5' Fragment
by Ribonuclease Protection

A detailed protocol using RNase ONE (Promega) is provided next (see Notes 3 and
4 for general considerations regarding the use of ribonuclease protection). Alterna-
tively, the RNase ONE kit (Promega) or the RPA III kit (Ambion) could be used, as
described by the respective manufacturers (see Note 5 on differences in the properties
of the RNase A/T1 that is used in the RPA III kit compared with the RNase ONE kit).

3.2.1. Prepare the Appropriate Body-Labeled Probes
by In Vitro Transcription

For example, in the case of a T7 promoter-driven run-off probe, combine 1 µL of
linearized template DNA (at 1 µg/µL) with 4 µL of 5X in vitro transcription buffer
(Promega); 2 µL of 100 mM DTT; 1 µL of 40 U/µL RNasin; 1 µL each of 10 mM ATP,
GTP, and CTP; 0.6 µL of 100 µM UTP; 5 µL of 10 mCi/mL [α-32P] UTP (3000 Ci/
mmol); 2.4 µL of DEPC-treated H2O; and 1 µL of T7 RNA polymerase. Incubate the re-
action for 60 min at 37°C. Add 1 µL of RQ1 RNase-free DNase and incubate for another
15 min at 37°C to digest away the template DNA.

3.2.2. Purify the RNA Probe
To each RQ1 DNase-treated sample, add 100 µL of DEPC-treated H2O, 2 µL of 5

µg/µL glycogen as a carrier, and extract with phenol/chloroform/isoamyl alcohol (see
Note 6). To the aqueous phase, add 1/10 volume of 3 M Na acetate (pH 5.2) and 2.5
volumes of EtOH and incubate for 15 min on dry ice, followed by centrifugation for 15
min at 12,000g. Carefully wash the pellet with cold 75% EtOH, air-dry, and resuspend
in the DEPC-treated H2O at 1 ↔ 106 cpm/µL (for the specific probe against the RISC-
cleaved mRNA fragment), or at 2 ↔ 105 cpm (for the internal control probe directed
against a suitable housekeeping message, such as actin or a ribosomal protein).
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3.2.3. Hybridize the RNase Protection Probe With Target RNA
For each reaction, combine the RNA sample to be analyzed (5–20 µg RNA in a total

volume of 8 µL or less) with 20 µL of the hybridization buffer, 1 µL of a specific probe
directed against the RISC-cleaved mRNA fragment (1 ↔ 106 cpm), and 1 µL of an inter-
nal control probe for normalization purposes (2 ↔ 105 cpm). For each specific probe,
also prepare two control reactions, via substituting transfer RNA (tRNA) for the target
sample RNA. Mix, denature at 75°C to 80°C for 3 min (avoid prolonged incubation at
75°C to 80°C, because it may lead to nonspecific RNA fragmentation). Incubate at 45°C
overnight.

3.2.4. Perform the RNase Digestion
To each hybridization reaction, add 270 µL of DEPC-treated H2O, 30 µL of 10X

RNase ONE buffer, and 5 U of RNAse ONE (Promega). Incubate at 37°C for 60 min.
To one of the two “tRNA only” control reactions, add 270 µL of DEPC-treated H2O and
30 µL of 10X RNase ONE buffer (“no RNase” sample). Add all three components to
the second “tRNA only” control reaction.

3.2.5. Terminate the RNase Digestion
To each sample, add 5 µL of 10% SDS, 800 µL EtOH, and 1 µL glycogen (5 µg/µL),

mix, incubate for 15 min on dry ice, and centrifuge at 12,000g for 15 min. Carefully
wash the RNA pellet with cold 75% EtOH and air-dry the pellet for several minutes.
Carefully resuspend the RNA in the 8 µL of the formamide loading dye, denature at
75°C to 80°C for 3 min, tap-spin, and load onto the denaturing polyacrylamide gel (6–
20% acrylamide, depending on the size of the expected extended product). Expose the
dried gel to a Phosphorscreen, scan on a PhosphorImager, and analyze with ImageQuant
software (Molecular Dynamics).

4. Assessing the 5'-Cap and 3'-Poly(A) Tail Status
of the Products of the RISC-Mediated Cleavage

4.1. Assessing the 5'-Cap Status by XRN1 Sensitivity
In this approach, the cap status of the 5' cleavage product is revealed by testing its

sensitivity to the action of the recombinant 5'–3' exonuclease Xrn1p that is purified from
yeast. Only the uncapped, but not the capped, RNA species are degraded by Xrn1p (see
Note 7).

4.1.1. Purification of Xrn1p
Express the His-tagged Xrn1p encoded by the construct pAJ95 (2 µ/LEU2/pGAL10-

XRN1-HA-His6) in the yeast strain BJ5464, as described (19), and purify on a Ni2+ col-
umn (Ni-NTA, Qiagen) as suggested by the manufacturer.

4.1.2. Digest RNA With Xrn1p
Digest the total RNA samples containing the RISC-mediated mRNA cleavage prod-

ucts of interest with the purified Xrn1p (20). Combine 5 to 10 µg of total RNA with 400
ng of purified Xrn1p in a final volume of 10 µL of 33 mM Tris-HCl (pH 8.0), 50 mM
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NaCl, 2.5 mM MgCl2, and 0.2 mM DTT, in the presence or absence of 5 mM EDTA
(see Note 8). Incubate the Xrn1p reactions for 30 min at 37°C. Terminate the reactions
by phenol extraction followed by EtOH precipitation (see Note 9).

4.1.3. Analysis of Xrn1p Reaction Products
Visualize the 5' RISC cleavage product by ribonuclease protection as described in

Subheading 3.2. or by Northern blotting (Subheading 4.2.). Disappearance of the 5'
cleavage products after the Xrn1p treatment serves as an indication that they are un-
capped and, thus, conversely, their resistance to this treatment attests to their capped
status (see Note 10).

4.2. Analysis of the Poly(A) Tail Status
of the 3' Fragment by Oligo(dT)/RNase H Cleavage

A straightforward way to detect the presence, as well as to assess the size, of the
poly(A) tail on the 3'-fragment involves oligo(dT)/RNase H cleavage, followed by the
Northern blot analysis (obviously, this is possible only if the 3' fragment is abundant
enough to be detected by Northern blot; alternatively, one must use ligation-mediated
PCR, as described in Subheading 4.3.). A characteristic increase in the electrophoretic
mobility of the 3' cleavage fragment as a result of RNase H treatment indicates that it is
polyadenylated. Furthermore, judicious choice of the molecular weight markers allows
determination of its poly(A) tail length distribution and comparison with the poly(A)
tail length of intact, full-length mRNA, and, thereby, allows inference of whether a sig-
nificant amount of deadenylation precedes the RISC-mediated cleavage.

4.2.1. Assemble the RNase H Cleavage Reaction
Combine 25 µg of total RNA with 500 ng of oligo(dT)15, denature at 75°C for 5 min,

and allow to anneal for 20 min. Add the 10X RNase H buffer to achieve final concentra-
tions of 20 mM Tris-HCl, pH 7.4, 10 mM MgCl2, 0.5 mM EDTA, 50 mM NaCl, 1 mM
DTT, and 30 µg of bovine serum albumin per milliliter. Add 0.25 U of RNase H (Promega)
and digest for 1 h at 37°C.

4.2.2. Terminate the RNase H Cleavage
Stop the RNase H reaction by conducting phenol extraction followed by EtOH pre-

cipitation. Alternatively, stop the reaction by directly adding an equal volume of the for-
mamide loading dye (but see Note 9).

4.2.3. Conduct Northern Blotting
Denature the RNA samples for 3 min in the formamide loading dye at 75°C to 80°C.

Separate the RNA cleavage products via polyacrylamide or agarose gel electrophore-
sis, depending on the expected product size. For analysis by polyacrylamide gel elec-
trophoresis, aliquots (⊕10 µg) of treated and control (no RNase H and oligo[dT]15)
samples are loaded onto 6 to 20% (depending on the expected product sizes) polyacryl-
amide/8 M urea gel in 0.5X TBE. For agarose gel electrophoresis, at least 10 µg of
total RNA is loaded onto 1.2% agarose/6% formaldehyde gel in 1X MOPS buffer (20
mM MOPS, 8 mM sodium acetate, and 1 mM EDTA, pH 7.0). RNA is then transferred
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either electrophoretically in 1X TAE (for high-resolution polyacrylamide gels) or with
a vacuum blotter in 10X SSC (for formaldehyde/agarose gels) onto a BioTrans Plus
membrane (ICN). In the case of formaldehyde/agarose gels, reverse the formaldehyde
modifications by baking the membrane at 80°C for 1 hr. To fix the RNA, crosslink the
membrane, when it is still slightly damp, for 1 min on an ultraviolet transilluminator
(254 nm), or using a commercial ultraviolet crosslinker set at 120 mJ/cm2.

4.2.4. Hybridize the Membrane
Hybridize the membrane in 6X SSC, 5X Denhardt solution, and 0.5% SDS plus

100 µg/mL of salmon sperm DNA at 65°C (if a random hexamer-labeled DNA fragment
is used as a probe) or at 40°C to 48°C (if an oligonucleotide probe is used, the hybridi-
zation temperature should be calculated according to ref. 21). After overnight hybridiza-
tion, wash the membranes twice in 2X SSC plus 0.5% SDS for 10 min at the temperature
of hybridization, followed by high-stringency washes in 0.2X SSC plus 0.5% SDS.
Expose the membranes to a Phosphor storage screen, scan on a PhosphorImager, and
process and quantitate images using ImageQuant software (Molecular Dynamics).

4.3. Poly(A) Tail Status Analysis Via Ligation-Mediated
Reverse Transcriptase-PCR

This method, modified from the ligation-mediated poly(A) tail assay (22), was devel-
oped to address the need for a more sensitive alternative method for analyzing the
poly(A) tail length distribution. In Subheading 4.3., we describe a modified ligation-
mediated poly(A) tail assay that we have developed (23) from the published protocol
for the identification of the 3' ends of siRNAs (24). In this method, the mRNA is first
tagged at its 3' end via ligation of a RNA oligonucleotide of arbitrary sequence. The
resulting tag is used as a priming site for reverse transcription, which is then followed
by PCR across the poly(A) tail with a tag-specific and a gene-specific primer pair. The
length distribution of the resulting population of PCR products reflects the poly(A)
tail length distribution of the 3' cleavage product.

4.3.1. Separate the mRNA 3' Cleavage Products
Separate the mRNA 3' cleavage products away from the full-length (uncleaved) tran-

scripts by size fractionation on a denaturing (polyacrylamide [25] or agarose [26], depend-
ing on the expected size) gel. Elute the RNA in the target size range, extract with phenol/
chloroform/isoamyl alcohol, precipitate with EtOH, wash with ice-cold 75% EtOH, air-
dry, and dissolve in DEPC-treated H2O at approx 1 µg/µL.

4.3.2. Ligate the Oligonucleotide Tag to the 3' End of RNA
Ligate the appropriate RNA size fractions with the 5'-phosphorylated adaptor oligo-

ribonucleotide of arbitrary sequence that contains an inverted deoxynucleotide at its
3' end (e.g., 5'-UACUCAUCAUACGUUGUAGAGUACCUUGUAidT; see Note 11).
Combine 1 to 5 µg of size-fractionated RNA with 100 pmol of the adaptor oligo in 17 µL
of DEPC-treated H2O, denature for 3 min at 75°C to 80°C, and chill on ice. Add 2 µL of
10X T4 RNA ligase buffer, mix, and add 1 µL (20 U) of T4 RNA ligase (New England
Biolabs). Incubate for 1 h at 37°C.
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4.3.3. Conduct Reverse Transcriptase Reaction
Reverse-transcribe 1 to 5 µL of the ligated RNA using a primer complementary to the

adaptor oligonucleotide and SuperScript II reverse transcriptase (Life Technologies),
according to the manufacturer’s protocol.

4.3.4. Carry Out the PCR
Dilute the complementary DNA 10-fold with DEPC-treated H2O. Use 1 µL of the

diluted complementary DNA as a template for the PCR, using the oligo that is comple-
mentary to the adaptor oligonucleotide as an antisense primer, and using an appropriate
gene-specific primer as a sense primer (see Note 12). If necessary, diluted first-round
products can be subjected to nested PCR under the same conditions.

4.3.5. Analyze the PCR Products
Resolve the products on nondenaturing agarose or polyacrylamide gel and authen-

ticate by Southern hybridization with an internal, gene-specific oligonucleotide as a
probe (see Note 13).

5. Notes
1. Mapping the endpoints of the mRNA cleavage products by Northern blotting is also pos-

sible provided that the products are sufficiently abundant (e.g., ref. 24), however, the pre-
cision that is afforded by even high-resolution polyacrylamide Northern blots is inferior.

2. For normalization in quantitative assays, include a second-labeled oligo targeted against a
transcript that is not subject to RISC-mediated cleavage.

3. This protocol is also suitable for mapping the 5' endpoint of the 3' fragment, in addition to
the primer extension protocol.

4. Nuclease S1 and DNA probes can be used for this purpose, as well. However, S1 nuclease
is prone to nonspecific cleavage in AU-rich regions, as well as to nibbling (i.e., acting as
a double-stranded exonuclease) artifacts.

5. RNAses ONE (Promega) and A/T1 (Ambion) have different properties. RNase ONE cleaves
at a position immediately 3' to either C, A, U, or G, whereas RNAse A and RNAse T1 cleave
at positions immediately 3' to pyrimidines and to G residues, respectively. Also, RNase ONE
is easily inactivated by 0.1% SDS.

6. If premature polymerase stops are observed, purify the full-length RNA probe away from
the truncated species by denaturing gel electrophoresis (25).

7. Alternatively, one can assess the cap status of the 5' cleavage product by immunoprecipi-
tation with anticap antibody. The monoclonal antibody H20 (Biodesign International,
Saco, ME; www.biodesign.com) was originally generated against the 2,2,7-trimethylguan-
osine cap, but it also crossreacts with the 7-methylguanosine-cap (27). However, we find
the Xrn1p resistance assay to be more quantitative and reproducible.

8. EDTA chelates Mg2+, which is absolutely required for the Xrn1p activity. Therefore, tar-
get RNA species should remain intact in the control reactions containing EDTA.

9. We prefer to purify RNA by phenol extraction because carryover of EDTA and Mg2+ from
the reactions tend to affect the electrophoretic mobility of the RNA fragments, especially
on high-resolution polyacrylamide gels.

10. Completeness of the Xrn1p digestion can be verified by Northern hybridization or RNase
protection using a probe directed against an RNA species that is known to be naturally
uncapped, such as the 7S rRNA precursor species.

www.biodesign.com
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11. The inverted residue at the 3' end prevents formation of oligonucleotide multimers.
12. We prefer to use the touchdown profile (initial annealing at 59ϒC, then decreasing by 1ϒC

per cycle until the annealing temperature of 48°C is reached, followed by another 25
annealing cycles at 48°C).

13. With appropriate oligos, the ligation-mediated PCR protocol can also be applied to map-
ping the 3' endpoint of the 5'-fragment produced by RISC. In this case, the poly(A) RNA
fraction must be first isolated (e.g., using an Oligotex kit from Qiagen), to remove the poly-
adenylated full-length species and the cleavage 3' fragments.
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Summary

I describe the use of RNAhybrid, a program that predicts multiple potential binding
sites of microRNAs (miRNAs) in large target RNAs. The core algorithm finds the ener-
getically most favorable hybridization sites of a miRNA in a large potential target RNA.
Intramolecular hybridizations, i.e., base pairings between target nucleotides or between
miRNA nucleotides are, not allowed. For large targets, the time complexity of the algo-
rithm is linear in the target length, allowing many long targets to be searched in a short
time. Starting from the observation that the binding energies are results from an optimiza-
tion procedure, we can model them as following an extreme value distribution. From this,
we can calculate the statistical significance of individual binding sites, of multiple binding
sites in a single target sequence, and of binding sites in comparative analyses of orthologous
sequences across species. The latter involves the calculation of the effective number of
orthologous sequences, which can be considerably smaller than the actual number, reflect-
ing the statistical dependence of evolutionarily related sequences.

Key Words: miRNA target prediction; minimum free energy (mfe); dynamic pro-
gramming; statistical significance; p-value; E-value; multiple binding sites; statistical
dependence.

1. Introduction
In this section, I review the key concepts of the RNAhybrid approach (for a more

detailed explanation, see ref. 1). For other methods, see Note 1.

1.1. Energy Minimization
RNAhybrid is an extension of the classic RNA secondary structure prediction algo-

rithm (2) to two sequences. The miRNA is hybridized to the target in an energetically
optimal way, thus yielding the minimum free energy (mfe). Intramolecular base pair-
ings and branching structures (multiloops) are not allowed. In contrast to the Zuker
algorithm, in which the calculation starts inside the one sequence and proceeds out-
ward, RNAhybrid proceeds from left to right for both sequences. Thus, technically,
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the RNAhybrid algorithm can be seen as a mixture between pairwise sequence align-
ment and RNA folding according to the nearest-neighbor model. Energy parameters
are described previously (3).

1.2. Length Normalization of Mfes
Because of the shortness of miRNAs, good mfes can occur frequently by chance.

The longer a putative target sequence, the better such random energies will be. Thus,
large negative mfes can be statistically insignificant if they result from searching large
sequences. Although the mfe itself might look good, suggesting the biochemical possi-
bility of a functional miRNA/target interaction, the possibility of the mfe having occurred
by chance cannot be excluded with confidence. We normalize mfes to eliminate the
influence of the sequence length.

1.3. Extreme Value Statistics of Normalized Mfes
Predicted binding sites for miRNAs are the results of an optimization procedure (the

Dynamic Programming approach of RNAhybrid). In analogy to the score statistics of
pairwise sequence alignment, we can model duplex energies with extreme value distri-
bution (evds). The two parameters of such an evd, location and scale, depend on the
dinucleotide distributions of the target database and the miRNA itself. Because miRNAs
can vary considerably in their GC-content, a miRNA-specific modeling of random ener-
gies is important. RNAhybrid can determine miRNA-specific evd parameters in a num-
ber of ways (see Subheading 3.). The parameters then allow the calculation of significance
levels (p-values) of observed duplex energies in a miRNA target prediction experiment.

1.4. Poisson Statistics of Multiple Binding Sites
Multiple binding sites of a miRNA in a single target sequence are additional evi-

dence (in comparison to only one binding site) that the target gene is under control of the
miRNA. This is not only a biological consideration, but also a statistical considera-
tion, because the chance occurrence of several good binding sites is much rarer than the
occurrence of a single site. We model multiple binding sites in a given target with a Pois-
son statistics, which assigns better p-values to larger numbers of binding sites, thus ren-
dering these likely to have a biological meaning.

1.5. Comparative Analysis of Orthologous Targets
It has been noted that it is difficult to make significant target predictions when search-

ing sequences from a single organism, and that targets should be predicted in a com-
parative analysis of multiple organisms. If two orthologous sequences, e.g., one from
Drosophila melanogaster and the other from Drosophila pseudoobscura, show binding
sites for the same miRNA, one could conclude that these binding sites are evolutionar-
ily conserved and, thus, functional. Consequently, finding binding sites in a number
of orthologous sequences across various species usually considerably increases statis-
tical significance and, thus, the confidence in a biological meaning. However, one has
to be careful if orthologous sequences are very similar, either because they are closely
related on an evolutionary scale, or because larger stretches of a regulatory sequence
(unrelated to the miRNA pathway) have been conserved during evolution. The occur-
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rence of binding sites across species could then be an artifact of the overall sequence
conservation: if a miRNA has some good predicted binding sites in one sequence, it is
not surprising that it has binding sites in the other sequence, given that these sequences
are very similar. RNAhybrid takes this statistical dependence into account by calculat-
ing the effective number of orthologous sequences, which, for similar sequences, is
lower than the actual number. Neglecting this dependence can easily result in a huge
overestimation of the statistical significance and, thus, in a large number of false-posi-
tive predictions.

2. Materials

2.1. Accessing the RNAhybrid Web Interface
An online version of RNAhybrid can be accessed on the Bielefeld Bioinformatics

Server at http://bibiserv.techfak.uni-bielefeld.de/rnahybrid/. The first page is a wel-
come page. On the right-hand side, you will find links to other sections, such as “Down-
load,” “References,” and “Submission.” Follow the link titled Submission to get to the
page where you can easily submit sequences.

An expert version of the RNAhybrid web server is also available (follow the link
“Expert Submission”), which allows the use of all of the RNAhybrid options presented
in this chapter. However, to avoid server overloads, the amount of sequence data that
can be analyzed is restricted. See Fig. 1 for a sample screenshot.

2.2. Downloading the RNAhybrid Software
RNAhybrid is freely available from the following URL: http://bibiserv.techfak.uni-

bielefeld.de/download/tools/rnahybrid.html. Choose the appropriate platform for a binary
distribution or “src” for the source distribution. You may enter some personal data to
receive information in the future, but this is not required.

2.3. Installing a Binary Distribution

2.3.1. Windows and Macintosh
After you have downloaded the installer file (see Subheading 2.2.), execute the file

(double-click on the file). The installation procedure is self-explanatory.

2.3.2 Unix
After you have downloaded the binary distribution that is appropriate for your plat-

form, unpack it, and copy the binary and the manual page to the desired directories. For
unpacking, see also Subheading 2.4.

2.4. Compiling and Installing RNAhybrid Under Unix
This section explains the compilation and installation of the RNAhybrid source dis-

tribution in a Unix environment, such as Solaris, Linux, Windows Cygwin, or Mac OS X.
The downloaded archive will be titled something similar to RNAhybrid-2.2.tar.gz.

The .gz suffix indicates that the archive is compressed, the .tar suggests that the file is a
tar archive. Throughout the next steps, we assume the above name. Note that the version

http://bibiserv.techfak.unibielefeld.de/download/tools/rnahybrid.html
http://bibiserv.techfak.unibielefeld.de/download/tools/rnahybrid.html
http://bibiserv.techfak.uni-bielefeld.de/rnahybrid/
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number (version 2.2 at the time this chapter was written) might have changed. Also
assume that you have downloaded this file to the directory /homes/juser, and that you
are in this directory (type: cd /homes/juser).

1. Unzip the archive: gunzip RNAhybrid-2.2.tar.gz.
2. Extract files from the archive: tar -xvf RNAhybrid-2.2.tar. This should create a directory

named RNAhybrid-2.2, which contains the whole distribution.
3. Create a directory named build (or any other name you find appropriate): mkdir build.
4. Enter the build directory and configure your RNAhybrid installation: cd /homes/juser/build,

/homes/juser/RNAhybrid-2.2/configure. If you do not have superuser rights on your com-
puter, you will probably not be allowed to write to directories such as /usr/bin. In that
case, you might want to install RNAhybrid somewhere under your home directory. This
can be done by giving configure the appropriate prefix: /homes/juser/RNAhybrid-2.2/con-
figure --prefix=/homes/juser. The effect is that the binaries will be installed in /homes/juser/
bin and the man pages in /homes/juser/man. For other configure options, type /homes/juser/
RNAhybrid-2.2/configure --help.

5. Compile the program: make (see also Note 2).
6. Install binary and man page: make install.

Check that the files have been copied to the binary and man page directories.
7. Delete the build directory: cd /homes/juser, rm -r -f build.

Fig. 1. A screenshot of the RNAhybrid web server expert submission.



Prediction of MicroRNA Targets 91

2.5. Graphical User Interface
Part of the distribution is a graphical user interface (GUI), which offers all options

presented in this chapter in an easy-to-use program. The GUI itself is written in Java.
See Fig. 2 for a sample screenshot. Instead of using the command line options as given
in this chapter, choose the corresponding GUI options.

2.6. RNAhybrid Options
This is a summary of the RNAhybrid options that are referred to in the following text

(see also Note 3):

-a <target focus key>,<query focus key>
-b <number of hits per target>
-c compact output
-d <xi>, <theta>
-D dummy mode (no p-values)
-e <energy cut-off>
-f helix constraint
-g (ps|png|jpg|all)
-h help
-k <sample size> calculate effective ks
-m <max target length>

Fig. 2. A screenshot of the RNAhybrid graphical user interface.
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-n <max query length>
-o <output order>
-p <p-value cut-off>
-q <query file>
-r use poisson statistics (for multiple hits)
-s (3utr_fly|3utr_worm|3utr_human)
-S <sample size> perform calibration on randomized target sequences
-t <target file>
-u <max internal loop size (per side)>
-v <max bulge loop size>
-w weighting

3. Methods

3.1. A Quick Look at miRNA/Target Duplexes

3.1.1. Web Server
Occasionally, you will have only a couple of potential target genes and a small num-

ber of miRNAs in hand and will want to check whether reasonable binding sites are
present. For this, it is easiest to use the RNAhybrid web interface (for accession details,
see Subheading 2.1.). Go to the “Submission” page (nonexpert version) and perform
the following steps:

1. Paste the miRNA sequences in Fasta format into the miRNA sequence field. Alternatively,
you can upload a file that contains the sequences. For an explanation of the Fasta format,
see Note 4.

2. Paste your potential target sequences (e.g., 3' untranslated regions [UTRs]) in Fasta for-
mat into the target sequence field. Alternatively, you can upload a file that contains the
sequences.

3. Click on the “Submit” button. After a short time, the web server will reply with the results.
An example is shown in Fig. 3.

4. If you are new to target prediction and just want to know what it is about, click on the
“Example” button on the “Submission” page. This will insert example target and miRNA
sequences into the appropriate fields. Then click on “Submit.”

3.1.2. Local Version
Alternatively, you can use your local version of RNAhybrid (see Subheadings 2.2.

and 2.3., or 2.4.; see also Notes 5 and 6):

1. miRNA preparation. Save the miRNA sequences in Fasta format. Let us assume the file-
name queries.fasta.

2. Target preparation. Save the potential target sequences in Fasta format. Let us assume the
filename targets.fasta.

3. Search. Start RNAhybrid with the following options: RNAhybrid -D -t targets.fasta -q
queries.fasta. For every miRNA/target combination, this gives you the best (i.e., the ener-
getically most favorable) hybridization site, if a hybridization is possible. Option -D starts
RNAhybrid in “dummy mode,” in which no p-values are calculated (if you want p-values,
see Subheadings 3.2. and 3.3.). If you would like to see more sites per miRNA/target com-
bination, use the -b option. For example, to get up to five binding sites, use: RNAhybrid
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-D -b 5 -t targets.fasta -q queries.fasta. If you are only interested in hybridizations that have
a certain level of free energy, use the -e option. For example, to get only sites with an mfe
of –20 kcal/mol or better, use: RNAhybrid -e -20.0 -D -b 5 -t targets.fasta -q queries.fasta.
For further useful options, see Notes 7, 8, and 9. For output redirection, see Note 10. For
a discussion of runtimes, see Notes 11 and 12.

3.2. Whole-Genome Target Prediction
This section discusses the prediction of miRNA targets in a single genome (this does

not necessarily mean that all genes of an organism have to be analyzed).

Fig. 3. Example of an RNAhybrid output. (A) This is a hit between the target sequence
F13D11.2.1 (length 1458) and microRNA (miRNA) cel-let-7 (length 22). The minimum free
energy of the duplex is –28.2 kcal/mol, and this energy has a p-value of 0.064406 (there is no
p-value calculation in the simple web version). The duplex starts at position 1265 in the target
sequence (letter U). Paired bases are written directly on top of each other, unpaired bases are
two lines apart. (B) Graphical representation of the same hit. The miRNA is shown in gray, the
target in black (with an additionally marked 5' end). See also Note 16.
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3.2.1. miRNA Preparation
Save the miRNAs in which you are interested in Fasta format (for Fasta format, see

Note 4). If you do not have miRNAs of special interest in hand already, you can down-
load miRNAs, e.g., from the miRNA registry (see Note 13). Let us assume for the remain-
der of this section that the filename is queries.fasta.

3.2.2. Target Preparation
Save the potential target sequences in Fasta format. If you do not have sequences in

hand already, you can download them from a multitude of internet addresses (see Note
14). Let us assume for the remainder of this section, that the filename is targets.fasta.

3.2.3. Search
Start RNAhybrid with the following options: RNAhybrid -F -b 5 -r -o 1 -p 0.01 -t

targets.fasta -q queries.fasta. For every miRNA/target combination, RNAhybrid will
look for up to five binding sites (-b 5), calculate a Poisson p-value (-r, see also Sub-
heading 1.), sort the output by p-value (-o 1), and report only hits with p-values not
larger than 0.01 (-p 0.01). The p-values are calculated from parameters of evds, which,
in turn, are estimated on the results of the database search (induced by option -F). For
interpreting search results, see Note 15 on p-values and E-values. For output redirec-
tion, see Note 10.

3.2.4. Shuffling
With option -F, RNAhybrid calibrates its search (i.e., estimates miRNA-specific

parameters of evds, see Subheading 1.) based on the results of the actual database search.
This, however, only gives accurate estimates of statistical significance if the database
contains at least a couple of hundred sequences. If this is not the case, RNAhybrid can
generate random sequences based on the dinucleotide frequencies of the target data-
base, e.g., RNAhybrid -S 1000 -b 5 -r -o 1 -p 0.01 -t targets.fasta -q queries.fasta. The
option -S 1000 tells RNAhybrid to generate 1000 random sequences for each miRNA.
The calibration is performed in the beginning and protocoled in the output. This approach
assumes that dinucleotide distributions do not vary much over target sequences. Should
you observe a strong deviation, you are advised to repeat the analysis with the target
in question and to perform a calibration that is specific for this target (use this single
sequence as the argument to the -t option).

3.2.5. Heuristic Parameter Estimate
A quick alternative to using the -S option is a quick estimate of parameters that is

based on maximal duplex energies of the miRNAs. This requires telling RNAhybrid
the sequence set from which the targets are chosen. For example: RNAhybrid -s 3utr_
human -b 5 -r -o 1 -p 0.01 -t targets.fasta -q queries.fasta. Option -s 3utr_human deter-
mines the basic parameters that underly the heuristics, and has to be chosen appropriately.
A number of such sequence sets (and parameters) are hard-coded into the RNAhybrid
program. See RNAhybrid help (RNAhybrid -h) for possible options. Note that these
sets assume that no seed constraint is given, i.e., no -f option (on seeds, see Note 8).
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3.3. Large-Scale Multispecies Target Prediction
This section discusses the prediction of targets in multiple genomes. As outlined in

Subheading 1., the occurrence of binding sites in orthologous genes across species in-
creases the likelihood that the predicted miRNA/target relationship is real. In this sec-
tion, how to enter multiple sequence files into RNAhybrid is presented, as well as how
to tell the program which genes (targets and miRNAs) are orthologous.

3.3.1. miRNA Preparation
Save the miRNAs in which you are interested in Fasta format, as described in Sub-

heading 3.2. As an example, we assume that you have a set of human miRNAs named
hsa-miRNAs.fasta and a set of mouse miRNAs named mmu-miRNAs.fasta.

3.3.2. Target Preparation
Save the targets in which you are interested in Fasta format, as described in Subhead-

ing 3.2. As an example, we assume that you have a set of human targets named human_3
utr.fasta and a set of mouse targets named mouse_3utr.fasta.

To tell RNAhybrid which genes are orthologous, the genes have to be annotated with
unique keys. If, for example, the human sequences have Ensembl ids (such as ENSG
00000139618), you can annotate the mouse sequences with the human ids:

>ENSG00000139618 3'UTR
CTCACCATGGATGATGATACTGCCGTGCTCGTCATTGACAACGGCTCTGGCATGTG

CAAGGCCGGCTTTGCAGGTGACGA ...
>ENSMUSG00000041147–ENSG00000139618 3'UTR
AGGAAAGAAGACTCTCAGTTGTACAGTGCTGGAAGCACACACGCTTCTCTGCACC

CGACTGTGTCGTAGAGCTTGATTTC ...

In this case, the key is the human Ensembl gene id, written as a regular expression
as “ENSG[0–9]*” meaning “ENSG” followed by an arbitrary number of digits.

If your miRNA ids look like hsa-miR101 and mmu-miR101, the corresponding key
would be “-.*” meaning a dash followed by an arbitrary number of arbitrary characters.

Another easy possibility would be to assign numbers to target genes, such as

>100_ENSG00000139618 3'UTR
CTCACCATGGATGATGATACTGCCGTGCTCGTCATTGACAACGGCTCTGGCATG

TGCAAGGCCGGCTTTGCAGGTGACGA ...
>100_ENSMUSG00000041147 3'UTR
AGGAAAGAAGACTCTCAGTTGTACAGTGCTGGAAGCACACACGCTTCTCTGCAC

CCGACTGTGTCGTAGAGCTTGATTTC ...

The corresponding target key would be “[0–9]*_” meaning an arbitrary number of
digits followed by an underscore. Note that the keys have to be part of the sequence
identifiers, which are only the characters up to the first white space.

3.3.3. Search
You can now start RNAhybrid as follows: RNAhybrid -F -b 5 -o 1 -p 0.01 -t human_

3utr.fasta,mouse_3utr.fasta. -q hsa-miRNAs.fasta,mmu-miRNAs.fasta -a “ENSG[0–
9]*”,”-.*”
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Be careful that the comma-separated file lists do not contain any blank characters.
Option -a gives the target and miRNA keys. For an explanation of other options (espe-
cially -S and -s), see Subheading 3.2. The option -r is not necessary here, because
Poisson p-values are automatically calculated if there is more than one target file.

If you have just one miRNA set with which you would like to search multiple genomes,
you can give just that one set (however, you also have to provide a miRNA key):

RNAhybrid -F -b 5 -o 1 -p 0.01 -t human_3utr.fasta,mouse_3utr.fasta
 -q miRNAs.fasta -a “ENSG[0-9]*”,”-.*”

For interpreting search results, see Note 15 on p-values and E-values. For output
redirection, see Note 10.

3.3.4. Effective k
For an accurate assessment of statistical significance, it is of great importance to

consider the statistical dependence of orthologous target sequences (see Subheading
1.). This is done by calculating the effective number of orthologous sequences. This
calculation is performed if you enter the option -k:

RNAhybrid -k 500 -F -b 5 -o 1 -p 0.01 -t human_3utr.fasta,mouse_3utr.fasta
-q hsa-miRNAs.fasta,mmu-miRNAs.fasta -a “ENSG[0-9]*”,”-.*”

The effective number of orthologous sequences (“effective k”) is determined by
another shuffling procedure. Here, 500 shuffles of the miRNA in hand are performed
for each prospective set of orthologous target sequences (larger values give more accu-
rate results, but 500 should be sufficient). Figure 4 shows an example output.

4. Notes
1. Other prediction methods. There is a number of other miRNA target prediction methods,

the majority of which, however, are not available as a tool. Instead, predicted miRNA/target
interactions are presented on the web:

Fig. 4. RNAhybrid multispecies hit. RNAhybrid has found one hit of human microRNA
(miRNA) let-7b in human gene ENSG00000165152 and one hit of mouse miRNA let-7b in
mouse gene ENSMUSG00000039611 (additionally annotated with the human id). Although
the actual number of target genes is 2, the effective number (“effective k”) is only 1.7, leading
to the more accurate multispecies p-value of 0.000028 (the multispecies p-value that does not
consider the effective k, 0.000004, in this example, is output for illustrative purposes). For a
brief discussion of the effective number of orthologous sequences, see Subheading 1.
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• Drosophila target prediction at EMBL at http://www.russell.embl.de/miRNAs.
• The miRBase target database at the Sanger Institute: http://microrna.sanger.ac.uk/targets.
• The core program (called miRanda) can also by downloaded from: http://www.microrna.

org/miranda.html.
• A human subset of miRanda predictions at http://www.cbio.mskcc.org/mirnaviewer.
• The PicTar database at http://pictar.bio.nyu.edu.
• The TargetScan website at http://genes.mit.edu/targetscan/index.html.

2. Compiler version. The RNAhybrid source code should be compliant with the ISO C89
standard and can easily be compiled, e.g., with the GNU C compiler gcc in version 3.1. If
this does not work, ask your system administrator or inquire with the BiBiServ help team
at: http://bibiserv.techfak.uni-bielefeld.de/rnahybrid/contact.html.

3. RNAhybrid manual. The RNAhybrid distribution contains manual pages for RNAhybrid
that explain all parameters. If you follow the installation procedure of Subheading 2.3. or
2.4., they will be installed in a directory named man under the prefix directory (see Sub-
heading 2.4.).

4. Fasta format. In the Fasta format, each sequence entry consists of a line beginning with the
symbol “>” (the description line) and followed by the sequence’s identifier and description,
and one or more lines with the sequence itself. For example: >F13D11.2 Caenorhabditis ele-
gans hunchback like (hbl-1) 3'UTR TGAGGACGTCCTCGTTAAGGAAACACTTCCCA
TAGCCCCTTACCCTCGTCTAGTGACCCATTCTGAAATCGGCAGATAGACTTTCATGT
AGCTGGTTTAAGTTTTCTCTTCATTTTCTTTAACTTATCAATGTTCGGGCGT
TACCACTTT... A Fasta file can contain many such entries, which are just pasted one after
the other (also called a multiple Fasta file). Note that the relevant characters of the descrip-
tion line are only the characters up to the first white space, the so-called identifier (F13D11.2
in the entry sample given here). Be careful that every sequence has a unique identifier.

5. Path. To use RNAhybrid in the locally installed Unix version, make sure that the PATH
environment variable is set such that RNAhybrid can be found. If you work in a bash shell,
this would be accomplished by export PATH=/homes/juser/bin: ${PATH}, assuming that
RNAhybrid has been installed in /homes/juser/bin. In a cshell (or tcshell), the command would
be setenv PATH /homes/juser/bin: ${PATH}. If this does not work, contact your system
administrator.

6. Example sequences. Example sequences can be found in the RNAhybrid source distribu-
tion (see Subheading 2.2.) in the examples directory.

7. Sequence length restrictions. To prevent RNAhybrid from consuming too much memory,
the maximal length of a target sequence is set to 2000 nucleotides by default. If your com-
puter has enough memory, you can change this limit by using the -m option, e.g., RNAhybrid
-m 50000 -D -q queries.fasta -t targets.fasta. This tells RNAhybrid to search sequences of
lengths up to 50,000 nucleotides. There is an analogous option for query sequence lengths,
which is -n (default is 30 nucleotides), e.g., RNAhybrid -n 100 -D -q queries.fasta -t targets.
fasta. This would allow query sequences of lengths up to 100 nucleotides to be analyzed.
If a sequence (target or query) exceeds the limit, RNAhybrid prints an error message and
ignores the sequence. Note also that individual lines of sequence data must not be longer
than 1000 characters, regardless of overall length restrictions.

8. Seed forcing. It has been suggested that miRNAs usually bind perfectly to their target with
their 5'-region, e.g., from nucleotides 2 to 7 or 8 (called seed or nucleus, see, e.g., ref. 4).
Although there are experimentally verified exceptions (see targets for let-7 and lin-4 in C.
elegans [5]), many true binding sites should be found with this restriction, and these should
have a better statistical significance, because chance occurrences of such binding sites are

http://www.russell.embl.de/miRNAs
http://microrna.sanger.ac.uk/targets
http://www.microrna.org/miranda.html
http://www.microrna.org/miranda.html
http://www.cbio.mskcc.org/mirnaviewer
http://pictar.bio.nyu.edu
http://genes.mit.edu/targetscan/index.html
http://bibiserv.techfak.uni-bielefeld.de/rnahybrid/contact.html
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less likely than chance occurrences of arbitrary good binding sites. In the local version of
RNAhybrid, this can be achieved with the option -f, which takes the start and end position
of the seed, e.g., RNAhybrid -f 2,7 -D -q queries.fasta -t targets.fasta. Note that this still
allows G:U base pairs.

9. Plant targets. miRNA/target interactions in plants (see e.g., ref. 6) are, in general, differ-
ent from those in animals: first, plant miRNAs usually bind in coding regions of mRNAs,
second, the hybridization is stronger, especially around nucleotides 10 and 11 in the miRNA,
which leads to cleavage of the targeted mRNA, not to a translational repression as in
animals. These requirements can be met by using RNAhybrid with the following options:
RNAhybrid -f 8,12 -u 1 -v 1 -D -q queries.fasta -t targets.fasta. Option -f 8,12 forces
RNAhybrid to perfect hybridizations between miRNA and target at positions 8–12 in the
miRNA, -u 1 restricts the size of internal loops to a maximum of 1 nucleotide (on each
side), -v 1 restricts the size of bulge loops to a maximum of 1 nucleotide.

10. Output redirection. Note that, when using the local Unix version of RNAhybrid, results
are output to stdout, therefore, you should redirect them to a file, e.g., RNAhybrid -D -t
targets.fasta -q queries.fasta > rnahybrid_output. For large data sets, it might be required
to save disk space by using RNAhybrid’s compact output mode (option -c), in which
individual hit reports, such as the one in Fig. 3, are written onto single lines: RNAhybrid
-c -D -t targets.fasta -q queries.fasta > rnahybrid_output.

11. Approximate runtime. The runtime of RNAhybrid depends very much on the search mode.
For example, in dummy mode (option -D, no p-values), searching 50 sequences of 24,000-
bp total length with one miRNA (length 22 bp) takes 1.5 s on a Sun Fire V20z (AMD Opteron
processor). Searching a set of 25,000 human 3' UTRs takes 33 min. A complete prediction
of human/mouse/rat targets (141 conserved miRNAs; 57,000 targets in total), using the
approach described in Subheading 3.3. on a cluster of 60 Opterons is accomplished in 2
d. For such large amounts of data, using a distributed computing system is advisable (see
Note 15).

12. Distributed computing. Although RNAhybrid is a fast program, the analysis of hundreds
of miRNAs and tens of thousands of potential targets is extremely time intensive (see Note
14). For such large amounts of data, you are advised to distribute the calculations onto
several machines. This is easiest with a scheduler system, such as Sun Grid Engine (SGE,
http://gridengine.sunsource.net) or Load Sharing Facility (LSF, http://www.platform.
com). Ask your system administrator if you have access to such a system. To distribute
RNAhybrid jobs, you can either chop your set of miRNAs into smaller sets, or do the same
with your target sequence set. In any case, if you are performing a multispecies analysis,
as in Subheading 3.3., be careful that orthologous sequences (either miRNAs or targets)
are analyzed in the same job.

13. Obtaining miRNA sequences. Sequences of experimentally confirmed miRNAs can be ob-
tained from the miRNA registry at the Sanger Institute: http://www.sanger.ac.uk/Software/
Rfam/mirna/index.shtml. You can browse miRNAs by species, select the ones you want
(e.g., all human miRNAs), and download their sequences at one time.

14. Obtaining target sequences. Potential target sequences can be downloaded from a variety of
sources on the internet. One possibility would be the Ensembl database: http://www.ensembl.
org. If you want to download many sequences, it is best to use Ensembl’s MartView: http://
www.ensembl.org/Multi/martview. There, you can also easily select sequences of 3' UTRs
from a number of model organisms. For flies, an excellent resource is http://www.flybase.
org. For Arabidopsis, go to http://www.arabidopsis.org. For other plant genomes (or eukary-

http://gridengine.sunsource.net
http://www.platform.com
http://www.platform.com
http://www.sanger.ac.uk/Software/Rfam/mirna/index.shtml
http://www.sanger.ac.uk/Software/Rfam/mirna/index.shtml
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otic genomes in general), have a look at http://www.tigr.org/tdb/euk. If you are interested
in worm genes, this is a good address: http://www.wormbase.org.

15. The p-values and E-values. The p-values occur at different stages of an miRNA target predic-
tion: they are assigned to individual hits, to multiple hits of the same miRNA to one target
(Poisson p-values), and to hits in orthologous genes across species (multispecies p-values).
The p-values are important, because they assess the statistical significance of the search
results, thereby providing a guide to which predictions one can be confident in. Small p-
values indicate that observations (in our case good binding sites) can not easily be explained
as random events, therefore, are likely to carry a biological meaning. RNAhybrid p-values
always refer to target genes, e.g., an individual hit p-value is the probability of a hit of the
observed quality or better under a random model, given the one miRNA and the one target.
Because usually we want to analyze many targets and many miRNAs, this is a multiple
testing scenario, testing combination after combination. In the end, what we would like to
know is the expected number of hits of a certain quality, the so-called E-value. We can cal-
culate E-values by multiplying p-values with the number of tests. For example, if we ana-
lyze 10,000 targets and 100 miRNAs, each p-value has to be multiplied by 1,000,000 (10,000
↔ 100). On the other hand, if we have only a very small set of potential targets (maybe
experimentally defined), E-values will be much smaller, thus, increasing our confidence in
the predictions.

16. Graphics support. RNAhybrid can produce graphics of predicted miRNA/target duplexes
in ps, png, and jpg format. For this, you need the graphics library g2, which you can down-
load from http://g2.sourceforge.net, and the library gd from http://www.boutell.com/gd.
If you have compiled and installed everything successfully (see Subheading 2.4.), you can
give RNAhybrid the option -g, with the argument being either ps, png, jpg, or all. For an
example, see Fig. 3. Using the appropriate setting of RNAhybrid options, be careful that not
too many graphics are generated, because this can easily lead to an exhaustion of disk space.
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Summary

MicroRNAs (miRNAs) are small, nonprotein-coding RNAs that regulate gene expres-
sion. Although hundreds of human miRNA genes have been discovered, the functions of
most of these are unknown. Computational predictions indicate that miRNAs, which account
for at least 1% of human protein-coding genes, regulate protein production for thousands of
or possibly all of human genes. We discuss the functions of mammalian miRNAs and the
experimental and computational methods used to detect and predict human miRNA target
genes. Anticipating their impact on genome-wide discovery of miRNA targets, we describe
the various computational tools and web-based resources available to predict miRNA targets.

Key Words: MicroRNA; microRNA targets; gene regulation; gene silencing; transla-
tional repression; computational prediction.

1. Introduction
miRNAs are small (~22 nucleotides) RNAs that mediate posttranscriptional silenc-

ing of genes by base pairing with target messenger RNAs (mRNAs) (1). Animal miRNAs
are known to either inhibit translation initiation (2) or direct the target mRNA degra-
dation (3, 4). The study of miRNAs may revolutionize our view of genes and open up
a new world of molecular networks. To date, approx 300 miRNAs have been identi-
fied in the human genome (5) and hundreds more have been predicted computationally
(6–8). Computational predictions of miRNA target genes reveal the potential scope
and scale of gene regulation by miRNAs. In particular, miRNAs are predicted to regu-
late translation of thousands or possibly all of human genes. The regulation of genes
by miRNAs is likely to generally involve the modulation of multiple mRNAs by a given
miRNA (“multiplicity”) and cooperative interactions of multiple miRNAs (“coop-
erativity”) to regulate a given gene (9–12). The emerging complexity of miRNA-medi-
ated gene regulation is reminiscent of transcriptional regulation in promoter regions
of DNA in which one-to-many and many-to-one relations exist between regulatory
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factors and regulated genes (13, 14). The combinatorial relationships influence the
methods to determine the likelihood that a particular gene is a target of a given miRNA.

Differential expressions of mammalian miRNAs have been shown to occur in speci-
fic cell types, tissues, and embryonic stem cells (15–26). Distinct miRNA expression
profiles are associated with diseases, such as human B-cell chronic lymphocytic leuke-
mia (27), lung cancer (28) and diabetes mellitus (29). Recently, miRNAs were also iden-
tified in human pathogens such as, Epstein–Barr virus (30), HIV (31), cytomegalovirus
(32), and Kaposi’s sarcoma virus (32, 33). The observed dynamic range of expression
of miRNAs underscores their functional importance and suggests that their expression
profile could be useful to predict their function.

Although the molecular mechanisms behind miRNA-mediated gene regulation are
largely unknown, the principles of miRNA target recognition are emerging. Experimen-
tally verified miRNA target sites indicate that the 5' end of the miRNA tends to have
more bases complementary to the target than its 3' end (34). The 5' end of an miRNA:
mRNA duplex does not seem to generally tolerate G:U wobble basepairs (12, 34). How-
ever, some miRNA target sites with G:U basepairs are also known to be functional
(3,10, 35). Interestingly, the regions near the miRNA-binding site may also be important
for miRNA target recognition. In lin-41, a 27-nucleotide intervening sequence between
two consecutive let-7 sites is necessary for its regulation (36). We anticipate that other
regions in the target mRNA (e.g., RNA sequence motifs that bind protein complexes)
may also be important for the function of miRNAs.

In this chapter, the known functions of mammalian miRNAs are briefly discussed,
followed by the experimental and computational methods used to detect human miRNA
targets. In general, computational methods have been a key factor in the identification of
miRNA-regulated genes in several species (34, 37–42). Therefore, we provide a detailed
description of the steps involved in the prediction of human miRNA targets.

1.1. The Known Functions of Mammalian miRNAs
Genetic and molecular studies in mammals have identified the biological functions

of several mammalian miRNAs. Experiments in mouse have shown that miR-181a mod-
ulates hematopoietic differentiation (43); miR-196 negatively regulates the expression
of Hoxb8 (3, 44); miR-375 inhibits glucose-stimulated insulin secretion by targeting
the pancreatic endocrine protein, myotrophin (39); miR-1 downregulates a transcription
factor (Hand2) that promotes ventricular cardiomyocyte expansion (45); and miR-122a
reduces the expression of the germ cell transition protein 2 (Tnp2) via the cleavage of
the Tnp2 mRNA transcript (46). Additionally, miR-122a is thought to negatively regu-
late CAT-1, an essential gene that encodes an endogenous ecotropic murine retrovirus
receptor, which is associated with leukemia (47). Experiments conducted using human
cell lines and tissues indicate that the let-7 miRNA family negatively regulates the NRAS
and KRAS oncogenes (48). The expression of let-7 inversely correlates with expression
of the NRAS protein in lung cancer tissues, suggesting a possible causal relationship
(48). In HeLa cells, miR-17-5p and miR-20a, which are located within a 500-nucleotide
region (miR-17-92 cluster) and are under the transcriptional control of c-Myc, nega-
tively regulate the transcription factor, E2F1 (49), possibly buffering the mutual posi-
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tive activation of E2F1 and c-Myc (50). The overexpression of miR-17-19b, a member
of the miR-17-92 cluster, accelerates c-Myc-induced lymphomagenesis in mice (51).
Current evidence indicates that miRNAs could act as potential human oncogenes or
tumor suppressors. In cultured human preadipocytes, miR-143 promotes adipocyte dif-
ferentiation, possibly by increasing the level of its suggested target gene, ERK5 (52).
Human miRNAs are also thought to have antiviral potential (53). For instance, the
accumulation of the retrovirus primate foamy virus type 1 in human cells is effectively
restricted by miR-32 (53).

A number of studies have linked specific miRNAs to cancer (17, 27, 54–61), Fragile
X syndrome (10, 62–65), and neurodegenerative diseases (18). Recent analysis of the
genomic location of known miRNA genes suggests that 50% of miRNA genes may be
located in cancer-associated genomic regions or in fragile sites (58). For instance, the
miRNAs miR-15 and miR-16 are located within a 30-kb region at chromosome 13q14,
a region deleted in 50% of B-cell chronic lymphocytic leukemias, 50% of mantle cell
lymphoma, 16 to 40% of multiple myeloma, and 60% of prostate cancers (54, 55, 66).
This raises the possibility that loss of miR-15 and miR-16 contributes to tumorigen-
esis. Similarly, miR-143 and miR-145 are downregulated at the adenomatous and can-
cer stages of colorectal neoplasia (56). Additionally, miR-155 is upregulated in children
with Burkitt lymphoma (57). The clinical isolates of several types of B-cell lympho-
mas, including diffuse large B-cell lymphoma, have 10- to 30-fold higher copy num-
bers of miR-155 than do normal circulating B-cells. Interestingly, the mRNA of the
transcription factor PU.1, which is required for late differentiation of B-cells, contains
potential miR-155 regulatory sites that are conserved in human, mouse, rat, dog, and
chicken (10, 59). A recent study of global expression levels of miRNAs in normal and
tumor-tissue samples, using beads marked with fluorescent tags, suggested that miRNA
profiles reflect the developmental lineage and differentiation state of the tumors (60).
The study also showed that miRNA expression patterns may be generally more accu-
rate than mRNA profiles for the classification of poorly differentiated tumors.

Several miRNAs are also known to be important factors in the development or main-
tenance of the neoplastic state. In adult differentiated cancer cells, depletion of miR-
125b profoundly decreases cell proliferation (67), and the knock-down of the strongly
overexpressed miR-21 in cultured glioblastoma cells triggers the activation of caspases,
which leads to increased apoptotic cell death (68). Additionally, several miRNAs that
mediate the regulation of cell growth and apoptosis were identified in HeLa cells (69).
A growing amount of evidence suggests that miRNAs are associated with a multitude of
biological processes. However, the details of the regulation by miRNAs are still largely
unknown. Although a few miRNA target genes have been experimentally identified,
the details of their precise binding sites are largely unknown. We anticipate that many
more miRNA-regulated genes will be identified in the near future.

1.2. Experimental Methods to Identify miRNA Functions
The genes regulated by hundreds of human miRNAs must be experimentally identi-

fied. Most experimental protocols that probe a specific miRNA–target interaction assess
the regulatory capacity of the 3' untranslated region (UTR) that contains the predicted
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miRNA binding sites. Such protocols fuse the regions of the 3' UTR from predicted tar-
gets to a reporter construct (38,41, 48). The predicted UTR targets tested by the reporter
constructs generally seem to confer significant repression on the reporter, with respect
to a control UTR (38, 41). However, the reporter-based assays fall short of establishing
whether the observed regulation would occur with the full-length UTR in vivo or whether
other endogenous miRNAs regulate the candidate gene of interest. In addition, if the
miRNA is exogenously introduced, its concentration may exceed the physiological
levels in the cell. The abnormal miRNA levels may cause aberrant cellular functions,
which may result in the indirect regulation of the gene. The problem can be partially
overcome if the effects of point mutations in the target site are assessed using an assay
that makes use of the full-length 3' UTR.

Overexpression of endogenous miRNAs may be used to provide additional evidence
to validate a potential miRNA target (28, 39,45). Recent evidence suggests that miRNAs
can affect transcript levels, as well as protein levels of target genes (4). Therefore, micro-
array-based profiling of miRNA-transfected cells may also be useful for the identifica-
tion of the functions of miRNAs (4).

Loss-of-function-based experiments are among the definitive tests to validate miRNA-
mediated gene regulation. A given miRNA loss-of-function mutant must cause corre-
sponding deregulation of its genuine targets, and the mutation of miRNA-binding sites
must at least partially phenocopy the corresponding miRNA loss of function (70). The
loss of function of a miRNA can be achieved by small interfering RNA knockdown, in
which the small interfering RNA is targeted to the loop region of the precursor miRNA
(71). Loss of function may also be achieved by inhibiting miRNAs via chemical inhib-
itors, such as 2'-O-methyl oligoribonucleotides (72), locked nucleic acids (73, 74), and
morpholinos (75).

1.3. Computational Methods to Identify miRNA Functions
Experimental identification of miRNA-regulated genes is mainly dependent on com-

putationally predicted miRNA targets or on conjectures based on miRNAs associated
with specific biological pathways. Most computational methods for the prediction of
miRNA targets are based on models of the nature of the pairing between the miRNA
and the target gene. Computational predictions indicate that miRNAs may regulate pro-
tein production for thousands of human genes. Because of the importance of computa-
tional methods for the identification of miRNA targets, we describe them in greater
step-by-step detail (Subheading 2.).

2. Methods
The three main steps involved in most computational approaches to predict miRNA

targets are (Fig. 1A):

1. To obtain miRNA and 3' UTR sequences.
2. To scan for potential miRNA target sites.
3. To analyze evolutionary conservation of the target sites.

We next describe these steps in detail.
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2.1. Obtain the miRNA and 3' UTR Sequences
The known human miRNA sequences (see Note 1) can be obtained from public data

repositories, such as RFAM (5). The 3' UTR sequences of human genes can be extracted
using the Entrez nucleotide database (76). If a 3' UTR sequence of a given human gene

Fig. 1. Prediction of human microRNA (miRNA) targets. Steps involved in computational
prediction of miRNA targets and an example of the conservation pattern of an miRNA target site
in distantly related species. (A) The mature miRNAs are used to scan the 3' untranslated regions
(UTRs) of human genes using a computational method (steps 1 and 2). The candidate miRNA
target sites are then analyzed for their conservation in distantly related species (step 3), such as
Canis familiaris (dog), Mus musculus (mouse), Rattus norvegicus (rat), and Gallus gallus
(chicken). (B) An example for a conserved miRNA target site; a let-7 target site (underscore) in
the 3' UTR of the protooncogene, NRAS, is conserved between human, mouse, rat, and chicken.
The 5' end of the miRNA-binding site has more completely conserved nucleotides (solid black)
than at the 3' end of the miRNA. The predicted mode of binding between let-7 and the human
NRAS 3' UTR is also indicated.
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is unknown, the genomic region downstream of the stop codon of the gene may be used
instead. The Ensembl (77) web interface provides a simple way to extract downstream
genomic regions (see Note 2). The use of 3' UTR sequences to scan for miRNA binding
sites assumes that the miRNA-binding sites are located in the 3' UTR region. However,
the observation that binding sites in the coding region (78) can also mediate translational
suppression leaves it unclear whether this assumption is warranted.

2.2. Scan for Potential miRNA Target Sites
Recently, several computational methods were developed to predict animal miRNA

target sites (9–11, 37,41,42, 79–84). The computational methods, such as DIANA-microT
(41), MicroInspector (85), miRanda (9), and RNAhybrid (80), are readily available to
the scientific community (Table 1). In general, computational methods that predict
miRNA targets are based on the complementarity between the miRNAs and the 3' UTRs
of their potential targets, with an emphasis on the pairing around positions two to eight
at the 5' end of the miRNA, and on the thermodynamics of the association between the
miRNA and its target. The principles behind the various computational approaches
are similar and are based on experimentally observed pairing patterns between animal
miRNAs and their target genes. However, the methods differ in important details, spe-
cifically in the scoring schemes that are used to detect, score, and rank the target sites.
For instance, methods such as DIANA-microT, MicroInspector, miRanda, and RNAhybrid
allow occasional mismatches and G:U basepairs between the complete miRNA sequence
to the 3' UTR sequence (9, 41, 80, 85). PicTar and TargetScanS require a perfectly base-
paired stretch of 6 to 7 nucleotides (“seed”) at the 5' end of the miRNA and its target site
(40, 84). The cooperative regulation of genes by multiple miRNA target sites is also
incorporated by miRanda and PicTar in their cumulative scoring schemes. In addition,
miRanda makes use of a weighted scoring scheme to detect target sites that require bind-
ing at the 3' end of the miRNA (86) and target sites that require perfect base pairing at
the seed region (34).

Among these methods, the miRanda software was the first open-source software made
available. It is one of the commonly used tools to scan for miRNA target sites (9, 10, 30,
33, 86, 87). The miRanda (v1.9) algorithm searches for stretches of complementary
nucleotides that correspond to a double-stranded antiparallel duplex between a given
miRNA and its target sequence. The complementarity scores at positions two to eight
are multiplied by a scaling factor (currently set to 4.0), so as to reflect the observed 5' to
3' asymmetry in miRNA–target interaction. The method also calculates the free energy
of duplex formation using the Vienna package (9). miRanda may be used through a
graphical user interface on Mac OS X via the command line on UNIX-based systems,
and via a web browser. The software also provides ways to adjust the parameters used
for detecting candidate target sites.

2.3. Select Conserved Target Sites
Biologically relevant animal miRNA regulatory sites generally do not have a sta-

tistically significant level of pairing between the miRNA and its target. Therefore, addi-
tional information, such as evolutionary conservation of the candidate target sites in
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Table 1

Resources for the Prediction of Human MicroRNA Targetsa

Resource Availability Targets Program Server References

DIANA-MicroT http://diana.pcbi.upenn.edu/DIANA-microT � (41)
MicroInspector http://mirna.imbb.forth.gr/microinspector � (85)
miRanda http://www.microrna.org � � �  (9, 10, 30)
MovingTargets Program is made available on request � (95)
PicTar http://pictar.bio.nyu.edu � (40)
RNAhybrid http://bibiserv.techfak.uni-bielefeld.de/rnahybrid � �  (80)
TargetScan http://genes.mit.edu/targetscan/index.html � (38, 84)

aThe checked lists of resources are freely accessible. Targets, predicted mammalian miRNA targets; program, a downloadable program to scan
for miRNA target sites in 3' UTRs; and server, a computational server to identify candidate miRNA targets.
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distantly related species, could be useful to limit the list of candidate targets. For instance,
12 of the 22 nucleotides of the let-7 target site in human NRAS are conserved in dog,
mouse, rat, and chicken (Fig. 1B). The use of evolutionary conservation may aid in
indirectly incorporating other unknown requirements for miRNA–target recognition.

To analyze the evolutionary conservation of the human miRNA–target interaction
in other species, such as mouse or chicken, the orthologous target gene and the ortho-
logous miRNA must be identified. The Ensembl web interface (77) and the National
Center for Biotechnology Information HomoloGene (76) are valuable resources to iden-
tify homologs of human genes in several other species (see Note 3). The orthologs of
human miRNAs in other genomes may be obtained from RFAM (88) or identified (89)
by an alignment search program, such as BLAST, the basic local alignment search tool
(76, 90). Once the ortholog of a candidate target human gene is identified, the simplest
approach to analyze the evolutionary conservation of the target site is to check whether
the 3' UTR of the orthologous gene also contains target sites for the given miRNA
ortholog (Subheading 2.2.). More stringently, multiple sequence alignment programs,
such as MAVID (91, 92), can be used to align the 3' UTR sequences (Fig. 1B), or pre-
computed multiple sequence alignments may be used (e.g., University of California,
Santa Cruz genome browser [93]). The multiple sequence alignment tool can then be
used to analyze the positional conservation of the target sites in the 3' UTR sequences.

Current methods for prediction of miRNA targets generally rely on conservation
filters to enhance the significance of their predictions. However, some of the biological
processes that require a specific miRNA–target interaction may be specific to humans
(8); such miRNA–gene interactions are evolutionarily not conserved in other species.
Therefore, other considerations are essential to add confidence to the list of candidate
miRNA–target interactions (see Notes 4–7).

3. Notes
1. Distinct strategies (e.g., cloning of miRNAs) used to clone a given miRNA may cause vari-

ations in the reported sequence composition of the miRNA at its terminal ends. The compu-
tational prediction methods are sensitive to sequence variations at the 5' end of the miRNA.
Hence, the sequences of mature miRNAs must be carefully selected, preferably based on the
most frequently observed mature form.

2. The average length of mammalian 3' UTRs is approx 1000 nucleotides. Therefore, when
3' UTR sequences are arbitrarily assigned by extracting downstream sequences of the stop
codon (Subheading 2.1.), it is prudent not to extend them far beyond 1000 nucleotides, so
that the number of false predictions is minimized.

3. In some cases, for a given gene, computational tools (Subheading 2.3.) may not identify
the functionally equivalent orthologous gene or may predict several orthologs. In such cases,
additional information must be used to identify orthologs.

4. The miRNA and the gene must be coexpressed to interact physically. Therefore, the co-
expression pattern of the miRNA and the potential target gene may be useful to increase the
accuracy of the predictions. However, if the miRNA directs the degradation of the target
mRNA, their expression patterns will be anticorrelated.

5. A number of experimentally validated miRNA targets contain multiple predicted miRNA-
binding sites. Thus, in addition to evolutionary conservation of the target sites, the presence
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of multiple sites in a 3' UTR may also be used as a confidence measure to evaluate target
genes. However, single miRNA-binding sites are also known to confer regulation of mRNAs
in vivo, hence, they should not be disregarded.

6. The predicted regulation of multiple mRNAs by a given miRNA in a common biological
process is a useful feature for identifying compelling miRNA target candidates. For exam-
ple, miR-196 is thought to repress the expression of several of the HOX genes during ver-
tebrate development (3, 44).

7. The secondary structure of the mRNA can be calculated using RNA folding programs (94).
The information regarding accessibility of the target site to the miRNA based on the mRNA
secondary structure may be used to eliminate false predictions (42, 45).
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Summary

In this chapter, we review evidence that at least three different types of microRNA
(miRNA)–messenger RNA (mRNA) target interactions exist in mammals: short seeds, long
seeds, and “perfect” hits (allowing G:U matches). Because new types of miRNAs are still
being discovered, this list may not yet be complete.

Key Words: MicroRNA; microRNA target prediction; RNA interference; LINE-2;
genomic repeats.

1. Introduction
The phenomena of RNA interference were first defined in plants and Caenorhabditis

elegans, and have subsequently been studied in all living phyla, including mammals
(1). Among several different populations of small RNAs that have been identified, the
miRNAs have perhaps received the most attention because they arise from well-defined
genomic precursors, because they appear to regulate mRNA stability and/or transla-
tion, and because they are clearly important for development and cell differentiation
(see reviews in refs. 2–4).

During the past few years, a growing number of biologically validated mRNA tar-
gets have been identified for specific miRNAs. In plants, many of the mRNA targets
appear to encode transcription factors; the miRNAs often show perfect or nearly perfect
“long-seed” complementarity with its target, and miRNAs bind within the protein-cod-
ing region as well as in untranscribed regions (5, 6). In C. elegans and Drosophila, the
situation appears to be quite different: the 5' end of the miRNA generally exhibits a
short, perfect “seed” of 6 to 8 nucleotides in length, excluding G:U matches, which
appears to be targeted to the 3' untranslated region (UTR) of the mRNA (2–4).

A number of studies have used biologically validated mRNA targets in C. elegans
and Drosophila as a training set for machine-learning algorithms to predict additional
mRNA targets that follow the same rules in a variety of species, including mammals
(7–15). Most of these studies focused attention on 3' UTR regions that are well-con-
served across species to minimize the chance of false-positive predictions. Indeed, based
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on these rules, each miRNA appears to have approx 10 to 100 plausible mRNA tar-
gets. Studies of miRNA–mRNA binding have confirmed the importance of short seeds
having a 5' end location within certain miRNAs (16).

However, it does not appear that all mammalian miRNAs interact with their targets
via short seeds. Xie et al. (17) identified a large number of 8-mer motifs within 3' UTRs
that were conserved across multiple mammalian species, which correspond to short-
seed mRNA target regions. Only approximately half of currently identified mammalian
miRNAs mapped to one of these motifs, suggesting that the remaining miRNAs may
obey different types of binding interactions with their targets.

In a recent study, we asked whether mammalian miRNAs may exhibit long-seed
complementarity interactions with their mRNA targets (18). Although no biologically
validated mammalian miRNA–mRNA pairs were known at the time, we took the sta-
tistical approach of looking at the entire set of potential binding interactions among all
known miRNAs and all mRNAs in the human RefSeq database. To define the level of
binding interactions that would be expected by chance, each miRNA sequence was
scrambled 10 times (either by random permutation or by maintaining the dinucleotide
composition; both methods gave similar results) and each of the scrambled miRNAs
was tested. Our underlying assumption is that scrambled sequences will hit mRNA at
random and define the noise level in any given situation, whereas miRNA sequences
will hit the same number of noise interactions plus any true targets.

2. Methods

2.1. Retrieving the miRNA and RefSeq mRNA Sequences
The set of mature miRNA sequences are available in FASTA format in a plain text

file from the miRNA Registry (http://www.sanger.ac.uk/Software/Rfam/mirna/). This
file contains all miRNA sequences from all species, and the human sequences are iden-
tified by lines beginning with “>hsa.” The most recent set of human mRNA sequences
in the National Center for Biotechnology Information (NCBI) RefSeq database (http://
www.ncbi.nlm.nih.gov/RefSeq/) can be retrieved by submitting the query “srcdb_refseq
[prop] AND biomol_mrna[prop] AND homo sapiens[orgn]” to the Entrez Nucleotide
(http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=Nucleotide) database, and saving
the results to a local file. The RefSeq database is updated often, therefore, one is not
likely to retrieve the same set of records for the same query performed twice, e.g., a
month apart. Some records are deleted, some are temporarily removed while being anno-
tated, and some are replaced by newer versions (although the actual sequence may not
be changed). However, the status of any given record can be found by searching via
the GI or accession numbers.

2.2. Preprocessing
Many miRNA sequences are similar (some even differ only in 1 or 2 nucleotides),

a fact that could potentially affect the statistics in this study. To remove redundant
miRNAs, we compared all miRNA sequences pair-wise, removing the shorter miRNAs
from consideration if they overlapped with 10 or more nucleotides. Because we only

http://www.sanger.ac.uk/Software/Rfam/mirna/
http://www.ncbi.nlm.nih.gov/RefSeq/)
http://www.ncbi.nlm.nih.gov/RefSeq/)
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=Nucleotide
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count exact hits of at least 10 nucleotides, no hits on the same mRNA at the same
location will be counted more than once.

To create a population of “negative control” sequences to represent what is expected
by chance, we created 10 scrambled versions of each miRNA sequence by randomly
permuting its nucleotides. This maintains the base composition but not the order. Alter-
natively, we also scrambled the sequences but preserved the dinucleotide composition
by first splitting each miRNA sequence into chunks of two nucleotides analogous to a
reading frame: once starting with the first nucleotide and once starting with the second
nucleotide. We then permuted these chunks to create a second set of scrambled miRNA
sequences.

Note that RefSeq mRNA sequences use a “T”, whereas the miRNA Registry files
use a “U.” The regular expression $sequence =~ s/T/U/g substitutes each occurrence
of a T with a U, which is necessary to be able to match the two sequences (Fig. 1).

2.3. Aligning miRNAs With mRNA Sequences
Because the standard basic local alignment search tool (BLAST) server at NCBI is

unable to find imperfect alignments of the nature studied here (potentially with large
gaps and multiple mismatches per matched nucleotide) (19), we wrote a Perl script to
perform a custom-gapped BLAST alignment. The procedure comprises two main steps:

2.3.1. Identifying Exact Hits
Because we are looking for sequence complementarity (in which miRNAs bind to

mRNAs), each miRNA sequence (and their scrambled counterparts) are first reversed
and then complemented (i.e., A♦U, C♦G, U♦A, and G♦C). Complementation can
be accomplished with the regular expression $sequence =~ tr/ACUG/UGAC/g. For

Fig. 1. Perl script to match a subsequence of a microRNA with a messenger RNA. See
Subheading 2. for details.
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each pair of miRNA and mRNA sequences, take all subsequences of the miRNA in
decreasing length, starting with the entire sequence and going down to 10 nucleotides.
Search for this subsequence within the mRNA sequence (see Perl code in Fig. 1). If an
exact match is found, then the hit site on the mRNA is replaced with Xs, therefore, only
the longest hit by the miRNA at this site will be counted. The hits are then recorded in
a hit file identifying the two sequences, the length of the hit and the location on each of
the two sequences.

Often, several different RefSeq records represent close variants of the same mRNA.
To prevent this redundancy effect from inflating the statistics on exact hits, we only
count the longest mRNA and do not count hits on other mRNAs whose sequences
matched exactly on the 25 nucleotides on each side of the hit. This removes hits that
have long stretches of exactly the same sequences, and preserves the hits that only
share the hit region and not the flanks. We also remove hits having low complexity
sequences by using the regular expression $sequence =~ s/((.+)\2{4,})/’N’ x length
$1/eg (Lincoln Stein, Bioperl: Repetitive DNA, http://bioperl.org/pipermail/bioperl-l/
1999-November/003313.html).

2.3.2. Extending the Exact Hits
Given an exact hit of 10 or more nucleotides, with no gaps, mismatches, or G:U

matches, the seed region is extended in both directions to find the optimal alignment
allowing for large gaps and multiple mismatches. This is achieved by penalizing gaps
at only a fraction of the reward of a match, and making the mismatch penalty a frac-
tion of the reward of a match. Note that the BLAST program from NCBI tends to not
identify good alignments in this scenario, probably because of the method of calculat-
ing significance (i.e., “Expect Values”). We allow a ratio of up to 4 to 1 between mis-
matches and matches, and allow a 4-nucleotide gap between matches, and allow a longer
gap as long as multiple matches are obtained as a result. This is achieved with the param-
eters: match reward, r = 10; mismatch penalty, q = −2.5; open-gap penalty, G = 8;
extend-gap penalty, E = 0.5.

Given a pair of sequences x and y of lengths m and n, respectively, let xi, yj denote their
i-th and j-th nucleotide, respectively. Then, the alignment score is calculated as follows:

Start by assigning Score(0,0) = 0. Then, for i = 0,1..., m and j = 0,1, ..., n compute
the score using the following equation:

Score(i − 1, j − 1) + (r − q) ↔ Match(xi , yj) + q
Score(i, j) = max Score(k, j ) − G − E ↔ (i − k), k = 0,.., i − 1

Score(i, k) − G − E ↔ (j − k), k = 0,.., j − 1

where Match(xi, yj) = 1 if xi + yj, and 0 otherwise.

The greatest score is then given by Score(m,n). If the actual alignment is to be found,
one needs to also keep track of the path from (0,0) to (m,n) in the Score array.

For each record identified in the hit file, a sequence alignment is performed between
the right flank of the miRNA vs the right flank of the mRNA using the recursive equa-
tion given, ensuring that the first nucleotides are either gap or mismatch scored. The
same procedure is performed on the left flanks, after which the total score is tallied
and recorded in a file. When allowing for G:U matches, nucleotide C in the miRNA

{

http://bioperl.org/pipermail/bioperl-l/1999-November/003313.html
http://bioperl.org/pipermail/bioperl-l/1999-November/003313.html
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reverse-complement sequence is replaced by C or U, and nucleotide A is replaced by
A or G (Fig. 1) indicating that multiple combinations should receive a match reward.

3. An Analysis of Long-Seed Interactions
Between Mammalian miRNAs and Their Targets

As shown in Fig. 2, a large number of long-seed complementary interactions existed
between miRNA sequences and mRNA sequences having 10 or more exact matches
(excluding G:U matches), which differed significantly from the level expected by
chance. Strikingly, at longer seed lengths, the difference between the miRNA set and
the scrambled set became more and more pronounced; at a seed length of 16 or greater,
there were 3.5 times more examples of potential target interactions in the miRNA set
than in the scrambled set, and at a seed length of 17 or greater, the ratio was greater than
7 to 1 (Fig. 2).

Fig. 2. MicroRNAs (miRNAs) and their scrambled counterparts interact differently with the
population of human mRNAs. Shown are all exact hits of at least 10 bases long (not counting
G:U matches) produced on human RefSeq mRNAs by the set of nonredundant miRNAs vs the
average of 10 replications of scrambled control sequences. Shown is the number of hits as a
function of exact hit length. Only the longest hit was counted, e.g., for a hit of length 18, the
two subsets of length 17 in the same hit position were not counted. (Reproduced with permis-
sion from ref. 18.)
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This finding suggested that some true miRNA–mRNA target interactions may involve
long seeds. To further define a list of candidate mRNA targets with high confidence,
we further analyzed the set of interactions having 10 or more matches in a row (the
“10+ set”) to see whether they would also exhibit other statistically significant differ-
ences at the population level. Indeed, we defined a gapped BLAST score for miRNA–
mRNA interactions, taking into account gaps, mismatches, and G:U matches, and found
that the gapped BLAST scores in the 10+ set were significantly better overall than
expected by chance (Fig. 3). Furthermore, for those mRNAs that received multiple
hits from different miRNAs within the 10+ set, we examined the minimum distance
between hits. Again, there was a striking difference between the minimum distance seen
in the miRNA population vs the population of scrambled sequences (Fig. 4).

By combining these three criteria (seed length, gapped BLAST score, and mini-
mum distance between hits) we created a list of 71 candidate mRNA targets which

Fig. 3. Distribution of gapped basic local alignment search tool (BLAST) scores in hits
made by miRNAs and scrambled counterparts. Without permitting G:U matches in the exten-
sion phase, the miRNAs had better average gapped BLAST scores than scrambled counterparts
across all messenger RNAs in the “10+ set” (153.00 ± 0.03 vs 150.98 ± 0.01; mean ± SEM, p
< 0.0001). Permitting G:U matches in the extension phase, the miRNA set showed significantly
fewer G:U matches overall relative to scrambled counterparts, even when holding constant the
length of the exact hit (2.891 ± 0.004 vs 2.939 ± 0.001; p < 0.0001). (Reproduced with permis-
sion from ref. 18.)
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were unlikely to be chosen by chance—with a discrimination ratio of 5.2 to 1, which
indicates that more than 80% of the targets on the list are expected to be biologically
valid targets. The 71 mRNAs had a larger number of miRNA hits per kilobase of tar-
get sequence than did the scrambled sequences. Additionally, individual miRNAs hit
multiple (up to 17) distinct members of the candidate set, which again happened signifi-
cantly more often than by chance (Fig. 5). These findings indicate that the outlier mRNAs
are different as a whole from the mRNAs that were hit by scrambled counterparts, even
those that satisfied the same cut-off criteria.

Our candidate target list contained very similar types of targets as predicted by the
short-seed computational studies, including members of the same gene families: tran-
scription factors (including homeobox genes), nucleic acid-binding proteins, and many
other functional categories, including kinases, receptors, and other signal transduction
proteins, membrane and cytoskeletal proteins, and effectors of differentiation. In addi-
tion, our study was in concordance with other studies showing that some individual
miRNAs may hit multiple mRNA targets residing in the same metabolic pathway (18).
However, surprisingly, we found that the long-seed candidate mRNA target list had

Fig. 4. Number of distinct mRNA sequences that received hits from two or more distinct
miRNAs, as a function of the minimum distance between hits. Distances of 0 or 1 were excluded
because they might be produced by partial overlap of miRNA sequences. (Reproduced with per-
mission from ref. 18.)
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no preferences for miRNA hits to be located within 3' UTRs, but hit within the protein
coding region in approx two-thirds of the cases. In addition, the best miRNA hits on
candidate mRNA targets did not have relatively better target complementarity near their
5' end. These considerations suggest that short-seed and long-seed target interactions
both exist in mammals, and that they may follow different rules.

4. “Perfect” Target Interactions (Allowing G:U Matches)
A few examples of miRNAs exhibiting perfect complementarity have been described

(miR-196 [20], miR-127, and miR-136 [21, 22]). During our analysis of long-seed inter-
actions, we were struck by the existence of targets that had perfect complementarity to
miRNAs along their full length (Fig. 2) (18), and we wondered whether they could be
representatives of a larger, distinct class of targets.

Whereas long-seeds are defined as having exact Watson-Crick base pairing with no
G:U matches, recent studies suggest that complementarity interactions that contain up
to approx five to seven G:U matches (but no frank mismatches) could still be deemed
“perfect” in gene silencing (23). In particular, we noted that human miR-95 was per-
fectly complementary (including up to four G:U matches) with scores of human mRNAs
and expressed sequence tags (ESTs) (Fig. 6). Similarly, miR-151* was perfectly com-

Fig. 5. Individual miRNAs hit multiple targets on the candidate list, more often than expected
by chance. (Reproduced with permission from ref. 18.)
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Fig. 6. Multiple sequence alignment of messenger RNAs (mRNAs) and expressed sequence tags (ESTs) that exhibited perfect com-
plementarity to miR-95. miR-95 hit perfectly (including 2 to 4 G:U matches) on 3 mRNAs, and 94 ESTs comprising 31 distinct clusters
(Unigene clusters or singletons when not belonging to a Unigene cluster). Multiple sequence alignment performed using ClustalW (http://
www.ebi.ac.uk/clustalw) shows that these putative targets are not related to each other except in the microRNA hit region and in nearby
LINE-2 homologous sequences (L2A consensus from Repbase; http://www.girinst.org). (Reproduced with permission from ref. 24).
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plementary to six transcripts, which was significantly greater than the level expected
by chance.

The reason for these perfect hits turned out to be simple and intriguing: the precur-
sors of these two miRNAs, as well as two others (miR-28 and miR-325), turned out
to derive entirely from genomic repeats (24). In particular, the hairpin fold backs were
formed by the junction of two adjacent long interspersed nucleotide repeat-2 (LINE-2)
repeat segments apposed in opposite orientation (Fig. 7). Insofar as MIR repeats and
other LINE-2-derived elements are present in the 3' UTR of many different mRNAs
and EST transcripts, when aligned in the proper orientation, they are natural generic
targets for the repeat-derived miRNAs—in some cases having perfect complementar-
ity, and in other cases (because there is divergence among LINE-2 elements) having
imperfect complementarity (24).

5. Discussion
Computer and genomic analyses of mammalian miRNA–mRNA target interactions

suggest that at least three distinctly different types of interactions exist: short seeds,
long seeds, and perfect hits (allowing G:U matches). By their nature, one would expect
that short-seed interactions are likely to have weak effects, to inhibit protein translation,
and to affect large numbers of genes in parallel, whereas long-seed interactions might be
expected to have stronger effects and involve fewer targets. The LINE-2 repeat-derived
miRNAs seem to recognize transcripts that share repeats in their 3' UTR regions, and
when they bind with perfect or nearly perfect complementarity, they may be expected to
lead to degradation of the transcripts. This could serve as a mechanism for detecting and
neutralizing aberrant transcripts (having read-through transcription from retained introns
or neighboring genomic regions), as well as serving to regulate specific mRNAs (24).

It should be cautioned that complementarity between miRNAs and their targets is
not the only factor that may govern which miRNA–mRNA target interactions are effec-
tive in vivo. One must consider the potential importance of mRNA target secondary
structure (25), as well as the strong possibility that RNA-binding proteins may partici-
pate in miRNA recognition (26). Furthermore, both miRNA and mRNA need to be coex-
pressed in proper amounts within the same cell for effective interaction to occur, and
A-to-I editing of RNA might abrogate potential mRNA targets from being effectively
silenced by the RNA-induced silencing complex complex (27).

Finally, it is likely that new types of miRNA–mRNA target interactions still remain
to be uncovered. A number of viruses have been shown to encode miRNA precursors
(28–31) that are not conserved in their host genomes or across different viruses, and
their targets have not been fully defined. Furthermore, a population of small RNAs that
shares some, but not all, of the features of miRNAs has been described in C. elegans
(32); these so-called tiny noncoding RNAs are not conserved across species, and their
targets (if any) have not been identified yet. Therefore, new types of target interactions,
and indeed new types of small RNAs, may be identified in mammalian species within
the near future.
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Fig. 7. Genomic structure of human LINE-2-derived miRNA precursors. Information was downloaded and edited from the University of
California, Santa Cruz Genome Browser. Each of the precursors resides within an intron, and each flanks the junction of two L2 repeats in
opposite orientation (darker shading indicates less divergence from the L2 consensus sequence). (Reproduced with permission from ref. 24).
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Summary

The miRBase Sequence database is the primary repository for published microRNA
(miRNA) sequence and annotation data. miRBase provides a user-friendly web interface
for miRNA data, allowing the user to search using key words or sequences, trace links to
the primary literature referencing the miRNA discoveries, analyze genomic coordinates
and context, and mine relationships between miRNA sequences. miRBase also provides a
confidential gene-naming service, assigning official miRNA names to novel genes before
their publication. The methods outlined in this chapter describe these functions. miRBase
is freely available to all at http://microrna.sanger.ac.uk/.

Key Words: MicroRNA; homolog; gene names; noncoding RNA.

1. Introduction
The miRBase Sequence database is the online repository for miRNA sequence infor-

mation and annotation, hosted by the Wellcome Trust Sanger Institute. Its main goals are:

a. To provide a centralized, searchable database of all published miRNA sequence informa-
tion and annotation.

b. To provide researchers with consistent names for novel miRNA gene discoveries before
publication, while maintaining privacy of unpublished data.

miRBase rationalizes data and functionality previously provided by the miRNA Reg-
istry (1) in “miRBase Sequences,” provides an miRNA gene nomenclature and naming
function in “miRBase Registry,” and is expanded to include data on predicted miRNA
target genes in “miRBase Targets.” Functionality of the miRBase Target database is cur-
rently under active development using recently published methods (2, 3) and will be
described elsewhere.

http://microrna.sanger.ac.uk/
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The database is available for web-based browsing and searching at http://microrna.
sanger.ac.uk/, and can be downloaded for local installation and querying from our FTP
site (ftp://ftp.sanger.ac.uk/pub/mirbase). Please note that the data and protocols dis-
cussed in this chapter are current as of miRBase Sequence release 6.0 in May 2005.
The design and format of the web pages described in this chapter and shown in Figs.
1–3 is subject to change, but the core data concepts and formats are largely stable.

It may be useful to understand the core miRBase data structure and the concept
of an entry before examining the methods in this chapter. These principles are briefly
described in Note 1 (1).

2. Materials
Methods presented in this chapter deal with both web-based functionality and install-

ing the data for manipulation in your local environment. The website has further help
pages and resources that should be referred to alongside this guide.

Fig. 1. miRBase Sequence front page. Tabs for navigation to the main areas of the site are
provided along the top.

http://microrna.sanger.ac.uk/
http://microrna.sanger.ac.uk/
ftp://ftp.sanger.ac.uk/pub/mirbase


miRBase 131

2.1. Web-Based Protocols
a. A computer with an internet connection.
b. Sequences of interest (optional).

2.2. For Local Installation
The miRNA sequence and annotation data underlying the website is held in a MySQL

relational database. MySQL table dumps are provided on the FTP site for ease of local
database creation, but the data should be portable to other relational databases, such as
ORACLE, POSTGRES, SQLSERVER, and many others.

Fig. 2. Results of searching a query sequence against the database hairpin precursor sequences
using BLASTN. A summary of the results is shown in the table, followed by alignments of the
query sequence to each hit.
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a. miRBase release files, described in Note 2 (ftp://ftp.sanger.ac.uk/pub/mirbase/sequences/).
b. MySQL (http://www.mysql.com/).
c. Sequence similarity software, such as basic local alignment search tool (BLAST) (http://

www.ncbi.nlm.nih.gov/BLAST/; http://blast.wustl.edu/) or FASTA (ftp://ftp.virginia.edu/
pub/fasta/).

3. Methods
The methods presented in this chapter describe how to use the miRBase web inter-

face to locate an miRNA sequence entry by browsing (see Subheading 3.1.) or by search-
ing by gene name, key word, or sequence (see Subheading 3.2.), and take the user through
the information that is available for each miRNA entry (see Subheading 3.3.). Sub-

Fig. 3. The entry page for hsa-mir-7-3, showing the hairpin flanking regions, mature sequence,
annotation, and genomic context.

ftp://ftp.sanger.ac.uk/pub/mirbase/sequences/
http://www.mysql.com/
http://www.ncbi.nlm.nih.gov/BLAST/;
http://www.ncbi.nlm.nih.gov/BLAST/
ftp://ftp.virginia.edu/pub/fasta/
ftp://ftp.virginia.edu/pub/fasta/
http://blast.wustl.edu/
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heading 3.4. describes how to install a local copy of the data in a MySQL relational
database.

3.1. Browsing the Published miRNA Gene List
Figure 1 shows the miRBase Sequence main page. Tabs along the top navigate to

different sections of the database.

1. Click the “Browse” link to view a list of organisms.
2. Choose an organism of interest from the tree shown. Click the “+” icons to view a list of

sequences. For example, choose the “Homo sapiens” link to see a list of all known
miRNAs in human. At the time of writing, the table contains 227 entries. The columns show
the miRNA name (see Note 3 for more information), the chromosomal coordinates in the
latest genome assembly (chromosome, start, end, and strand), followed by the lengths of
the stem-loop hairpin and the mature sequence.

3. Click the miRNA name to view detailed information regarding that miRNA on the entry
page, which is described in detail in Subheading 3.3.

4. From the browse page, click one or more tick box in the “Get Sequence” column to re-
trieve sequences from the database—stem-loop flanking regions or mature sequences may
be selected from the drop-down menus at the bottom of the page. Choose unaligned FASTA
sequences or CLUSTALW aligned multiple sequences and click the “Fetch Sequences” but-
ton. miRNAs from multiple organisms may be viewed and selected for retrieval simultaneously.

3.2. Searching the miRBase Sequence Database
The miRBase Sequence database may be queried online by a variety of methods.

1. Navigate to the search page using the “Search” tab in the navigation bar. The results of all
searches are shown in tabular form as in the “Browse” tables described in Subheading 3.1.

a. Input an miRNA name, accession number, or key word into the “By identifier or key
word” section of the search page. The tick boxes allow restriction of the search to
particular fields, including miRNA gene names, literature references, and evidence.

b. The search “By genomic location” portion of the search page allows the user to ask for all
miRNAs located between 1 Mb and 2 Mb on chromosome 1 in human, for example. Use
the drop-down menus to choose an organism, chromosome, and start and end coordinates.

c. The search “By sequence” section of the search page allows the user to search a query
sequence for relationships with known miRNAs. Paste your sequence in the box pro-
vided, choose your options on the right, and click “Search.” Searches for both mature
miRNAs and stem-loop flanking regions are available. Use BLASTN to search a longer
sequence for the presence of miRNA homologs. SSEARCH is available to search for
shorter sequences or motifs in the library of miRNA sequences. See Note 4 for a note
on scores and E-values. Figure 2 shows the results page for a typical BLASTN search
of a query sequence for miRNA homologs. The table summarizes the results, followed
by views of the alignments of the query sequence against the miRNA hits.

3.3. Finding Information Regarding a Specific miRNA
The miRNA entry page is the central source of information regarding any given

miRNA, accessible by clicking an miRNA gene name or accession number from any
page. An example entry page is shown in Fig. 3. The page contains accession and name
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information, together with a short description of contextual and functional informa-
tion. The structure of the stem-loop precursor is shown, and links to external databases
and literature references are provided. Specific functions available from the entry page
are described:

1. Click the “Get sequence” button to retrieve the mature or precursor sequence in FASTA
format.

2. Click the genome coordinates to view the genomic context of the miRNA gene locus in the
EnsEMBL genome browser (http://www.ensembl.org/) (4).

3. The “Related miRNAs” section of the entry page expands into a table of miRNAs with
significant sequence similarity to the current entry. The table contains the same informa-
tion and sequence retrieval options as the browse table described in Subheading 3.1.

4. The “evidence” section of the entry page references the evidence for the miRNA discovery.
Each mature miRNA may have “experimental” evidence, in the form of a cloning experi-
ment or Northern blot, for example, or it may be homologous to a verified miRNA in another
organism.

5. The literature references link to the PUBMED database to enable retrieval of the primary
articles discovering, validating, and characterizing the miRNA.

3.4. Submitting Novel miRNAs for the Assignment of Gene Names
The miRBase Registry provides a straightforward web form for submission of miRNA

sequences for the assignment of names. Please note that stable gene names are assigned
after a publication describing their discovery has been accepted for publication, but
before the final proofs are returned. This takes advantage of the peer review process to
ensure that sequences meet miRNA annotation guidelines (1, 5) and minimizes the gaps
in the naming scheme caused by unpublished data. Note 3 has more information regard-
ing miRNA gene nomenclature.

1. Navigate to the miRBase Registry page (http://microrna.sanger.ac.uk/registry/).
2. Complete the sections on the web form, including the sequences for both the mature miRNA

and their flanking precursor regions.
3. Names are assigned in consultation with the author by email.

3.5. Installing a Local Copy of the MySQL Database
Some users may require local access to the miRNA data available in miRBase, for

large-scale sequence searching or for complex and customized queries. All data are avail-
able for download from the FTP site (ftp://ftp.sanger.ac.uk/pub/mirbase/sequences/), and
may then be subject to many different analyses. For example, the FASTA format sequence
files hairpin.fa and mature.fa allow the user to use standard sequence similarity algo-
rithms, such as BLAST or FASTA, to find homologs of the known miRNAs in a query
sequence, such as an unannotated completed genome sequence. Refer to the documen-
tation for such sequence search algorithms for more information (see for example http://
blast.wustl.edu/ and http://www.ncbi.nlm.nih.gov/BLAST/).

This protocol demonstrates how to install a local copy of the data in a MySQL rela-
tional database. This method assumes that you have MySQL installed, and that you have
permission to create databases and tables and upload data. Some understanding of com-
puting and informatics is required, and this method should be considered significantly

http://www.ensembl.org/
http://microrna.sanger.ac.uk/registry/
ftp://ftp.sanger.ac.uk/pub/mirbase/sequences/
http://blast.wustl.edu/
http://blast.wustl.edu/
http://www.ncbi.nlm.nih.gov/BLAST/
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more advanced than Subheadings 3.1. to 3.4. The commands shown here are for exam-
ple use only—refer to the database documentation (for example http://www.mysql.com/)
for more information.

1. Download the miRBase release files. In particular, you require the database dump files in
the database_files directory on the FTP site.

2. Unzip each of the rdb_TABLENAME.dat.gz files.
3. Start the mysql client with a command like: mysql –u <user> -h <host> -p.
4. At the mysql prompt, create a database with a command such as: create database microrna.
5. Run each create table command stored in the tables.sql file by pasting them at the mysql

prompt.
6. Upload each of the rdb_TABLENAME.dat files to the correct table with a command such

as: load data infile ‘/DIR/rdb_TABLENAME.dat’ into table TABLENAME; replace
TABLENAME with the name of the each table in turn. DIR should be replaced with the
full path to the downloaded files.

The data are now available for a wide range of local queries, including any question
that the web interface allows. Because the database schema is subject to change, a list
of up-to-date example queries is shown in the help section on the website.

4. Notes

1. Each entry in the database is based on a genomic locus, and represents the stem-loop portion
of the primary transcript, which includes the hairpin precursor product of Drosha cleavage.
Every entry has a name, of the form hsa-mir-142. The nomenclature is explained in detail in
Note 3. In addition, each entry has a unique accession number. The accession number is the
only truly stable identifier for an entry—miRNA names may change from those published
as relationships between sequences become clear. The advantage of the accessioned sys-
tem is that such changes can be tracked in the database allowing names to evolve to remain
consistent, and providing the user with full access to the data and history. However, acces-
sion numbers convey little biological meaning, and it is expected that miRNAs are referred
to by name in publications.

The end functional product of miRNA biogenesis (reviewed in ref. 6), the mature miRNA
(termed miR), is processed from the stem-loop sequence represented by a database entry.
One precursor may give rise to two mature miRNAs, and one mature miRNA may be pro-
cessed from more than one precursor. Mature miR sequences also have a name (see Note 3)
and an accession number.

The database contains data from two fundamental sources: miRNAs that have been expe-
rimentally verified (for instance, by cloning), and those that are homologs of known miRNAs.
For example, the database contains many miRNA sequences that have been experimen-
tally confirmed in mouse, and their human homologs, which are often easily identified by
sequence search methods. miRBase does not currently contain predicted sequences without
experimental evidence. Every mature miRNA has an evidence tag with its evidence type,
source, and literature reference if applicable.

2. Every miRBase Sequence database release contains the sequence and annotation data in var-
ious formats. These files are available from the FTP site (ftp://ftp.sanger.ac.uk/pub/mirbase/
sequences/). The README file available from this address contains important up-to-date
information regarding format changes and differences between releases.

http://www.mysql.com/
ftp://ftp.sanger.ac.uk/pub/mirbase/sequences/
ftp://ftp.sanger.ac.uk/pub/mirbase/sequences/
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a. The miRNA.dat file contains (almost) all of the data in the database. The format is
based on the EMBL database distribution format; a single entry from the file is shown
in Fig. 4. Each line has a tag; for example, the AC line contains the miRNA entry acces-
sion, the CC lines contain comments, the R lines contain literature references, and the
SQ lines contain the nucleotide sequence. Of particular note are the FT (feature table)
lines, which contain information regarding the mature miRNA sequence(s) for the entry.
In the example shown in Fig. 4, nucleotides 61 to 81 of the hairpin precursor entry rep-
resent the derived mature miRNA sequence named cel-miR-1, accession number MIMAT
0000003. This mature sequence is experimentally verified by cloning and Northern blot.
For more information about this file format, please see the miRBase help files and the
EMBL distribution documentation (http://www.ebi.ac.uk/embl/).

b. Stem-loop precursor flanking regions and the mature miR sequences are available
FASTA format in the hairpin.fa and mature.fa files. These files are ready for indexing
and searching using search algorithms, such as BLAST.

Fig. 4. The full representation of a microRNA entry from the miRNA.dat file.

http://www.ebi.ac.uk/embl/
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c. Genome coordinates for all miRNA sequences are available in GFF format in the ge-
nomes directory. The genome assembly versions used are kept up-to-date with those in
the ENSEMBL genome database (http://www.ensembl.org/).

d. All data are also available as MySQL table dumps ready for import into a relational data-
base (as described in Subheading 3.5.). The format of these data is particularly prone
to change, but the tables.sql file provided should always reflect these changes.

3. Criteria and conventions for miRNA identification and naming have been published (5).
miRNA gene names are of the form mir-143. The numbering is simply sequential. miRBase
also includes a three letter organism abbreviation in the name, derived, if possible, from
the first letter of the genus and the first two of the species, thus, hsa-mir-143 refers to
human (Homo sapiens) mir-143.

In miRBase and much of the primary literature, the approx 22-nucleotide mature prod-
uct is designated miR-143. Names of the form mir-143 are used to refer to the precursor
hairpin that is the product of Drosha cleavage, and also the gene (when it is usually itali-
cized: mir-143). These conventions have some use when rigorously applied, but it is unwise
to rely on such subtleties to convey meaning. For clarity, the primary miRNA transcript is
sometimes explicitly called pri-mir-143 and the precursor hairpin pre-mir-143.

Cleavage of the mature miRNA from the precursor produces a double-stranded complex
of the miRNA with the base-paired sequence from the opposite arm of the hairpin, called the
miR* sequence (6). The miR* sequence is generally discarded, but is sometimes detected in
cloning studies. Sometimes it is unclear which arm of the precursor hairpin gives rise to
the functional product, and in some cases, two functional miRNAs may result. Sequences
arising from the 5' and 3' arms of the precursor hairpin have been named miR-142-5p and
miR-142-3p, respectively.

Names are also used to encode rudimentary information about relationships between
sequences. Orthologous miRNAs in different organisms are assigned the same number; at
the time of writing, the database contains entries named hsa-mir-143, mmu-mir-143 (Mus
musculus) and rno-mir-143 (Rattus novegicus). Identical mature miRNAs may be expressed
from more than one genomic locus (and hairpin precursor). The loci are then named mir-
143-1 and mir-143-2. Lettered suffixes are used to denote closely related mature miRNAs
from the same organism. For example, Fig. 5 shows a multiple sequence alignment of four
mature miRNAs, named miR-302a, -b, -c, and -d. It is important to note that names can-
not encode complex relationships between sequences. The web pages contain information
regarding related sequences (see Subheading 3.3.), and allow searchs of any sequence to
find homologs (see Subheading 3.2.).

Plant miRNAs adopt a slightly different nomenclature: precursor sequences have names
of the form MIR156a, and lettered suffixes are used for all loci that give rise to identical
and closely related mature miRNA products.

A few exceptions to the numbering scheme exist; let-7 and lin-4 are obvious examples.
Novel miRNAs from well-characterized loci are sometimes published with names related to
these loci. See, for example, bantam miRNA, and mir-iab-4 from Drosophila melanogaster.

Fig. 5. Multiple sequence alignment of four related mature miRNA sequences. Darker
shaded boxes represent more conserved bases.

http://www.ensembl.org/
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4. The results of sequence similarity searches using software such as BLAST (7) or FASTA
(8), as used on the website and described in Subheading 3.2., include scores to judge the
significance of each hit. These scores warrant a short discussion when applied to search-
ing query sequences for miRNA relationships.

Figure 2 shows the results of a BLASTN search of a query sequence against hairpin
miRNA sequences. For each hit, a raw score and an E-value are reported. These values are
those reported by the sequence search algorithm. The higher the raw score, the more signif-
icant the match. The E-value gives some measure of the statistical significance of the
score, taking into account the chances that the sequences match by chance. A lower E-
value indicates a more significant match. Typically, an E-value of less than 0.01 might be
considered a significant match. Shorter query sequences and matches to the target contain
less information, leading to a lower raw score (and higher E-value). Mature, approx 22-
nucleotide sequences contain very little information, and the search algorithms are not
designed to work with such short sequences. Therefore, when searching for miRNA homo-
logs in large sequences, it is important to use the miRNA precursor flanking sequence to
increase confidence in the results. The facility to search just the mature sequence can be
useful, but it is important not to overinterpret the statistics of such hits. For more informa-
tion regarding search statistics, see refs. 9 and 10.

Acknowledgments
This work is funded by the Wellcome Trust. The miRBase authors are keen to hear

from users with suggestions for improvement of both the data and the web interface.
This feedback and any questions should be directed to microrna@sanger.ac.uk.

References
1. Griffiths-Jones, S. (2004) The microRNA Registry. Nucleic Acids Res. 32, D109–D111.
2. Enright, A. J., John, B., Gaul, U., Tuschl, T., Sander, C., and Marks, D. S. (2003)

MicroRNA targets in Drosophila. Genome Biol. 5, R1.
3. John, B., Enright, A. J., Aravin, A., Tuschl, T., Sander, C., and Marks, D. S. (2004) Human

microRNA targets. PLoS Biol. 2, e363.
4. Hubbard, T., Andrews, D., Caccamo, M., et al. (2005) Ensembl 2005. Nucleic Acids Res.

33, D447–D453.
5. Ambros, V., Bartel, B., Bartel, D. P., et al. (2003) A uniform system for microRNA anno-

tation. RNA 9, 277–279.
6. Bartel, D. P. (2004) MicroRNAs: genomics, biogenesis, mechanism, and function. Cell 116,

281–297.
7. Altschul, S. F., Madden, T. L., Schaffer, A. A., et al. (1997) Gapped BLAST and PSI-

BLAST: a new generation of protein database search programs. Nucleic Acids Res. 25,
3389–3402.

8. Pearson, W. R. (2000) Flexible sequence similarity searching with the FASTA3 program
package. Methods Mol. Biol. 132, 185–219.

9. Durbin, R., Eddy, S., Krogh, A., and Mitchison, G. (1998) Biological Sequence Analysis:
Probabilistic Models of Proteins and Nucleic Acids. Cambridge University Press, Cam-
bridge, UK.

10. Korf, I., Yandell, M., and Bedell, J. (2003) BLAST. O’Reilly & Associates, Sebastopol, CA.



High-Throughput Expression Profiling of MicroRNAs 139

11

Methodologies for High-Throughput Expression
Profiling of MicroRNAs

Paz Einat

139

From: Methods in Molecular Biology, vol. 342: MicroRNA Protocols
Edited by: S. Ying © Humana Press Inc., Totowa, NJ

Summary

MicroRNAs (miRNAs) have recently emerged as important regulators of gene expres-
sion controlling central biological processes. These small, approx 22-nucleotide (nt)-long
RNA molecules induce translational suppression when they are imperfectly matched to their
target messenger RNA (mRNA) or direct mRNA cleavage when perfectly, or nearly per-
fectly, matched to their target. Direct roles in developmental processes have been described
in a variety of species, and involvement in human diseases, such as cancer and diabetes,
has been implied. These studies highlight the need to obtain detailed expression profiles of
miRNAs in tissues, during development, and in disease. Their small size and the existence
of miRNA families of related sequences pose critical problems in approaching expression
analysis of miRNAs, especially using high-throughput approaches. All methodologies pre-
sented here address the special requirements for the analysis of miRNA expression using a
variety of platforms, including cloning, microarrays, and microbeads. The different varia-
bles, as well as the different approaches, used by various laboratories are detailed and general
recommendations are provided.

Key Words: MicroRNA; microarray; high-throughput; expression profiling; microbead;
real-time RT-PCR.

1. Introduction
Since the initial observation of sequence-specific gene silencing by the introduc-

tion of double-stranded RNA into Caenorhabditis elegans (1), the phenomena of RNA
interference has been widely studied and used. In parallel to the enormous popularity
of artificial RNA as specific gene silencers in a wide variety of species, a novel group
of endogenous regulators of gene expression, the miRNAs, has been discovered. The
first miRNA to be discovered was the lin-4 miRNA (2) followed, after a 7-yr delay, by
the identification of let-7 (3). These miRNAs are heterochronic switching genes essen-
tial for the normal temporal control of diverse developmental events in the roundworm
C. elegans. Only after the discovery of let-7, and the identification of fly and human
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let-7 homologs (4), did it gradually become clear that there are many miRNA genes and
that they are not unique to lower organisms but actually exist in all multicellular orga-
nisms examined to date, from worms up to humans. In humans, the number of miRNAs
in the central miRNA database, the miRBase at the Sanger Center (http://microrna.sanger.
ac.uk/sequences/index.shtml), is 326, with similar numbers in the genomes of other
mammals. Although these are experimentally verified miRNAs, several studies sug-
gest that the number is much higher (5–7), probably approaching 1000 miRNA genes in
the human genome. This also suggests that the number of miRNA genes in nonmammal-
ian and nonvertebrate organisms is much higher then known today. There are several
excellent reviews and theoretical papers on all aspects of miRNA biology (8–17) that
can provide more details on this highly interesting group of genes.

miRNAs are derived by a two-step process from long, type II RNA polymerase-tran-
scribed, primary miRNA transcripts that are capped and polyadenylated (18) (Fig. 1).
First, the primary miRNA transcripts are processed in the nucleus into 60- to 120-nt-
long hairpin structures (precursor miRNA) by the ribonuclease (RNase) III enzyme,
Drosha (19). This processing step is thought to be mediated by Microprocessor (20,21),

Fig. 1. MicroRNA biogenesis.

http://microrna.sanger.ac.uk/sequences/index.shtml
http://microrna.sanger.ac.uk/sequences/index.shtml
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a multiunit complex that contains the Drosha enzyme. The precursor miRNAs are then
transported to the cytoplasm, where they are processed into 18- to 25-nt mature miRNAs
by the RNAse III enzyme, Dicer (22,23). One of the strands is then incorporated into
the RNA-induced silencing complex, which mediates miRNA activity.

The miRNAs exert their suppressive function by binding to complementary sites on
target mRNAs (mainly on the 3' untranslated region) and either cleaving the mRNA or
suppressing its translation (8). Cleavage takes place when the miRNAs have perfect or
nearly perfect complementarities to their target. This was found mainly in plants (24),
but one example was observed in mammals (25). Most miRNAs, however, are not per-
fectly complementary to their binding sites and regulate gene expression by suppress-
ing translation. It should be noted, however, that it was recently suggested that mRNA
levels are also reduced (26).

miRNA regulation influences a variety of central biological processes in many dif-
ferent organisms. This includes a variety of developmental processes, cell growth, dif-
ferentiation, apoptosis, and metabolism in organisms as varied as worms, insects, plants,
and mammals (reviewed in refs. 8 and 10). More recently, miRNA involvement in insu-
lin secretion and adipocyte differentiation in mammals was reported (27,28), suggest-
ing important functions in clinically relevant biological systems. Reports on the possible
involvement of miRNAs in cancer started to appear in 2002, reporting deletion or down-
regulation of specific miRNAs in cancer cells (29). This was followed by many addi-
tional reports showing mainly reduced expression of a variety of miRNAs in various
cancer types (30–33), but also elevated expression of other miRNAs (34,35). More
recently, it was shown that miRNA expression profiles can be uniquely used to clas-
sify several human cancers (36). Although the exact biological role of miRNAs in
cancer is unknown, it was recently shown that some miRNAs are regulated by c-Myc,
a gene whose dysregulation or function is one of the most common abnormalities in
human malignancy. These miRNAs, in turn, were shown to negatively regulate the tran-
scription factor E2F1, a promoter of cell cycle progression, which is in itself a target of
c-Myc (37). An even more direct study has shown that one of the miRNA clusters
functioned as an oncogene and accelerated tumor development in a mouse B-cell lym-
phoma model (35).

The involvement of miRNAs in such a vast array of biological processes, both nor-
mal and abnormal, indicates that reliable methodologies for high-throughput expression
profiling of miRNAs are essential in the study of miRNA function. Several approaches
have been used to profile miRNA expression. These include miRNA cloning, micro-
array analysis, microbead expression analysis, and other approaches. In this chapter I
detail each approach, examine the various modes undertaken by different groups when
applicable, and analyze the pros and cons of each approach. The use of microarrays
has been the most popular approach, and eight articles and work from two companies
have attempted to develop robust protocols for miRNA expression profiling. Thus, a
major part of this chapter is dedicated to description of the efforts in the microarray
platform.

The small size of the miRNAs requires special consideration in approaching high-
throughput analysis of their expression. Additionally, the existence of miRNA families
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in which the members have high sequence similarity complicates matters even more.
Therefore, every methodology must withstand strong scrutiny regarding its specificity.
Only then comes the issue of sensitivity, namely, the relation between the amount of
starting material and the signal obtained.

2. Working With miRNAs: General Technical Issues
In almost all applications of miRNAs, a size fractionation step is implemented. This

step is mostly performed by separation using denaturing polyacrylamide gel electrophor-
esis (PAGE). A recent advance in the field is the flashPAGE™ fractionator developed
by Ambion (http://www.ambion.com/catalog/ProdGrp.html?fkApp=29&fkSubApp=
175&fkProdGrp=353). This device is a miniaturized electrophoresis instrument designed
for rapid PAGE purification of small nucleic acids. Another option is the use of col-
umn or filter-based devices, such as that available in the mirVANA miRNA isolation
kit from Ambion that isolates RNAs of approx 200 nt or fewer, using a modified glass
fiber filter.

miRNAs have the hallmarks of RNAse III cleavage: they have 5'-phosphate and 3'-
OH groups. This is in contrast to RNAs cleaved by other enzymes, which produce 5'-OH
and 3'-phosphate groups. This feature is used to differentiate miRNAs from degrada-
tion products of mRNAs or other RNAs. Thus, a combination of size fractionation and
ligation of adaptors to the unique ends (Fig. 2) is used in most applications to enrich
the RNA population for miRNAs.

3. miRNA Expression Profiling Methodologies

3.1. miRNA Expression Profiling by Cloning and Sequencing
The realization that small RNAs are actually abundant in the cells, and that there

are numerous miRNAs in many organisms, stemmed from the pioneering works from
the laboratories of Tuschl, Ambros, and Bartel (38–40). Later on, the massive cloning
efforts in the Tuschl lab were also carried out to obtain expression profiles of the miRNAs
(41–43). This was achieved by establishing libraries from a variety of tissues and devel-
opmental stages. The small RNAs from each library were sequenced and the number
of times each miRNA appeared in the library was noted.

The cloning of small RNAs is achieved by ligating adaptors to both ends of the RNA
molecules using T4 RNA ligase (Fig. 2). This is followed by reverse transcription and
derivation of a double-stranded complementary DNA (cDNA) library. For cloning,
the molecules are first concatenated, and only then ligated into the plasmid vector (38,
39). Thus, each sequenced plasmid contains several copies of the small RNAs and each
sequencing reaction provides sequence data of several different molecules.

The greatest advantage of “expression profiling by cloning” is in its accuracy regard-
ing miRNA identity. There are several known miRNA families, with members showing
high sequence similarity with differences of only 1 nt between some members. Thus,
direct sequencing provides the highest accuracy. Another advantage is that knowledge
of the miRNAs sequences is not a requirement. This can be a significant consideration
when approaching analysis of organisms never studied before and for which no geno-
mic information exists.

(http://www.ambion.com/catalog/ProdGrp.html?fkApp=29&fkSubApp=175&fkProdGrp=353
(http://www.ambion.com/catalog/ProdGrp.html?fkApp=29&fkSubApp=175&fkProdGrp=353
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The major disadvantages of the method are in its low speed, low sensitivity, and
low cost effectiveness. The construction of the libraries is a lengthy procedure and many
thousands of sequencing reactions must be performed on each library to obtain enough
data. The low sensitivity stems from the fact that, even with thousands of sequencing
reactions, the highly expressed miRNAs are represented by only tens of clones. One of
the reasons is that the percentage of miRNAs in the libraries is relatively low, usually
in the range of 5 to 20%.

3.2. Microarray Analysis
The adaptation of microarray analysis to profile miRNA expression is not straight-

forward. Several technical obstacles had to be dealt with and the questions of specificity
and sensitivity critically examined. To this end, two variants of the microarray platform
were used: fabricated (printed) microarrays and in situ synthesized microarrays. The
first requires standard synthesis of the selected oligonucleotide probes that are then

Fig. 2. Preparation of microRNA-enriched complementary DNA libraries.
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printed on the array surface and bound to it, usually at the 5' end through an amino
group. In the second approach, the oligonucleotide probes are synthesized on the array
and are thus bound to the surface at the 3' end (oligonucleotide synthesis is carried in
the 3' to 5' direction).

3.2.1. Probe Design
The first issue in designing a microarray for analysis of miRNA expression is oligo-

nucleotide probe design. In an initial study using oligonucleotides printed on nylon
membranes, the oligonucleotides contained three copies of the target miRNA (44).
This design, however, proved unnecessary because it was shown that, in long (~60mer)
oligonucleotides, the copy found at the probe end that is away from the surface is the
most relevant (45). Moreover, in the same study it was shown that the closer the miRNA
complementary sequence is to the surface, the lower the signal obtained. The reason
for this observation probably has to do with physical hindrance of binding because of
the close proximity and rigidity of the molecules close to their surface-binding position.
One can envisage that away from the surface the probe molecules have more freedom
of movement and it is easier for the hybridizing-labeled molecules to move in and find
their target. Thus, probe design must make sure that there is enough distance from the
surface. Barad et al. (45) used nonhuman genome sequences as a “stuffer,” but other
linkers can most probably be used.

Another issue in probe design is its orientation compared with the actual sequence of
the mature miRNAs. As seen in Subheading 3.2.3.2., it is important to ensure the orien-
tation of the hybridizing-labeled material. This then determines the desired orientation
of the probes.

3.2.2. Control Probes
Because the issue of specificity is critical in miRNA expression analysis, the use of

proper controls can increase the confidence of data analysis. The most basic control
probes are for abundant RNAs, such as transfer RNAs and ribosomal RNAs. These
controls would show how much of these RNAs exist in the hybridizing-labeled mate-
rial. More important control probes are mismatch controls. Much like the probes in
the Affimetrix GeneChips, which include mismatch controls in nucleotide 13 on the
25-mer probes to ensure hybridization specificity, similar types of controls can signif-
icantly increase confidence in data interpretation. The most extensive mismatch con-
trols were used in the study by Barad et al. (45). For 60 of the miRNAs in their study,
an extensive set of mismatch probes were used, showing that even a single mismatch
can cause a significant decrease in signal intensity. In comparison, mismatches in the
probe sequences outside the miRNA complementary region had no effect on signal
intensity.

Another class of controls is spike-in control probes. These are common in mRNA
expression profiling by microarrays. In the miRNA-profiling applications, these con-
trols were used in only a few studies, but they can be beneficial in controlling some
aspects of the methodology, including labeling efficiency, hybridization efficiency, and
accuracy in measuring differential expression.
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3.2.3. Preparation of Labeled Material From RNA Samples
The development of new labeling procedures is an important part in the application

of the microarray platform to miRNA expression analysis. Because the methodologies
used for mRNA labeling, which are based on oligo-dT-driven reverse transcription, can-
not be applied, new methodologies had to be developed. Several labeling methods
directly label the RNA sample and do not require any amplification. Other methods
use various means of amplification to obtain labeled material. Table 1 summarizes all
of the labeling procedures and the various microarray platforms used.

3.2.3.1. LABELING PROCEDURES REQUIRING NO AMPLIFICATION

The most direct approach involves direct labeling of total RNA by reverse transcrip-
tion using random 8-mers as primers (46). In their application, Liu et al. used biotin-
labeled random 8-mer primers. In principle, however, one could incorporate fluorescent
dyes as in the usual application of microarray-labeling procedures. Here, the detection
is performed after addition of streptavidin–phycoerythrin that binds the biotin moiety.
This labeling approach enables the use of as little as 2.5 µg of total RNA. However,
clearly, the vast majority of the labeled material, probably as much as 99% of it, is ribo-
somal RNA and transfer RNA, and, thus, miRNAs are a very small minority in the pop-
ulation of labeled molecules. This seems to lead to accurate detection of highly abundant
miRNAs, but to inaccuracies in many miRNAs expressed at lower levels (46).

Another direct-labeling approach uses ligation of fluorescent dinucleotides to the
3' end of RNA molecules using T4 RNA ligase (47). This reaction requires the presence
of 3'-OH, one of the hallmarks of mature miRNAs, and, thus, other RNAs, especially
degradation products, are not labeled. The procedure requires the use of 25 µg of total
RNA that is precipitated through polyethylene glycol to remove high molecular weight
RNA. Labeling PAGE size-fractionated RNAs also worked well, but not any better than
the other procedure. This approach seems to be efficient, specific, and of significant
sensitivity.

Babak et al. (48) adopted a method for covalently labeling RNA with fluorescent
labels (49). In their study, a 7-µg sample of nonsize-fractionated total RNA was used for
labeling. The labeling reaction adds the fluorescent labels onto G residues, and analysis
of miRNA sequences revealed that all miRNAs studied had at least one G residue. The
labeling places either Ulysis Alexa Fluor 546 or Ulysis Alexa Fluor 647 (Molecular
Probes) on the RNA. These dyes are read much like the regular Cy3 and Cy5 dyes in
the common microarray scanners. The advantage of this approach is that two-color
hybridization, namely, hybridizing two samples, each labeled with a different dye, to
one microarray, can be used. This is not possible in the first two methods described here,
in which labeling is performed with biotin. This study reported good sensitivity and a
good correlation (0.7) to previous Northern blot data (50). As in the study of Liu et al.
(46), here, too, miRNAs make up a very small fraction of the labeled material, possibly
less than 1%. However, correlation with the Northern blot data reported here is similar
to that reported by Barad et al. (45) and much higher than the 0.1 correlation calculated
for the Liu et al. work. Because of the labeling of the RNA on G residues, one should
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Table 1

Microarray Platforms and Labeling Procedures

Study Microarray platform Labeling procedure Amplification

Liu et al., 2004 (46) GeneMachine OmniGrid 100 Reverse transcription with biotin-labeled No
Microarrayer using Amersham random 8-mer primers
Bioscience CodeLink-activated slides

Thomson et al., 2004 (47) GeneMachine OmniGrid 100 Ligation of fluorescent dinucleotides to No
Microarrayer using Corning the 3' end of RNA molecules using T4
GAPS-2 slides RNA ligase. Label - Alexa 647 (Cy5).

Babak et al., 2004 (48) Agilent Technologies in-situ Covalently labeling RNA with fluorescent No
synthesized microarrays labels on G residues - Ulysis Alexa Fluor 546

or Ulysis Alexa Fluor 647 (MolecularProbes)
Ambion, see web site Not disclosed; user defined Addition of poly-A stretches to 3'-OH end No

using poly-A polymerase. Fluorescently labeled
or amino-modified nucleotides can be used.
mirVANA™ miRNA labeling kit.

Nelson et al., 2004 (51) GeneMachine OmniGrid 100 The RAKE technique: labeling on-chip using No
Microarrayer using Amersham Klenow to add three biotinylated dATPs to
Bioscience CodeLink-activated slides probes to which miRNAs specifically hybridized.

Detection with streptavidin-conjugated fluorophore.
Liang et al., 2005 (52) Glycidyloxipropyltrimethoxysilane- Chemical modification of 3'-OH and addition of No

(GOPTS) activated glass slides biotin. Quantum Dot-labeled (or gold-labeled)
(Sigma). PixSys 5500 spotting robot streptavidin used for detection.
(Cartesian Technology), in which
ArrayIt SMP3 spotting pin from
Tele-Chem was used.

146



H
igh-Throughput Expression Profiling of M

icroR
N

A
s

147
Genisphere, see web site User defined Ligation of capture oligonucleotide to miRNA No, but

3'-end through the use of an oligo-dT bridge. compatible
Hybridization of the ligated miRNAs to the with
microarray followed by hybridization of 3DNA amplified
moieties, carrying either Cy3 or Cy5, to the material
capture oligonucleotide.

Miska et al., 2004 (53) MicroGrid TAS II arrayer Amplification of adaptor ligated miRNA enriched Yes
(BioRobotics) using Amersham sample with adaptor-specific primers, one of which
Bioscience CodeLink-activated slides is labeled with Cy3. Double-stranded material

denatured and used for hybridization.
Baskerville and Bartel, Probes spotted onto Amersham Similar to Miska et al. (53) but isolating the labeled Yes
2005 (54) Bioscience CodeLink-activated slide; strad after strand separation enabled by artificial

undisclosed spotter. lengthening of one strand. Cy3 and Cy5 used.
Barad et al., 2004 (45) Agilent Technologies in situ Ligation of adaptors with the T7 RNA polymerase Yes

synthesized microarrays promoter on a 3'-adaptor. Amplification by PCR
followed by T7 RNA polymerase reaction
incorporating either Cy3-UTP or Cy5-UTP.

147
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be cautious in comparing miRNA abundance across different miRNAs, because the num-
ber of G residues should be considered.

Ambion has developed a different labeling method that uses poly-A polymerase as
its anchor (the mirVANA™ miRNA-labeling kit). This polymerase can append tens of
nucleotides to the 3' end of RNA molecules bearing a 3'-OH. Thus, many fluorescently
labeled or amine-modified nucleotides can be added to each miRNA molecule, result-
ing in high sensitivity. Labeling is performed on miRNAs purified by size fractionation,
but reportedly, a quantity equivalent to purification from 10 µg of total RNA can be
used. The use of this labeling kit is reported in Ambion’s website (http://www.ambion.
com/techlib/tn/116/8.html).

A highly novel approach, termed RAKE for array-based Klenow enzyme assay, was
reported by Nelson et al. (51), using an ingenious on-slide labeling reaction. The micro-
array platform used involved printing of presynthesized oligonucleotides with attach-
ment through the 5' end. This enabled placing miRNA complementary sequences at the
3'-half of the probes and a fixed sequence of 21 nucleotides at the 5'-half, separated by
three thymidines from the 3'-half. After hybridization of the RNA sample to the micro-
array, all single-stranded molecules are degraded using exonuclease I. Thus, all probes
to which an miRNA hybridized to the 3'-half are available for the next step. A reaction
mixture including the Klenow enzyme and biotinylated deoxyadenosine triphosphate
(dATP) is added to the microarray slide. This results in the incorporation of three bio-
tinylated dATP molecules to match the three thymidine nucleotides that follow the
miRNA complementary sequences in the probes. Detection is then performed by addi-
tion of streptavidin-conjugated fluorophore. The protocol uses Ambion’s mirVANA
miRNA isolation kit to enrich for miRNAs (cutoff of ~200 nucleotides), and 4 µg of
the enriched RNA was used for hybridization. The advantage of this approach is in its
ability to achieve high discrimination of the 3'  end of the miRNAs because of the spe-
cificity required by the Klenow enzyme. It is conceivable that the use of RNases, such
as RNase A and RNase T1, as used in RNase protection assays, might enhance the over-
all specificity. The choice of the mirVANA miRNA isolation kit for miRNA enrich-
ment allows some enrichment while keeping the procedure simple and quick.

Liang et al. (52) presented an approach for the chemical modification of miRNAs
and addition of the label directly to the miRNA in the sample. miRNA enrichment is
performed by size fractionation of 90 µg of total RNA on PAGE, and the recovered
fraction is treated for chemical modification and label addition. This enables the direct
addition of a biotin group to the miRNAs and, therefore, the next steps in their protocol
can be adapted to any method that adds biotin to the material that will be hybridized to
the microarray. The distinct innovation in this work is the use of Quantum Dot (QD)
particles added via streptavidin in a posthybridization processing step. QDs are fluo-
rescent moieties introduced relatively recently into biomedical research. Information
regarding QDs can be found in the Quantum Dot Corp. website (http://www.qdots.com/
live/index.asp). The use of QDs by Liang et al. seems to have resulted in significant
sensitivity, allowing efficient detection of miRNA expression. It should be noted, how-
ever, that the comparison made by the authors has shown sensitivity similar to that mea-
sured by Miska et al. (53) (see Subheading 3.2.3.2.), who used Cy3 for labeling but

http://www.qdots.com/live/index.asp
http://www.qdots.com/live/index.asp
http://www.ambion.com/techlib/tn/116/8.html
http://www.ambion.com/techlib/tn/116/8.html
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used amplification in their procedure. The same study also examined the use of the
colorimetric gold–silver detection method. In this application, streptavidin-conjugated
gold is used and detection is performed by a silver-enhancer kit. The sensitivity obtained
with this method was comparable with that of the QD labeling. Thus, this offers a cost-
effective labeling alternative.

An interesting alternative of potentially supreme sensitivity is offered by Genisphere
(http://www.genisphere.com/array_detection_900mirna.html). At the heart of their
procedure is a “3DNA” moiety that contains approx 900 fluorescent labels, either Cy3
or Cy5. The principle of this approach is that the 3DNA contains many identical single-
stranded arms that are ligated to the target RNAs. To achieve this, specifically for miRNA
applications, a poly-A tail is added to the miRNA molecules (as described above for
Ambion’s mirVANA miRNA-labeling kit), allowing ligation of a specific capture oli-
gonucleotide through the use of an oligo-dT bridge. Importantly, the capture oligo-
nucleotide contains a region that is complementary to the single-stranded arms of the
3DNA moieties. These capture oligonucleotide-ligated miRNA molecules are hybrid-
ized to the microarray. In a posthybridization processing step, the labeled 3DNA is
added and is able to hybridize specifically to the capture oligonucleotide, thus adding
the label, and the fluorescence can be detected using regular means. As detailed in the
company’s protocol, the procedure works well with the simple enrichment obtained
with Ambion’s mirVANA miRNA isolation kit. Other means of enrichment, such as
PAGE size fractionation, also work well. Although there are no publications using this
procedure yet, it seems to offer potentially high sensitivity and requiring only reason-
able additional manipulations.

3.2.3.2. LABELING PROCEDURES REQUIRING AMPLIFICATION

The first steps in all miRNA amplification procedures follow the adaptor ligation
procedure described in Subheadings 2. and 3.1. (Fig. 2). This also involves size frac-
tionation of the total RNA to enrich for miRNAs.

Miska et al. (53) used a simple approach in which one of the primers used in the
amplification is fluorescently labeled with Cy3. The labeled double-stranded polymerase
chain reaction (PCR) products are then simply denatured and hybridized to the micro-
array. An obvious criticism would be that the relatively rapid reannealing of the strands
can cause significant depletion of the labeled molecules available for hybridization to
the microarray probes. Still, Miska et al. reported the successful analysis of miRNA
expression, most probably with compromised sensitivity. Importantly, they included
control mismatch probes in their microarray and observed that their hybridization con-
dition, which reached a hybridization temperature maximum of 50ϒC, did not allow
differentiation between two probes that are different in two nucleotides. Indeed, at 50ϒC,
similar results were observed by Barad et al. (45), but increasing the hybridization tem-
perature to 60ϒC allowed differentiation between probes having one mismatch.

Baskerville and Bartel (54) used the same basic approach as Miska et al. (53), but for
hybridization used only the labeled strand of the PCR products. To produce single-stranded
labeled material they artificially lengthened one of the strands (55) and were, thus, able
to efficiently purify the fluorescently labeled strand using denaturing polyacrylamide

http://www.genisphere.com/array_detection_900mirna.html
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gels. The amount of material used for hybridization was 10 pmol, which is approx 100
ng. Because minimal amplification was used, obtaining this amount would require more
than 100 µg of total RNA as starting material. The use of this labeling approach enables
the two-color hybridization strategy. In their study, Baskerville and Bartel used Cy3 to
label the sample and Cy5 to label a reference oligonucleotide set. This set contained syn-
thetic oligonucleotides matching each miRNA probe on the array. This enabled a faith-
ful comparison of all hybridizations by normalizing each miRNA to its reference signal.
Overall, this approach seems specific and of significant sensitivity, and the use of the
reference set, possible in all cases in which a two-color strategy can be used, greatly
increases the accuracy of comparing many different hybridizations. However, the label-
ing approach, requiring an additional step of gel purification, seems time consuming
and, in my opinion, does not provide a significant advantage over other methods. The fact
that only one fluorescent molecule exists per each nucleic acid molecule is an advan-
tage in terms of equal labeling of all miRNAs, but compromises sensitivity.

A different approach introduced a T7 RNA polymerase promoter sequence into the
adaptor ligated to the 3' end of the miRNAs (45). The labeling protocol used a double-
stranded cDNA library as the starting material and a T7 RNA polymerase reaction, which
included either Cy3-uridine triphosphate (UTP) or Cy5-UTP, was performed. Using
this approach, the labeled material is in the antisense orientation and the microarray
probes should be in the sense orientation, same as the original miRNA sequence. The
amount of material used for hybridization was 17 µg of labeled artificial RNA (aRNA),
similar to the amounts used in standard Affymetrix GeneChip® hybridization applica-
tions. However, the preparation of the double-stranded cDNA library required 300 µg
(!) of total RNA. It is reasonable that this amount can be reduced to 100 µg, but this is
still a considerable amount of starting material. On the other hand, this study most prob-
ably shows the highest sensitivity and was able to accurately monitor the expression of
low abundance miRNAs. It should also be noted that the T7 RNA polymerase promoter
sequence can be introduced to the 5' adaptor and that this would be suitable for a micro-
array containing antisense probes.

3.2.4. Microarray Processing
The profiling of miRNA expression also requires deviation from the standard micro-

array procedures developed for mRNA expression profiling in the processing step. The
main parameters are hybridization temperature, washing temperature, and conditions.
None of the studies carefully examined all parameters, therefore, I compared the con-
ditions used in the variety of studies and tried to reach some recommendations. All
details are summarized in Table 2.

It seems that most groups have taken a cautious approach in determining hybridiza-
tion and washing conditions. These were probably chosen to ensure efficient hybrid-
ization of short molecules and prevent unwanted loss of signal. However, the works
by Baskerville and Bartel (54) and Barad et al. (45) have shown that hybridizations can
be performed at higher temperatures (57ϒC and 60ϒC, respectively). Some groups also
used washing conditions that were more stringent, raising the temperature up to 42ϒC
(usually with a relatively high salt concentration) and washing at low salt concentrations
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Table 2

Microarray Hybridization and Washing Conditionsa

Study Hybridization conditions Washing conditions

Liu et al., 2004 (46) 6X SSPE (0.9 M sodium chloride, 60 mM 0.75 TNT (Tris-HCl, sodium chloride, and
sodium phosphate, 8 mM EDTA, pH 7.4) Tween-20) at 37ϒC for 40 minutes
and 30% formamide at 25°C for 18 h

Thomson et al., 2004 (47) 400 mM Na2PO4, pH, 7.0; 0.8% BSA; Once in 2X SSC, and 0.025% SDS; three times in
5% SDS; and 12% formamide for 2 h at 37°C 8X SSC; three times in 4X SSC at 25ϒC.

Babak et al., 2004 (48) 1 M NaCl; 0.5% sodium sarcosine; 50 mM 30 s in 6X SSPE, 0.005% sarcosine, then 30 s in
methyl ethane sulfonate, pH 6.5; 33% formamide; 0.06X SSPE
and 40 µg of salmon sperm DNA for 16–24 h
at 42ϒC

Ambion No details No details
Nelson et al., 2004 (51) 5X SSC and 5% formamide for 18 h at 25ϒC Three 1-min rinses in 2X SSC at 37ϒC
Liang et al., 2005 (52) Formamide prehybridization/hybridization solution 1X SSC and 0.5% SDS at 37ϒC for 10 min

(no details) at 37°C overnight
Genisphere Hybridization solution (no details), overnight 15 min in prewarmed 2X SSC, and 0.2% SDS

(16–20 h) at 50ϒC–54ϒC at 42°C; 10–15 min in 2X SSC at room
temperature; 10–15 min in 0.2X SSC at room
temperature

Miska et al., 2004 (53) 5X SSC, 0.1% SDS, and 0.1 mg/mL of sheared No details
denatured salmon sperm DNA at 50ϒC for 6 h.

Baskerville and Bartel, 3.5X SSC, 1% BSA, 0.1% SDS, 0.1 mg/mL 2X SSC, and 0.1%, SDS at 50ϒC for 5 min;
2005 (54) of herring sperm DNA (Sigma), 0.2 mg/mL 0.1X SSC, and 0.1% SDS for 10 min; wash

of yeast tRNA (Sigma), and 0.4 mg/mL of 3X; washes with 0.1X SSC for 1 min at
poly-A RNA at 57ϒC for 6 h Temp not disclosed

Barad et al., 2004 (45) Hybridization solution: Agilent protocols; No details
overnight at 60°C

aEDTA, ethylenediaminetetraacetic acid; BSA, bovine serum albumin; SDS, sodium dodecylsulfate; SSC, standard sodium citrate.
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in lower temperatures. My recommendation would be to use a hybridization that is more

ity is, in my opinion, more important than sensitivity. It is better to obtain lower signal
levels but to have more robust results.

4. Microbead Expression Analysis
Of the several attempts to develop microbead (microsphere) technologies for expres-

sion analysis, the methodological platform developed by Luminex is the most suc-
cessful. In general, while the location on the array provides identity in the microarray
approach, in the microbead approach, each microbead must have its own easily and
reliably detectable identity. In the heart of the technology developed by Luminex is
the ability to provide identity to many different microbeads. This technology, termed
xMAP (http://www.luminexcorp.com/01_xMAPTechnology/index.html), involves
100 different microbeads. Each microbead type is color coded, namely, has a distinct
mix of fluorescent dyes that can be uniquely detected after excitation with a laser beam.
The microbeads can be coated with the reagent of choice and, thus, 100 different re-
agents can be assayed in one reaction. One of the obvious applications of this platform
is the use of oligonucleotide probe coating for the examination of gene expression. In
this application, the microbeads bearing the oligonucleotide probes are hybridized with
a fluorescently labeled library derived from mRNA. The detection step is performed in
the Luminex reader that can read one microbead at a time. Each microbead is read twice:
once to determine its identity and a second time to determine the amount of labeled
nucleic acid molecules that hybridized to the oligonucleotide probes.

A recent study has taken a direct approach in the use of the xMAP technology (36).
Oligonucleotides probes complementary to selected miRNAs were attached to the micro-
beads and hybridized with a biotin-labeled PCR-amplified miRNA-enriched library.
After the hybridization and washing steps, the beads are incubated with streptavidin–
phycoerythrin and are loaded into the reader. The amount of fluorescence derived from
the phycoerythrin is indicative of the expression level of each miRNA, as determined
by deciphering the identity of each bead by the reader. In their study, Lu et al. (36) exam-
ined the expression of 217 miRNAs across 334 human tumor samples and obtained
highly informative results regarding developmental lineage and differentiation state
of the tumors.

A different approach was undertaken by GENACO, who developed the mirMASA
methodology (http://gene.genaco.com/mirmasa.html). This methodology differs in two
aspects. First, locked nucleic acid derivatives were spiked along the oligonucleotides
used. Second, two oligonucleotides are used: a capture oligonucleotide bound to the
bead and a detection oligonucleotide that is labeled with biotin. The capture oligonu-
cleotide is complementary to approximately half of the target miRNA and the detection
oligonucleotide is complementary to the other half. After the binding of both the tar-
get miRNA to the capture oligonucleotide and the detection oligonucleotide to the
target miRNA, the presence of the target miRNAs in the complex RNA population can
be detected. Again, streptavidin–phycoerythrin is added for detection. The mirMASA

http://www.luminexcorp.com/01_xMAPTechnology/index.html
http://gene.genaco.com/mirmasa.html


High-Throughput Expression Profiling of MicroRNAs 153

method was successfully used to validate miRNA expression after microarray and North-
ern blot analysis (45).

The advantages of the approach of Lu et al. (36) are its simplicity and the fact that
they multiplex together 75 different miRNAs in one reaction. An additional advantage is
the fact that the oligonucleotide probe bound to the beads is complementary to the entire
miRNA target and, thus, has the highest specificity. However, this approach requires
the production of a labeled PCR product, namely, preparing a full miRNA-enriched
library and amplifying using a primer pair in which one of the primers is labeled with
biotin.

The greatest advantage of the GENACO mirMASA approach is that total RNA can
be directly assayed for the expression of the targeted miRNAs. As advertised by the
company, only between 100 and 500 ng of total RNA is required. This is a significant
advantage, especially in cases in which the amount of starting material is limited, e.g.,
in clinical samples. The use of total RNA also ensures that the results are not biased by
amplification, as in the Lu et al. (36) approach. On the other hand, mirMASA uses short
detection oligonucleotides, possibly the main reason for the need for locked nucleic
acid spiking to increase specificity. This also limits the number of different miRNAs that
can be assayed in one reaction, which is usually only approx 10. Thus, to profile 150 dif-
ferent miRNAs, one would need to perform 2 reactions using the Lu et al. approach and
15 reactions using mirMASA. As always, there is a balance between the various advan-
tages and disadvantages, and the user will choose according to the specific needs and
capabilities of the laboratory.

5. Other Approaches
Several other methodologies potentially enabling high-throughput profiling of miRNA

expression have been either reported in the scientific literature or developed by compa-
nies. Because these methods are somewhat outside the scope of this chapter, I will re-
view them only briefly and refer the reader to the relevant publications for more details.

An approach using signal-amplifying ribozymes was developed by Hartig et al. (56).
The idea is based on miRNA-dependant ribozyme activity that will direct the cleavage
of a TaqMan-like probe. Such probes carry both fluorescent and quencher moieties on
one single-stranded oligonucleotide, and its cleavage enables detection of the fluores-
cence. An interesting potential application of this method is the detection of miRNA
in situ or in vivo.

The developers of the TaqMan technology, Applied Biosystems Inc. (ABI), presented
posters in conferences describing the development of quantitative reverse transcriptase
PCR methodology for the analysis of miRNA expression. The posters can be obtained
at http://www.appliedbiosystems.com/search/?collection=&queryText=microrna. The
short size of the miRNAs poses a tough hurdle in approaching amplification of spe-
cific miRNAs. ABI’s method includes the ligation of a primer containing a loop to the
3' end of miRNA molecules. The loop provides room for a general reverse primer and
for a TaqMan probe that covers several nucleotides of the target miRNA and several
nucleotides of the ligated primer. The forward primer is specific to the 5' portion of the

http://www.appliedbiosystems.com/search/?collection=&queryText=microrna
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miRNA. Together, these three primers are used for the real-time reverse transcriptase
PCR analysis of any selected miRNA. At the time this chapter is written, this kit is not
yet available from ABI.

A unique approach for the sequencing of library clones was developed by Lynx
Therapeutics, Inc. (http://www.lynxgen.com). This process, termed “massive parallel
signature sequencing,” does not use standard sequencing but uses a unique bead-based
technology for the rapid sequencing of up to 20 bases from hundred of thousands of
library clones (57). It may provide a time- and cost-effective alternative for the straight-
forward cloning approach described in Subheading 3.5. However, peer-reviewed stud-
ies using this technology in its application to miRNAs have not yet been published,
therefore, it is difficult to assess its advantages over other technologies. This method
might be useful for a whole genome survey of miRNA expression, especially in orga-
nisms for which no miRNA data exists.

I end with a different technology that is not high-throughput in its essence but seems
to have significant potential in miRNA expression analysis. An approach for miRNA
detection by solution hybridization, without the need for amplification, was developed
by US Genomics (http://www.usgenomics.com/index.php?option=com_content&task
=view&id=77&Itemid=82&m=t). Briefly, their Trilogy technology is based on the abil-
ity of their special reader to detect single molecules. For every miRNA, two oligonucleo-
tides are designed, each covering one-half of the miRNA sequence. These two oligo-
nucleotides are labeled with different fluorescent tags. After hybridization, the reader
is able to detect single molecules containing both fluorescent tags and only these are
counted as positive signals.

6. Conclusions
In this chapter I presented a wide variety of alternative methodologies that can be

used for the high-throughput analysis of miRNA expression. I do not intend to provide
specific recommendations of which methodologies are preferable, but leave it to the
readers to find the technology most suitable to their specific needs. Because the number
of miRNAs seems to be higher than previously estimated, probably approaching the
1000 mark (for human and most probably for vertebrates in general), one consider-
ation would be how many miRNAs are to be assayed. Thus, for assaying a few tens of
miRNAs, one may choose to use the microbead-based method of Genaco, the approach
described by Lu et al. (36), or the TaqMan approaches of ABI and Hartig et al. (56). For
the analysis of hundreds of miRNAs, the various microarray approaches or the bead
technology of Lu et al. (36) seem more suitable. Finally, in cases in which the sequences
of many (or all) miRNAs of a certain organism are unknown, one may choose the
cloning methodologies, either the straightforward approach or the methodology de-
veloped by Lynx.
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Summary

MicroRNAs (miRNAs) have a vital role in the generation of plant forms through post-
transcriptional regulation of the accumulation of developmental regulators. Analysis of their
roles requires detailed knowledge of their expression patterns. We describe an in situ hybrid-
iz-ation technique we have used to study the patterns of miRNA accumulation in Arabidop-
sis and in maize.

Key Words: In situ hybridization; microRNA; plants.

1. Introduction
miRNAs are small (~22mer) single-stranded RNA molecules that guide RNA-induced

silencing complexes to target transcripts and facilitate their site-specific cleavage or
translational repression. The first miRNAs were discovered in Caenorhabditis elegans
in a screen for heterochronic mutations that alter the timing of developmental events
(1,2). They have since been found in both metazoans and plants (for review, see ref. 3).
However, the miRNAs identified in these lineages are quite distinct. Most animal miRNAs
interact with weak complementarity to multiple sites in the 3' untranslated region of
target transcripts and act at the translational level. In contrast, plant miRNAs and their
targets frequently possess near perfect complementarity, and most plant miRNA–mes-
senger RNA (mRNA) interactions lead to cleavage of the target transcript at a position
corresponding to nucleotides 10 and 11 of the miRNA. The realization that plant miRNAs
display near perfect complementarity to target mRNAs has enabled the identification
of many target genes using computational approaches (4–6). Interestingly, the known
plant miRNAs show a strong propensity to target transcription factor families or other
genes controlling development.

The significance of miRNA-mediated gene regulation in plant development is exem-
plified by the range of developmental processes affected by mutations in genes required
for miRNA biogenesis or function: e.g., dicer-like1 (7), argonaute1 (8–11), hen1 (12,13),
hyponastic leaves1 (14–16), and zippy (17). Elucidation of the precise developmental
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roles of individual miRNAs is, however, complicated by the presence of extensive
redundancy. Nearly all miRNAs identified in plants are encoded by multigene fami-
lies. Consequently, few recessive loss-of-function alleles of miRNA genes (MIR) have
been identified that give rise to developmental phenotypes (18). The developmental
roles of several miRNAs have been revealed through characterization of dominant
miRNA-overexpressing mutations. For instance, miR-JAW was identified in a collec-
tion of activation-tagged lines based on its leaf morphology defects (19). miR-JAW
regulates a subset of TCP genes required for the proper temporal transition from cell
division to differentiation (20, 21). Overexpression of miR-JAW in the jaw-D mutant
leads to decreased expression of the TCP targets, which prolongs cell proliferation and
alters leaf shape. Similar gain-of-function mutations for miR159, miR164, miR165,
and miR172 lead to defects in organ separation, meristem function, vascular pattern-
ing, flowering, and floral organ development (18, 22–29).

A second approach to studying miRNA function involves the phenotypic analysis
of plants expressing a miRNA-resistant allele of a target locus. For example, muta-
tions that reduce the complementarity of class III homeodomain leucine zipper (HD-
ZIPIII) transcripts to miR165/166 were shown to interfere with miRNA-directed
transcript cleavage leading to ectopic HD-ZIPIII expression (28, 30–34). Analysis of
the phenotypes caused by these gain-of-function mutations indicates that miR165/
166-mediated regulation of HD-ZIPIII genes is required for normal meristem function
and axis specification in developing lateral organs and vascular strands. Transgenic
approaches have also been used to analyze the developmental phenotypes conferred
by expression of miRNA-resistant transcripts of genes regulated by miR-JAW, miR160,
miR164, miR168, and miR172 (18, 19, 25, 35–37). In total, these studies have revealed
that miRNAs are important regulatory signals in plant development that may direct changes
in cell fate by “clearing out” transcripts of regulatory genes. In addition, because the
miRNA pathway itself is regulated by miRNAs, a feedback mechanism is established
that may act as a rheostat of gene expression (11, 38, 39).

The identification of miRNAs as important regulators of developmental genes raised
the question of how the spatial and temporal patterns of miRNA expression are estab-
lished. The miRNA loci generate long noncoding transcripts called primary (pri)-miRNA
that undergo several processing steps to yield the mature miRNA. Pri-miRNA process-
ing involves slightly different mechanisms in animals and plants, which have been out-
lined in several recent reviews (3, 40, 41). However, in both lineages, the long transcript
is first cleaved to yield an approx 70 to 300-nucleotide (nt) stem-loop intermediate,
termed precursor (pre)-miRNA. Processing of the stem-loop pre-miRNA by Dicer activity
releases an approx 22-bp duplex that comprises the mature miRNA and the imperfectly
complemented miRNA* strand. Only the mature miRNA strand becomes incorporated
into a RNA-induced silencing complex, which mediates the cleavage or translational
repression of target mRNAs.

miRNA expression patterns were initially determined by Northern blot hybridiza-
tion (12,42, 43). More recently, microarray technologies have been developed to analyze
miRNA accumulation patterns (see refs. 44 and 45 and references therein). Both of these
approaches examine expression at the bulk tissue level and, therefore, cannot be used to
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address how miRNA expression patterns establish patterns of tissue organization dur-
ing development. A more detailed miRNA expression pattern can be inferred using so-
called “miRNA-sensors” (46, 47). Sensor constructs drive the constitutive expression
of a reporter gene that contains a miRNA complementary sequence in the 3' untrans-
lated region. Reporter gene expression will be limited to those cells lacking the com-
plementary miRNA. However, miRNA processing in plants can lead to the production
of short interfering RNAs from sequences downstream of the miRNA cleavage site that
can traffic between cells. Expression of miRNA sensors must, therefore, be observed in
an sde1 background, which blocks the production of secondary short interfering RNAs
(46). As for many other transcripts, detailed expression patterns of miRNAs at the cel-
lular level can be studied directly using in situ hybridization. Two different methods
have been described. Chen (37) performed low-stringency hybridizations with a probe
that comprised concatamers of miR172. In contrast, we used probes containing frag-
ments of MIR165 and MIR166 that include a single copy of the miRNA (10, 31) (Fig. 1),
and used an in situ hybridization method modified from that of Jackson (48). In plants,
both pri-miRNAs and pre-miRNAs are processed very efficiently to yield the mature
miRNA. As a result, neither precursor accumulates to levels that can be detected by
Northern blot analysis. Similarly, pri-miRNA probes that exclude the miRNA are not
detectable in in situ hybridization experiments. The in situ hybridization method we
use for the expression analysis of miRNAs is also being used for the expression analy-
sis of normal transcripts, and is outlined below.

2. Materials
All solutions are prepared using ribonuclease (RNase)-free glassware and chemi-

cals in diethylpyrocarbonate (DEPC)-treated dH2O (water with 0.05% DEPC is stirred
overnight at room temperature and subsequently autoclaved). See Note 1.

2.1. Tissue Preparation

2.1.1. Fixation
Four percent paraformaldehyde (Sigma P6148, Sigma, St. Louis, MO) fixative must

be prepared fresh on the day of use. Make up the required amount of phosphate buff-
ered saline (PBS) (130 mM NaCL, 7 mM Na2HPO4, and 3 mM NaH2PO4) in DEPC-
treated water. Adjust the pH to 11.0 with NaOH. The pH can be checked with pH
papers and disposable RNase-free plastic pipets. Heat the solution to 60°C to 70°C. In
a fume hood, add paraformaldehyde (final concentration, 4%) and mix thoroughly until
dissolved. Place the solution on ice and, when cooled, adjust the pH to 7.0 with H2SO4
(1–2 drops for 100 mL). Do not use HCl to adjust the pH, because this will release
highly toxic fumes. To improve the infiltration of the fixative, the following detergents
can be added: dimethylsulfoxide (DMSO) (up to 4%), Triton X-100 (up to 0.1%), or
Tween-20 (up to 0.1–0.3%).

2.1.2. Embedding
1. PBS.
2. 100% EtOH.
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Fig. 1. In situ hybridization analysis of miRNAs in Arabidopsis and maize. (A) Primers were
designed to amplify the precursor (pre)-microRNA (miRNA) sequences from the genomic tem-
plate. The pre-miRNA was identified by sequences conserved between different loci/different
species (in yellow). Probes for miR165 in Arabidopsis contained either the miRNA and miRNA*
(a) or the miRNA* alone (b). Probes for miR166 in maize contained either the miRNA (c) or only
precursor sequence (d). (B) Transcription through the miRNA and miRNA* was not possible
in the 3' to 5' direction but was possible in the 5' to 3' direction. This is probably because of
extensive secondary structure—see the folding of (a) from the miR165b precursor (as predicted
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3. 1 L 8.5% NaCl.
4. Histoclear (National Diagnostics, Atlanta, GA; cat. no. HS-200).
5. Tissuepath paraplast X-tra (Fisher, Pittsburg, PA; cat. no. 23-021-401). Paraplast should

be freshly melted before use, in an oven at 58°C to 60°C. However, prolonged heating
above 60°C should be avoided.

6. Base moulds (EMS, Fort Washington, PA; cat. no. 62352-15).
7. Embedding rings (Fisher; cat. no. 22-038-197).

2.1.3. Sectioning
1. Probe-on-plus slides (Fisher; cat. no. 15-188-52).
2. 0.2 N NaOH.

2.2. Probe Preparation
2.2.1. In Vitro Transcription
1. Phenol/chloroform.
2. Digoxygenin (DIG) RNA-labeling kit (Roche, Indianapolis, IN; cat. no. 1-175-025).
3. RNasin.
4. RNA polymerase.

Transcripts are made from linearized plasmid templates that typically carry pro-
moters for one of the following RNA polymerases: T3, T7, or Sp6.

2.2.2. Deoxyribonuclease Treatment
1. RNase-free deoxyribonuclease (DNase) (RQ1) (Promega, Madison, WI; cat. no. M610A).
2. 100 mg/mL of transfer RNA (tRNA) (store at −20°C) (Roche; cat. no. 109541).
3. 100 mL of 4 M NH4Ac.
4. 100% EtOH.

2.2.3. Carbonate Hydrolysis
1. 50 mL of 2X CO3 buffer: 80 mM NaHCO3,120 mM Na2CO3.
2. 50 mL of 10% acetic acid.
3. 100 mL of 3 M NaAc, pH 5.2.
4. 50% deionized formamide (store at 4°C) (Sigma; cat. no. F9037).

2.3. In Situ Hybridization
The following general stock solutions should be prepared. Again, all solutions are

prepared using RNase-free chemicals and DEPC-treated dH2O. In addition, approxi-
mately 12 L of DEPC-treated dH2O is needed in 1-L RNase-free bottles for diluting
stock solutions.

Fig. 1. (Continued) by mfold, M. Zuker, 2003). (C) In situ hybridization analysis of miR165b
in Arabidopsis using the (a) probe at a 1X concentration. Signal is seen on the abaxial side of
the leaf primordia. (D) In situ hybridization analysis of miR165b in Arabidopsis using the (b)
probe at a 1X concentration. No signal is seen. (E) In situ hybridization analysis of miR166 in
maize using the (c) probe at 5X concentration. Signal is seen in the abaxial side of the first leaf,
and expression extends gradually during leaf development. (F) In situ hybridization analysis of
miR166 in maize using the (d) probe at a 5X concentration. No signal is seen, consistent with
the low abundance of miR precursors.



164 Kidner and Timmermans

1. 1 L of 10X PBS, pH 7.0.
a. 1.3 M NaCl.
b. 70 mM Na2HPO4.
c. 30 mM NaH2PO4.
This solution should come out to pH 7.0, but, if necessary, the pH can be adjusted with
H3PO4 or NaOH. Check the pH with pH paper.

2. 500 mL of 0.5 M ethylenediaminetetraacetic acid (EDTA), pH 8.0 (adjust the pH with
NaOH).

3. 1 L of 1 M Tris-HCl solution, pH 9.5, pH 8.0, and pH 7.5 (adjust the pH with concentrated
HCl). Tris-HCl contains an amino group, which inactivates DEPC, so it is best made up
with Tris-HCl powder from a dedicated clean stock and dissolved in DEPC-treated water.

4. 500 mL of 5 M NaCl.
5. 100 mM Phosphate buffer, pH 6.8. For 200 mL, mix 51 mL of 200 mM NaH2PO4, 49 mL

of 200 mM Na2HPO4, and 100 mL of dH2O.
6. 500 mL of 1 M MgCl2.

2.3.1. Section Pretreatment
1. Histoclear.
2. 100% ethanol.
3. 1 L of 20X standard sodium citrate (SSC).

a. 3 M NaCl.
b. 300 mM Na citrate.

4. 10 mg/mL proteinase K. Proteinase K does not need to be predigested. Aliquots of this
stock solution are stored at −20°C. For maize tissues, we frequently use pronase instead of
proteinase K; 40 mg/mL pronase (Sigma type XIV) is dissolved in water and predigested to
remove nucleases by incubating at 37°C for 4 h. Aliquots are stored at −20°C (see Note 2).

5. 20% glycine in 10X PBS (store at −20°C).
6. 4% paraformaldehyde in PBS, made fresh, as detailed in Subheading 2.1.1.
7. 4 mL of acetic anhydride in 800 mL of 0.1 M triethanolamine-HCl, pH 8.0. Acetic anhy-

dride is unstable in water, thus, this solution should be made fresh immediately before
use. Place an RNase-free glass container over a magnetic stirrer in the fume hood and add
the following solutions while stirring vigorously: 786 mL DEPC-treated dH2O, 10.4 mL
triethanolamine (Sigma T1377), and 3.2 mL HCl. After the solution is mixed, add 4 mL
acetic anhydrite (Sigma A6404). Lower the mixing speed and immediately lower the slide
rack into the solution. Whereas the other solutions can be used for multiple slide racks,
this solution should be made fresh for each rack of slides.

2.3.2. Hybridization
1. 50 mL of 10X in situ hybridization salts.

a. 3 M NaCl.
b. 100 mM Tris-HCl, pH 8.0.
c. 100 mM Na phosphate, pH 6.8.
d. 50 mM EDTA.

2. 100 mg/mL tRNA (store at −20°C) (Roche 109541).
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3. 40 mL of 50% dextran sulfate (molecular weight > 500,000) (store at −20°C) (Sigma
D8906-5G). Dextran sulfate should be heated to 80°C to dissolve.

4. 50X Denhardts (store at −20°C) (Sigma D2532).
5. Formamide (store at 4°C) (Sigma F9037).

2.3.3. Posthybridization Treatment
1. 1 L of 20X SSC: 3 M NaCl, 300 mM Na citrate.
2. 1 L of 5X NaCl, Tris-HCl, EDTA (NTE): 2.5 M NaCl, 50 mM Tris-HCl, pH 8.0, 5 mM

EDTA.
3. 20 mg/mL RNase-A (store at −20°C) (Roche 109142).

2.3.4. Detection of the Hybridization Signal
1. 1 L Tris-buffered saline (TBS): 100 mM Tris-HCl, pH 7.5, 150 mM NaCl.
2. 1% blocking reagent (Roche 1096176) in 200 mL TBS.

TBS should be heated to 60°C, blocking reagent should be added on top of the solution
and stirred for at least 1 h to dissolve completely.

3. 1% bovine serum albumin (BSA) (Sigma A7906) and 0.3% Triton X-100 in 500 mL TBS.
4. Anti-DIG-alkaline phosphatase, Fab fragments (Roche 1093274).
5. 250 mL Tris saline (TN): 100 mM Tris-HCl, pH 9.5, 100 mM NaCl.
6. Nitroblue tetrazolium (NBT) plus bromochloroindolyl phosphate (BCIP) mix (store at −20°C)

(Roche 1681451). Just before use, add 200 µL NBT/BCIP mix to 10 mL TN. Alternatively,
a premix of NBT/BCIP called “Western Blue” (Promega S3841) can be used.

7. 500 mL Tris-HCl and EDTA, pH 8.0: 10 mM Tris-HCl, 1 mM EDTA.
8. 100% EtOH.
9. Histoclear.

10. Cytoseal (EMS 18006).

2.4. Equipment

Vacuum system.
Fume hood.
Oven at 58°C to 60°C to melt the paraplast.
Ovens for 50°C, 55°C, and 37°C (two ovens are needed for the quick change between

temperatures).
Slide warmer.
Microtome.
Metal slide rack to fit in glass trough.
Three glass troughs baked at 250°C overnight.
Stir bars, spatulas, and glass measuring cylinders baked at 250°C overnight.
21 plastic boxes, soaked overnight in 0.2 M NaOH and rinsed in DEPC-treated water (see Note 3).
Two large flat plastic boxes with sealable lids for hybridization and antibody treatment.
Plastic disposable pipets, individually wrapped.
Disposable plastic Pasteur pipets.
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3. Methods

3.1. Tissue Preparation
Before beginning, assess the expression levels of the miRNA of interest in the vari-

ous tissues of the plant via small RNA Northern blots. Alternatively, the expression pat-
tern of the pri-miRNAs can be determined by reverse transcriptase polymerase chain
reaction (PCR) to ensure that appropriate tissues or developmental stages are analyzed.

3.1.1. Fixation
1. Harvest samples and place as quickly as possible in fresh fixative on ice, either in 15-mL

blue Falcon tubes or glass scintillation vials. If dissection is required, this is best done on
ice in cold fixative. For instance, maize apices are dissected into small 4 ↔ 4 ↔ 3-mm blocks
to optimize the infiltration of fixative and subsequent solutions.

2. Apply vacuum (~400 mmHg) to samples while the samples are on ice. Small bubbles
should be released from the samples. Hold the vacuum for 15 to 20 min and release slowly.
Ensure that the fixative does not boil. Repeat this step until the tissues sink. Tissue samples
that are more difficult to infiltrate can be placed in special tissue holders such that the
tissue is fully submerged in fixative.

3. Replace the paraformaldehyde with fresh fixative and gently shake overnight at 4°C. Use
a large excess of each solution, e.g., for 8 to 10 maize apices or Arabidopsis seedlings use
10 to 15 mL.

3.1.2. Embedding
Machines for automatic wax embedding are available and can be used to simplify

this step.

1. Precool the following solutions by keeping them in the cold room.
All steps are performed at 4°C with gentle shaking or rotation.
a. 1X PBS 30 min.
b. 1X PBS 30 min.
c. 30% EtOH 60 min.
d. 40% EtOH 60 min.
e. 50% EtOH 60 min.
f. 60% EtOH 60 min.
g. 70% EtOH 60 min.
h. 85% EtOH 60 min.
i. 95% EtOH overnight.
Addition of 0.1% eosin to the final step helps to visualize small samples when sectioning.
0.85% NaCl can be added to the 30 to 85% EtOH solutions to avoid excessive swelling
and shrinking of the tissue. Tissue can be stored for several months in 70% EtOH at 4°C.

2. If the initial steps are performed in 15-mL blue Falcon tubes, the samples should be trans-
ferred to glass vials before the histoclear is added because static can otherwise be a problem.
All steps are performed at room temperature with gentle shaking.
a. 100% EtOH + eosin 30 min.
b. 100% EtOH + eosin 30 min.
c. 100% EtOH + eosin 60 min.
d. 100% EtOH + eosin 60 min.
e. 25% histoclear, 75% EtOH 30 min.
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f. 50% histoclear, 50% EtOH 30 min.
g. 75% histoclear, 25% EtOH 30 min.
h. 100% histoclear 60 min.
i. 100% histoclear 60 min.
j. 100% histoclear + 1/4 volume of paraplast chips overnight.

3. Place the samples at 42°C until the chips are completely melted (this may take several hours).
4. Add more chips and move to 60°C. At the end of the day, replace the wax/histoclear with

freshly melted wax and leave the vials open overnight at 60°C. An RNase-free beaker of
wax should be set up and replenished at each change so there is always freshly melted wax
at hand.

5. Change the wax each morning and evening of days 5 and 6. Leave the vials open at 60°C
overnight.

6. In the morning of day 7, replace the wax once more. Samples can be embedded later on
day 7. Pour paraplast into a mold and arrange the tissue sample in the mold, using warmed
forceps. Place the molds on ice to aid rapid setting. We orientate plant tissues carefully in
the molds to fit onto the microtome to be sectioned directly. Alternatively, we embed sam-
ples randomly and in bulk in unused pie dishes (aluminium tins ~5 cm in diameter). Indi-
vidual samples can later be cut out and, using more hot wax, can be mounted in the correct
orientation onto the microtome blocks.

If wax infiltration seems to be a problem, as evidenced by holes in the tissue sections,
samples can be vacuum infiltrated once more immediately before making the blocks. How-
ever, make sure that the vacuum system is warmed up to 58°C to 60°C. Special hotplates are
available that maintain temperature at 60°C and simplify the embedding process. Blocks
can be stored in plastic bags at 4°C for 1 yr or longer.

3.1.3. Sectioning
Sectioning can be tricky in very dry conditions, in which case static becomes a prob-

lem, or in warmer temperatures, in which case the ribbon may buckle in the heat. The
wax blocks can be sectioned from cold and grounding the microtome with a wire some-
times helps to reduce static electricity. Slides used are Probe-On Plus from Fisher Bio-
technology. They are precleaned and charged. They also have a white paint label that
provides a capillary space when two slides are sandwiched together.

1. Prewarm the slide warmer to 42°C. Clean the microtome and slide warmer by wiping with
0.2 M NaOH. Lay clean filter paper next to the microtome on which to place the wax
ribbons.

2. Trim the block into a trapezoid shape, leaving approx 2 mm of wax around the plant tis-
sue. Place the block into the microtome such that the longer of the two parallel faces is at
the bottom. Section through the region of interest. Sections 8- to 10-µm thick are reason-
able, depending on the size of the cells in the tissue. The sections should make long wax
ribbons.

3. Place a Probe-On Plus slide on the slide warmer and apply several drops of DEPC-treated
water. Slides can be marked with pencil, because pencil marks will not dissolve in later
EtOH incubations.

4. Float the wax ribbon on the water, shiny side down (the bottom side as the ribbon comes
off of the microtome). Let the ribbon warm for approximately a minute to allow it to flatten
out completely.
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5. Before the edges of the wax contact the warm slide, tip off the water carefully but in one
smooth movement, so the ribbon is lowered down onto the slide. Hold the slide upright
and use a twist of tissue to drain off any excess water from the edge of the ribbon.

6. Leave the slides at a slight angle on the slide warmer at 42°C overnight so that the tissue
adheres. Sectioned tissue can be stored in a box with silica desiccant for several weeks at
4°C.

3.2. Probe Preparation

3.2.1. Designing the Probe
Because only the mature miRNA seems to accumulate in plants, any DNA fragment

that includes the miRNA sequence can serve as a probe for in situ hybridization. How-
ever, the probes we used originally for expression analysis of miR165 and miR166 were
derived from the actual pri-miRNAs (Fig. 1A). Many miRNA loci are members of gene
families and show sequence conservation in the miRNA* sequence. Pair-wise compar-
isons between the Arabidopsis MIR165 or MIR166 family members revealed exten-
sive sequence conservation also surrounding the predicted miRNA:miRNA* duplex.
Primers derived from regions conserved between MIR165a and MIR165b allowed the
amplification of pri-miRNA transcripts by reverse transcriptase PCR (10). Pri-miRNA
levels varied considerable between different tissues and developmental stages, as well
as between the different loci, in accordance with what was known from small RNA
gels.

miRNA and miRNA* sequences are often conserved between distantly related spe-
cies (45). We identified one additional sequence motif that is conserved between MIR166
loci from Arabidopsis and rice, and this conservation allowed us to clone pri-miRNA
transcripts for miR166 from maize (31). Fragments of the Arabidopsis and maize pri-
miRNAs that include the miRNA were used as in situ hybridization probes (Fig. 1C,E).
Similar fragments that excluded the miRNA were used as negative controls in the experi-
ments (Fig. 1D,F).

More recently, we use fragments of genomic DNA as in situ hybridization probes.
Primers are designed to genomic sequences surrounding the miRNA that allow the
amplification of approx 300- to 500-bp fragments (this size fragment works well in
the in vitro transcription reaction). To avoid potential complications with secondary
structure, we exclude the miRNA* from the probe fragment by placing one primer
within the pre-miRNA.

The PCR products, whether derived from pri-miRNA transcripts or genomic DNA,
were cloned into the pCRII-TOPO vector (Invitrogen). This vector includes an Sp6
and a T7 promoter, allowing in vitro transcription in either direction across the insert.
Several other vectors are available that contain T7, T3, or Sp6 promoters.

3.2.2. In Vitro Transcription
1. Linearize the plasmid by digesting approx 5 µg DNA with a restriction enzyme that digests

at the end of the insert opposite the site of the promoter. Do not use restriction enzymes
that leave a 3' overhang. This can lead to transcription artifacts because the polymerase
can use the 3' overhang as a substrate to continue transcription. Digest for 3 h and use
extra enzyme to be sure of a complete digest.



In Situ Hybridization and miRNAs in Plant Development 169

2. Check an aliquot of the digest on a gel to verify that the reaction has gone to completion.
3. Extract the DNA with phenol/chloroform, precipitate with EtOH, and resuspend in DEPC-

treated dH2O to a concentration of 0.5 µg/µL. Alternatively, the digest can be cleaned
using standard DNA purification columns.

4. Set up the transcription reaction as follows:
a. 4 µL of DNA (0.5 µg/µL).
b. 5 µL of 5X buffer.
c. 5 µL of 5X nucleotides.
d. RNase inhibitor, to 1 U/µL.
e. RNA polymerase, to 0.4 U/µL.
f. H2O to 25 µL.
5X nucleotides are 2.5 mM adenosine triphosphate, guanosine triphosphate, cytidine tri-
phosphate, and uridine triphosphate (UTP)/DIG-UTP in H2O. Incubate at 37°C for 30 to
60 min. We use a 1:1 DIG-UTP:regular UTP ratio because this gives a much better RNA
yield. In our experience, longer incubations times (up to 2 h) can improve the RNA yield
for certain miRNA probes.

5. Treat a gel box and comb with RNase zap (Sigma) or 0.2 N NaOH for 30 min. Make up a
fresh 1% gel that contains ethidium bromide. Run 1 µL of the transcription reaction at 80
V for approx 15 min. For a good in vitro transcription reaction, the RNA band will be at
least as intense in brightness as the DNA band. Use a control RNA, which is usually pro-
vided with the in vitro transcription kit, to estimate the amount of probe synthesized. Alter-
natively, the relative intensity of the RNA and DNA bands can be used to estimate the probe
yield. Depending on the concentration at which the probe will be used (which will vary for
different genes) 2 µg of probe is usually sufficient for 80 slides.

3.2.3. DNase Treatment
To remove the DNA template from the in situ hybridization probe, the in vitro tran-

scription reaction is treated with DNaseI.

1. To the transcription reaction add:
a. DEPC-treated H2O 75 µL.
b. tRNA (100 mg/mL) 1 µL.
c. RNase-free DNase (RQ1) 5 U.
Incubate for 10 min at 37°C. The tRNA serves as a carrier RNA in the subsequent precipi-
tation reactions.

2. Add an equal volume of 4 M NH4Ac plus two volumes of EtOH, and precipitate the RNA
at −20°C for 1 h. Centrifuge the RNA pellet at 4°C for 30 min. Rinse the pellet with 70%
EtOH and let it air-dry for 15 to 30 min on ice.

3. Resuspend the pellet in 100 µL DEPC-treated H2O.

3.2.4. Carbonate Hydrolysis
The probe is usually partially hydrolyzed to yield fragments of approx 150 nt. Shorter

probes can better penetrate the tissue and, consequently, improve the hybridization sig-
nal and reduce the background. Because some of our miRNA probes are approximately
this length, we sometimes skip this step.

The length of time required to hydrolyze probes of different sizes is calculated
using the formula:
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Time = (Li – Lf ) / (K ↔ Li ↔ Lf ),

where Li is the initial length of probe (in kilobases); Lf is the final length of probe
(0.150 kb); and K is 0.11 kb/min.

1. Add 100 µL 2X CO3 buffer and incubate at 60°C for the calculated length of time.
2. Neutralize the reaction with 10 µL of 10% acetic acid.
3. Add 1/10 volume of 3 M NaAc, pH 5.2, plus 2 volumes EtOH and precipitate the RNA at

−20°C for 1 h. Centrifuge the RNA pellet at 4°C for 30 min. Rinse the pellet with 70%
EtOH and let the pellet air-dry for 15 to 30 min on ice.

4. Resuspend the RNA in 50% formamide at a final concentration of 50 ng/kb/µL.

Most probes are used at a final concentration of 0.5 ng/kb/µL probe complexity, so
this gives a 100X stock for making up the hybridization solution. Hybridizations are
performed with 100 µL per slide. Thus, if a probe is 0.5-kb long, the probe should be
resuspended at a concentration of 25 ng/µL (50 ng ↔ 1 µL ↔ 0.5 kb) to obtain a 100X
stock. If the probe is 1-kb long, 50 ng/µL probe will make a 100X stock.

Probes can be stored for months at −80°C, allowing the same probe to be used as a
control in different experiments.

3.3. In Situ Hybridization

3.3.1. Section Pretreatment
Before the hybridization, sections are pretreated to optimize the signal intensity and

specificity. Tissue sections are first dewaxed and rehydrated through an ethanol series.
The sections are subsequently treated with proteinase K, which increases the permea-
bility of the tissues, thus enhancing the infiltration with the RNA probe. Some experi-
mentation may be needed to determine the optimum conditions, time, and temperature
to maximize the hybridization signal without breakdown of the tissue. Proteinase K
activity is stopped with glycine. The sections are fixed again with paraformaldehyde,
and then treated with acetic anhydride to neutralize positive charges that may lead to
nonspecific binding of the probe.

The volume required for each solution will obviously depend on the number of slides
to be treated and the container size used. The sections should always be completely sub-
merged. For a 50-slide rack and a neatly fitting container, 600 mL should be sufficient.
Because many of the incubation steps are very short, we usually prepare all possible
solutions, including the 4% paraformaldehyde (see Subheading 2.1.1.), first, before
beginning the slide pretreatments (see Note 4). However, the acetic anhydride solu-
tion will need to be prepared immediately before use, and proteinase K is added at the
time of use.

All steps are performed at room temperature unless noted otherwise (see Note 5).

1. Select the slides and label each in pencil with the probe to be used. Be sure to pick pairs
for each probe because the hybridization steps are performed with sandwiched slides.

2. Warm 600 mL of 100 mM Tris-HCl, pH 8.0, and 50 mM EDTA to 37°C (60 mL of 1 M
Tris-HCl, pH 8.0 and 60 mL of 0.5 M EDTA for 600 mL). Add 60 µL of 10 mg/mL pro-
teinase K just before step 3.
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3. Deparaffinize and rehydrate the tissue sections:
a. Histoclear 10 min (use a glass dish).
b. Histoclear 10 min (use a glass dish).
c. 100% EtOH 1 min.
d. 100% EtOH 1 min.
e. 95% EtOH 1 min.
f. 90% EtOH 1 min.
g. 80% EtOH 1 min.
h. 60% EtOH 1 min.
i. 30% EtOH 1 min.
j. H2O 1 min.

4. 2X SSC for 15 to 20 min.
5. 100 mM Tris-HCl, pH 8.0, and 50 mM EDTA, with freshly added proteinase K (1 µg/mL)

for 30 min at 37°C (see Note 2).
6. 0.2% glycine in PBS for 2 min.
7. PBS for 2 min.
8. PBS for 2 min.
9. 4% paraformaldehyde, pH 7.0 (made fresh), for 10 min.

10. PBS for 5 min.
11. PBS for 5 min.
12. Acetic anhydride for 10 min. While the slides are in the PBS washes, make up 0.1 M trietha-

nolamine buffer, pH 8.0, in a glass dish (see Subheading 2.3.1.) by mixing on a magnetic
stirrer in the fume hood:
a. 786.4 mL DEPC-treated H2O.
b. 10.4 mL Triethanolamine.
c. 3.2 mL Concentrated HCl.
Add 4 mL acetic anhydride into the triethanolamine immediately before putting the slides
in, and stir well. Reduce the speed of the stirrer and elevate the slide rack in the container
of triethanolamine/acetic anhydride (we use a second inverted slide rack to support the sam-
ples). After adding the slides, continue to stir slowly for 10 min.

13. PBS for 5 min.
14. PBS for 5 min.
15. Dehydrate again:

a. 30% EtOH 30 s.
b. 60% EtOH 30 s.
c. 80% EtOH 30 s.
d. 90% EtOH 30 s.
e. 95% EtOH 30 s.
f. 100% EtOH 30 s.
g. 100% EtOH 30 s.

16. Slides can be stored in container with a small amount of 100% EtOH at the bottom for up
to several hours at 4°C.

Both paraformaldehyde and acetic anhydride are toxic, therefore, these solutions
should be prepared in a fume hood and disposed of properly.

3.3.2. Hybridization
We do not usually include a sense “control” probe because this RNA is entirely differ-

ent in sequence and not a true negative control. However, if a RNA-null mutant exists,



172 Kidner and Timmermans

such tissues would be an excellent negative control. For miRNA in situ hybridizations,
we include an antisense probe specific for the pri-miRNA as a negative control. We also
always include a positive control, most often SHOOTMERISTEMLESS or knotted1,
which are relatively abundant. As mentioned in Subheading 3.2.4., most probes are used
at a probe complexity of 0.5 ng/kb/µL. However, for new probes or new tissues, a dilu-
tion series of the probe should be evaluated. We often use 1, 5, and 20X concentrations.

1. Decide what slides to use with which probe. Determine how much hybridization solution
to make based on the total number of slide pairs.
Hybridization Solution (enough for five slide pairs) total volume: 800 µL:
a. 100 µL of 10X in situ hybridization salts.
b. 400 µL of deionized formamide.
c. 200 µL of 50% dextran sulfate.
d. 20 µL of 50X Denhardt solution.
e. 10 µL of tRNA (100 mg/mL).
f. 70 µL of DEPC-treated H2O.
This solution is very viscous because of the dextran sulfate. Either warm it up before use,
or make more than you need to overcome loss in dispensing. Hybridization solution can
be made up in bulk and stored in aliquots at −20°C.

2. Air-dry the slides by leaving the slide rack covered with a Kimwipe in a clean dry box
while you prepare the solutions. The slides must be completely dry.

3. For each pair of slides, probe should be added to 50% formamide, such that the total
volume is 40 µL. Heat to 80°C for 2 min, immediately chill on ice, centrifuge briefly, and
keep on ice.

4. Add 160 µL of hybridization solution for each pair of slides, such that the volume is now
200 µL (hybridization solution + probe) for each slide pair (see Table 1 for mixing volumes
of hybridization solutions). Mix slowly and carefully to avoid bubbles.

5. Apply the probe to the slides. Because the sections are dried and the probe is viscous, care
should be taken to infiltrate all sections and to avoid air bubbles. We use one of three
methods:
a. Excess amounts of the hybridization solution are placed in a plastic trough designed

for multiwell pipettors (Matrix Technologies). Two slides are sandwiched together

Table 1
Hybridization Solutions Tablea

50% Hyb Final
Pairs Probe  Formamide solution volume
of slides (µL) (µL) (µL) (µL)

1 2 38 160 200
2 4 76 320 400
3 6 114 480 600
4 8 152 640 800
5 10 190 720 1000
1b 10 30 160 200

aThis table assumes that the probe is at 50 ng/kb/µL. Hyb, hybridization.
b5X probe.

80°C
2 min

Apply
200 µL
to each
pair of
slides
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and the slide sandwich is dripped into the tough on its side. This allows the solution to
be pulled up by capillary action.

b. A second technique is to apply 200 µL probe to the long edge of one slide, then make
a sandwich by gradually lowering the second slide down. Tap on the slides if the probe
seems to exclude a section.

c. A third technique is to apply 100 µL probe to each slide, carefully spreading it over the
entire slide with the side of a pipet tip so that all sections are covered. Then slowly
sandwich the two slides together without getting air bubbles. If bubbles do arise, do
not pull the slide apart but tap the slides to displace the bubbles from all tissue sections,
add additional hybridization solution, if needed.

6. Line a plastic box with damp tissue paper and use plastic pipets to make racks for the pairs
of slides. The slide sandwiches can be stacked on top of each other, but they should not
touch on the side, because this will lead to mixing of the probes. Seal the box tightly.

7. Hybridize at 50°C overnight.

3.3.3. Posthybridization Treatment
The hybridization solution is washed off the slides and the slides are treated with

RNase A to remove single-stranded RNA and to increase the specificity of the probe.
RNase A will cleave at mismatches in RNA:RNA hybrids. As a result, probe that cross-
hybridizes with potential closely related sequences will be fragmented and washed off
in the subsequent washes.

1. Warm 0.2X SSC to 55°C (need ~3 L).
2. Warm NTE solution to 37°C (need ~3 L). These solutions are usually prepared the evening

before and warmed up overnight.

During one of the wash steps, 200 mL of blocking solution should be prepared (see
Subheading 2.3.4.; 1% blocking reagent [Roche] in 200 mL TBS).

The TBS should be heated to 60°C. The blocking reagent should be added on top of
the solution and stirred for at least 1 h to dissolve completely. The solution will remain
cloudy. Do not heat higher than 60°C.

All washes are performed with prewarmed solutions and with gentle shaking.

1. Dip pairs of slides into a dish of prewarmed 0.2X SSC to separate and rinse the slides
before placing in a rack.

2. Wash slides in 0.2X SSC at 55°C for 60 min.
3. Replace the 0.2X SSC and wash at 55°C for 60 min.
4. Wash in NTE at 37°C for 5 min.
5. Replace the NTE and wash at 37°C for 5 min.
6. Incubate with RNase (20 µg/mL) in NTE with gentle shaking at 37°C for 30 min. Add

RNase to prewarmed NTE immediately before use.
7. Wash in NTE at 37°C for 5 min.
8. Replace the NTE and wash at 37°C for 5 min.
9. Wash in 0.2X SSC at 55°C for 60 min.

10. Rinse in PBS at room temp for 5 min.

3.3.4. Detection of the Hybridization Signal
The slides are first blocked to prevent nonspecific crossreaction with the anti-DIG

antibody.
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1. Place slides on the bottom of a large flat plastic container, tissue side up. Add 1.0% Roche
block (see Subheading 2.3.4.); use just enough blocking solution to cover the slides.
Place the container on a rocking platform, rock gently, and incubate at room temperature
for 45 min. At this time, make up 500 mL of 1% BSA and 0.3% Triton X-100 in TBS (see
Subheading 2.3.4.):
a. 5 g of BSA.
b. 50 mL of 1 M Tris-HCl, pH 7.5.
c. 15 mL of 5 M NaCl.
d. 1.5 mL of Triton X-100.

2. Replace blocking solution with 1% BSA and 0.3% Triton X-100 in TBS, and wash for 45
min, as in Subheading 3.3.4., step 1.

3. Dilute the anti-DIG antibody (1:1250) in the 1% BSA and 0.3% Triton X-100 in TBS solu-
tion. For 25 pairs of slides, 10 µL of antibody in 12.5 mL is sufficient.

4. Place a few milliliters of antibody solution in a small dish. We often use plastic multi-
pipetting or weighing dishes. Sandwich slides together and dip one long side in the solu-
tion, allowing capillary action to pull up the solution. Drain the slides on a Kimwipe and
fill the slides with antibody solution again. You may need to tap the slides as the solution
flows in to avoid bubbles.

5. Arrange slides on racks of plastic pipets above wet tissue in a tightly sealed plastic con-
tainer and leave overnight at 4°C.

6. Drain slides on Kimwipes and separate the slides. Place the slides on the bottom of a
plastic container, as in Subheading 3.3.4., step 1. Wash four times in 1% BSA and 0.3%
Triton X-100 in TBS solution on a rocking platform at room temperature for 15 min each.

7. Wash in TN (100 mM Tris-HCl, pH 9.5, and 100 mM NaCl) for 10 min.
8. Dip each slide in TN solution to ensure that all detergent is washed off and the pH in the

sections is raised to 9.5 for optimum alkaline phosphatase activity.
9. Prepare the substrate solution immediately before use by adding 200 µL of premixed

NBT/BCIP (Roche 1681451) to 10 mL of TN solution. This is sufficient for 25 slide pairs.
10. Sandwich two slides and draw up the substrate solution as in Subheading 3.3.4., step 4.

Repeat.
11. Place the slides in a plastic container above wet paper towels in total darkness for 1 to 5 d.

Check the development on a dissection microscope with the slide sandwich balanced on
an opened Petri dish to avoid having capillary forces drain the substrate. Replace the
substrate solution every other day by pulling out the old solution onto Kimwipes and
drawing up fresh substrate via capillary action as in Subheading 3.3.4., step 4.

12. When the signal is clear, drain the slide pairs, separate the slides, and rinse them in Tris-
HCl and EDTA to stop the alkaline phosphatase reaction.

13. Dehydrate the sections through an EtOH series:
a. 30% EtOH 5 s.
b. 50% EtOH 5 s.
c. 70% EtOH 5 s.
d. 85% EtOH 5 s.
e. 95% EtOH 5 s.
f. 100% EtOH 5 s.
g. Histoclear 2 min.
h. Histoclear 2 min.
It is important to keep the time in EtOH to a minimum because the color product is alcohol
soluble.
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14. Dry the slides in a fume hood and mount them with a few drops of Cytoseal. Leave the
slides flat overnight to dry.

The dehydrating EtOH series can be skipped. Instead, rinse the slides in milli-Q water
and dry at 37ϒC in a box with Kimwipes to ensure thorough dryness. Then proceed with
the mounting in cytoseal as above.

4. Notes
1. It is usual to make all solutions RNase-free by DEPC treatment. However, if you have

good clean milli-Q water, this may not be necessary; DEPC does interfere to some extent
with transcription reactions and is a potent carcinogen, therefore, it is best to do without it
if possible. We use Falcon tubes to measure most RNase-free solutions.

2. Some researchers prefer to use pronase instead of proteinase K to permeabilize the tissue
sections. To do so, the pretreatment steps after the 1 min incubation in H2O, Subheading
3.3.1., steps 4 and 5, can be modified as follows:

4. PBS for 5 min.
5. Pronase for 10 min.

Predigested pronase (see Subheading 2.3.1.) is diluted to a final concentration of 0.125
mg/mL in 50 mM Tris-HCl, pH 7.5, and 5 mM EDTA.

3. Treat plastic containers with 0.2 M NaOH overnight and rinse with DEPC-treated water.
They can be kept from experiment to experiment as long as they are not stored for more
than a week or so. We keep boxes that are used before the RNase step separated from those
boxes used for RNase treatment or thereafter.

4. Because of the number of solutions used and the length of the protocol, it is important to
have everything to hand before you begin to avoid hurriedly making solutions during a 5-
min wash. The timetable below is the one we use, although the protocol can be worked
through in 2 long days by reducing the washes in Subheading 3.3.3. to 30 min and the
antibody incubation step to 4 h at room temperature.

Timetable
Day 0

Prepare the probes.
Prepare and label slides.
Made up stock solutions.
Prepare 21 RNase-free boxes.
Bake slide rack, stir bars, three glass boxes, and one 500-mL glass measuring

cylinder.
Day 1

Preparation before lunch:
Make up EtOH series and histoclear.
Make up 2X SSC, PBS, and PBS/glycine.
Warm proteinase-K buffer.
Make up paraformaldehyde.

12 to 3 PM

Pretreat the slides as outlined in Subheading 3.3.1.
4 PM

Aliquot the probes and hybridization solutions, see Subheading 3.3.2.
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Add probes to the slides (~30 min for 10 slide pairs).
Incubate slides at 50°C overnight.
Make up 3 L each of NTE (37°C) and 0.2X SSC (55°C) and set to warm.

Day 2
Before noon:

Start the posthybridization washes, see Subheading 3.3.3.
Make up blocking solution.

Approximately 4 h later:
Place slides in blocking solution.
Wash with BSA/Triton X-100/TBS solution.
Add antibody solution to slide sandwiches (~30 min for 10 slide pairs).
Incubate at 4°C overnight.

Day 3
Wash excess antibody off of the slides.
Approximately 2 h later:

Set up the color reaction.
Add the alkaline phosphate substrate to the sandwiched slides (~30 min

for 10 slide pairs).
Leave slides in a sealed box above damp towels in the dark at room
temperature for 1 to 5 d.

5. A dedicated in situ hybridization space is very useful and lessens the worry regarding
RNase contamination from adjacent experiments. An entire clean lab bench is necessary to
lay out all of the boxes of solutions during the dehydration and rehydration steps, and quick
access to a fume hood for the histoclear, acetic anhydride, and paraformaldehyde steps is
also necessary.
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Summary

Small interefence RNA (siRNA) has revamped the technology of gene silencing in cul-
tured mammalian cells after its first demonstration by Tushl et al. 4 yr ago. To circumvent the
cost and the inconvenience in identifying a unique siRNA duplex that can quench target gene
expression, we devised a reporter-based system to test knockdown efficiency of selected
siRNAs. We demonstrated that this luciferase-based siRNA testing system can be used to
evaluate the knockdown efficiency of a directly transfected siRNA duplex or an siRNA
expressed from a lentiviral vector.

Key Words: siRNA; luciferase assay; gene silencing; Eaf2; lentiviral vector; C2C12
myofibroblast.

1. Introduction
RNA interference (RNAi) is a gene-silencing mechanism that uses double-stranded

RNA (dsRNA) molecules. RNAi seems to be a widely used gene-silencing mechanism,
being present in plants and animals (1–3). In fact, RNAi was first discovered in plants;
the presence of either a sense or an antisense transgene leads to simultaneous silencing
of exogenous transgenes and homologous endogenous genes (4, 5). This cosuppression
phenomenon has since been found to work in invertebrates, such as the worm and the
fruit fly (6–8). The RNAi machinery has been also been found to be conserved in verte-
brates, including the fish and the mouse. It serves as an important mechanism in regulat-
ing developmental processes (9, 10).

Recent studies demonstrated that RNAi is mediated by dsRNA molecules that are 21-
to 23-nucleotides in length. To be effective in silencing homologous gene activity, these
dsRNAs are processed by the ribonuclease III-like nuclease, Dicer, to generate siRNA
( 11). It is thought that the resulting small dsRNA fragments, in association with a multi-
meric nuclease complex called RNA-induced silencing complex, guide the complex to
their homologous messenger (mRNA) targets, leading to their degradation (11).
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Since the first demonstration by Tuschl et al. (12) that synthetic siRNA duplexes
can repress target gene expression in mammalian cells in a sequence-specific manner,
siRNA has become a method of choice for gene knockdown in cultured cells and in
simple model organisms, such as the nematode Caenorhabditis elegans. A large num-
ber of genes in a variety of mammalian cell lines have been targeted successfully in
this fashion.

Although siRNA has proven to be an effective tool in degrading endogenous mRNA
targets, defining an optimal siRNA sequence for a specific endogenous target remains
a limiting step. The current method uses computer algorithms to first select plausible
candidate sequences for generating siRNAs. Several siRNAs are then synthesized and
experimental validated to identify an optimal siRNA for the subsequent gene knock-
down experiment. This is normally achieved by Northern blot hybridization, quantita-
tive reverse transcriptase polymerase chain reaction (PCR), or by Western blot, if anti-
body is available. All of these methodology are time consuming if the assay conditions
are not optimized.

In this chapter, we describe a quantitative method of validating siRNA for silencing
ELL associated factor 2 (Eaf2) expression in the C2C12 myofibroblast cell line. Eaf2
encodes a cofactor for RNA polymerase II elongation factor, eleven-nineteen lysine-
rich leukemia gene (ELL) (13, 14). We showed that its expression is temporally and spa-
tially regulated during embryonic development (13). Its expression profile in the devel-
oping mouse embryo strongly suggests that it may play an important role in regulating
the process of cell differentiation. Recent studies on its Xenopus homolog demonstrated
that Eaf2 is required for eye formation in the frog (15). To demonstrate its function in
controlling cell differentiation, we chose the C2C12 myofibroblast cell line as our model
system. C2C12 can differentiate into muscle or bone cell lineages when provided with
appropriate stimuli.

To test the efficacy of siRNA in silencing the Eaf2 gene, a modified firefly lucifer-
ase expression vector was used to create an in-frame fusion between the target gene,
Eaf2, and the luciferase reporter. The Eaf2–luciferase fusion plasmid was cotrans-
fected with each testing siRNA and pCVM-lacZ expression plasmid as an internal con-
trol. For negative siRNA control, we used a siRNA targeting the Alkaline phosphatase
(ALP) transcripts. The gene-silencing activity of each siRNA was measured by a per-
forming dual luciferase/β-galactosidase assay.

We designed three siRNAs against Eaf2 mRNA. We tested two siRNAs by transfect-
ing synthetic siRNA duplexes together with pEaf2-luc. We also tested one siRNA by
expressing it from a lentiviral vector. The luciferase assay showed that siRNA Eaf2-
147 and Eaf-368 could specifically suppress the reporter gene expression by knocking
down the luciferase activity to 30 and 6%, respectively, in comparison with a nongene
specific siRNA (ALP) (Fig. 1). As an internal control, the activities of the cotransfected
β-galactosidase reporter were comparable based on raw data.

To evaluate whether this luciferase-based reporter system can also be adapted for
use in testing siRNAs that are expressed from a lentiviral vector, we inserted an Eaf2-
619 duplex into pll3.7, in which the cytomegalovirus (CMV) promoter was replaced
by the human U6 promoter. Pll3.7-Eaf2-619 was cotransfected into C2C12 cells with
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pEaf2-luc and pCMV-lacZ. For a negative control, empty pll3.7 lentiviral vector was
used for cotransfection with pEaf2-luc and pCMV-lacZ. Measurement of luciferase
activity showed that Eaf2-619 was capable of quenching Eaf2–luc expression by 91%.
This gene-silencing effect specifically depends on the Eaf2 sequence, because the luci-
ferase activity was not altered significantly when the pGL3-control was cotransfected
with pll3.7-Eaf2-619 (Fig. 2).

In summary, we established a siRNA validation system in which the efficacy of an
siRNA could be measured quantitatively. Knowing the quantitative efficacy of each
siRNA allows flexibility in performing the task of dose-dependent gene silencing. It
will not be difficult to broaden the usefulness of this system in validating siRNAs against
partial complementary DNA (cDNA) sequences for genes that are large or for genes
for which the full-length cDNAs are not readily available. To circumvent the in-frame
cloning, a cDNA fragment can be cloned in front of a luciferase reporter whose transla-
tion is controlled by an internal ribosomal entry site (IRES), or the cDNA can be inserted
downstream of the luciferase reporter and followed by a transcriptional termination site.

2. Materials

2.1. Construction of In-Frame Eaf2–Luciferase Fusion Plasmid
The open-reading frame encoding luciferase and the polyadenylation sequence was

amplified via PCR from the pGL3-Control plasmid (Promega, Madison, WI; cat. no.
E1741) and cloned into the XhoI and MluI sites of pIRES-hrGFP 1a (Stratagene, La
Jolla, CA; cat. no. 240031) to create pLUC-c1. To construct the pEaf2–luc reporter, a
PCR-generated DNA fragment of the mouse Eaf2 coding region was inserted into the
BamHI and XhoI sites of the pLUC-c1 plasmid.

Fig. 1. Efficient knockdown of Eaf2–luciferase gene fusion was achieved with two small
interfering RNA (siRNA) duplexes against the Eaf2 mRNA targets, Eaf2-147 and Eaf2-368.
Eaf2-368 was far more efficient in quenching luciferase activity. No inhibition was observed
with the recombinant Eaf2–luciferase gene fusion using an irrelevant siRNA, alkaline phospha-
tase. Each data set represents an average value from triplicate transfections.
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2.2. Construction of siRNA Lentiviral Vector
To construct the lentiviral vector that carries siRNA targeting the Eaf2 gene, pEaf2-

619, a sense oligonucleotide (5'-TGGACCAGATGAGTAGTTGTTTCAAGAGAACA
ACTACTCATCTGGTCCTTTTTTC-3') and a complementary antisense oligonucleotide
(5'-TCGAGAAAAAAGGACCAGATGAGTAGTTGTTCTCTTGAAACAACTACTCA
TCTGGTCCA-3') were chemically synthesized and annealed to make a double-stranded
oligonucleotide. The annealed siRNA duplex was inserted into HpaI/XhoI sites down-
stream of the U6 promoter in the lentiviral vector pll3.7 (from Dr. Luk Van Parijs, Mass-
achusetts Institute of Technology).

2.3. Synthetic siRNA
All siRNA were synthesized by the University of Southern California Kenneth Norris

Cancer Center Microchemical Core Facility. Target sequences of each siRNA are listed:

Eaf2-147: 5'-GACCGTCGCGAGCGGGTTCTC-3'.
Eaf2-368: 5'-AAAGAATGCATTTTGATTATT-3'.
ALP: 5'-AATGTCATCATGTTCCTGGGA-3' used as a negative control.

2.4. Cell Line and Transfection
The C2C12 cell line was obtained from the American Type Culture Collection and

maintained in Dulbecco’s Modified Eagle Medium (DMEM) plus 10% fetal calf serum

Fig. 2. Silencing of reporter gene activity was accomplished by small interfering RNA (siRNA)
expressed using a lentiviral vector. pEaf2-luc was cotransfected with either a pll3.7 empty
vector or a pll3.7Eaf2-619 that carried the Eaf2-specific siRNA expression cassette. An efficient
knockdown of Eaf2–luc expression was observed in cultures that received pll3.7Eaf2-619. The
gene-silencing activity of vector-expressed siRNA was sequence specific. This was demon-
strated by the robustness of luciferase activities in cultures that were cotransfected a luciferase
expression plasmid, pGL3-control, and the siRNA-expressing lentiviral vector, pll3.7Eaf2-
619. Results were plotted as averages of triplicate transfections.
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(Invitrogen). All plasmids used in the transient transfections were purified by using an
Eppendorf Fast Plasmid mini Kit (Brinkmann, Westbury, NY; cat. no. 955150601). For
transfection of double-stranded siRNA and reporter plasmids into cells, Oligofectamine
reagent (Invitrogen; cat. no. 12252-011) was used. For transfection of lentiviral vector and
plamids, lipofectamine (Invitrogen; cat. no. 18324-012) and the Plus reagent (Invitrogen;
cat. no. 11514-015; Invitrogen) were used. The Dual-Light kit (Applied Biosystems,
Foster City, CA; cat. no. T1003) was used to assay luciferase and β-galactosidase activ-
ities in cell lysates. Measurement of light output in cell lysates was performed using a
LB9501 Lumat luminometer (Berthold, Oak Ridge, TN).

3. Methods
3.1. Selection of siRNA Sequences

Candidate siRNAs for target gene sequences can be obtained using free online siRNA
screening tools (see Note 1). Custom sense and antisense RNA oligonucleotides can be
purchased from commercial sources (see Note 2). We routinely purchase oligonucleo-
tides from Integrated DNA Technology (www.idtdna.com).

3.2. Anneal Sense and Antisense siRNA Oligo Pairs
1. Prepare 2X annealing buffer (200 mM potassium acetate, 4 mM magnesium acetate, and

60 mM HEPES-KOH, pH 7.4).
2. To make a siRNA duplex stock solution at a final concentration of 20 µM, combine sense

and antisense siRNA olignucleotides at equal molar ratio in sterile water. Add annealing
buffer and sterile water to bring up to the final volume.

3. Heat at 95°C for 5 min.
4. Incubate at 70°C for 1 min.
5. Allow to gradually cool down to room temperature.
6. Store at −80°C until ready to use.

3.3. Cotransfection of siRNA Duplex and Reporter Plasmids
1. The day before transfection, C2C12 cells were plated at a density of 50 to 70% confluency

onto a 12-well plate. It is important to optimize the plating density and transfection effi-
ciency. Do not add antibiotics into the culture medium (see Note 3).

2. Add 2.5 µL (20 µM) of siRNA duplex, 50 ng of pEaf2–luc, and 50 ng of pCMV-lacZ into
85 µL of Opti-MEM I (Invitrogen).

3. Dilute 2 µL of Oligofectamine reagent into 7 µL of Opti-MEM I without serum.
4. Allow diluted reagent to incubate for 10 min.
5. Add diluted Oligofectamine reagent to diluted siRNA and reporter mixture. Mix gently

and incubate for 20 min.
6. Wash cells once with medium without serum.
7. Add 400 µL of serum-free medium to each well containing cells.
8. Mix gently and overlay the Oligofectamine/siRNA/reporter complex onto the cells.
9. Incubate the cells for 4 h in the CO2 incubator.

10. Add DMEM plus 30% fetal calf serum.
11. Harvest cell 24 h after transfection.

www.idtdna.com
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3.4. Cotransfection of siRNA-Expressing Lentiviral Vectors
and Reporter Plasmid
1. The day before transfection, plate cells in 12-well plates so that they are 50 to 70% con-

fluent on the day of transfection. Omit antibiotics in the culture medium.
2. Precomplex the DNA with the Plus reagent:

a. Dilute 0.7 µg DNA (200 ng pll3.7Eaf2-619 or pll3.7, 100 ng pEaf2–luc, 100 ng pCMV-
lacZ, or 300 ng pCRII) into 50 µL DMEM.

b. Add 4 µL of Plus reagent to diluted DNA, mix, and incubate at room temperature for
15 min.

3. Dilute 2 µL lipofectamine reagent into 50 µL DMEM in a separate tube and mix.
4. Combine precomplexed DNA and diluted lipofectamine reagent, mix, and incubate for 15

min at room temperature.
5. Replace the medium on the cells with 0.4 mL DMEM without serum (cell growth medium

without serum).
6. Add the DNA/Plus/lipofectamine reagent complexes to cells in each well. Mix complexes

into the medium gently; incubate in CO2 incubator for 3 h.
7. Replace transfection medium with serum-containing growth medium.
8. Harvest cells 18 h after transfection.

3.5. Luciferase and β-Galactosidase Assay
by Chemiluminescent Detection
1. Remove culture medium.
2. Rinse transfected cells twice with phosphate-buffered saline.
3. Add 80 µL of lysis solution per well of a 12-well plate to cover the cells.
4. Transfer the cell lysates to microcentrifuge tubes and centrifuge for 5 min to pellet the debris.
5. Transfer supernatant into a glass test tube.
6. Equilibrate Buffer A and B to room temperature.
7. Dilute Galacton-Plus substrate 1:100 in Buffer B.
8. Transfer 10 µL of extracts to luminometer tubes.
9. Add 25 µL of Buffer A to the extract samples.

10. Within 10 min, add 100 µL of Buffer B. After a 1 to 2 s delay, read the light units produced
by the hydrolysis of luciferin by luciferase for 1 s per sample.

11. Incubate for 30 to 60 min at room temperature.
12. Add 100 µL of Accelerator-II. After a 1 to 2 s delay, read the light units produced by the

hydrolysis of β-galactosidase substrates for 1 s per sample.

4. Notes
1. Selection of siRNA sequences: We used the Dharmacon SiDesign Tool (http://www.dharma

con.com/SiDESIGN/SMARTpool.aspx) to identify potential siRNAs for Eaf2. Some cDNA
sequences may not yield excellent siRNA candidates. Choose the best ones that fit the selec-
tion criteria. Make sure to perform a basic local alignment search tool (BLAST) search to
eliminate siRNAs that may potentially form duplexes with transcripts of different gene
targets.

2. When ordering siRNA oligos for cloning into expression vectors, be sure to specify 5' phos-
phorylation. 5' phosphorylation of oligos is required for the ligation to work. Tuschl’s lab
web site: http://www.rockefeller.edu/labheads/tuschl/sirna.html is an excellent resource for
siRNA-related questions.

http://www.dharmacon.com/SiDESIGN/SMARTpool.aspx
http://www.dharmacon.com/SiDESIGN/SMARTpool.aspx
http://www.rockefeller.edu/labheads/tuschl/sirna.html
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3. Transfection. The amount of transfection reagents used in the transfection protocol is cell-
type specific. One can refer to manufacturer’s product manuals for detail instructions on
how to optimize the transfection. It is critical to eliminate antibacterial and antifungal
agents from the culture medium when using lipofectamine and Oligofectamine.
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Summary

MicroRNAs (miRNAs) are ubiquitous regulators of gene expression in plants and ani-
mals. Their distinctive structure, as very short RNAs with a 5'-phosphate and 3'-hydroxyl
group, has enabled the development of protocols to clone miRNAs. After enrichment of
these small molecules by size, serial ligation of adapter oligonucleotides to each terminus
allows amplification using reverse transcription (RT)-polymerase chain reaction (PCR).
Plasmid cloning of multiple miRNA sequences and subsequent DNA sequence analysis
enable both bioinformatic characterization of the various miRNAs and experimental vali-
dation of their accumulation in cells.

Key Words: MicroRNA; RNA; cDNA; cloning; gene expression; development; Northern
blot analysis.

1. Introduction
miRNAs are a class of small cytoplasmic RNAs that regulate the expression of other

genes, by either inhibiting translation or directing transcript degradation (1). In mam-
mals, mature miRNA sequences range between 19 and 24 nucleotides (nt) in length
(usually 21–22 nt) and are the products of Dicer ribonuclease (RNase) III cleavage of
longer (~70 nt) precursor molecules, called precursor (pre)-miRNAs, that adopt a hair-
pin conformation because of (imperfect) indirect repeat sequences. The pre-miRNAs
are, themselves, the products of cleavage from longer RNA polymerase II-generated
transcripts, by the Drosha RNase III (within the Microprocessor complex) before export
from the nucleus (2, 3).

The first miRNAs were identified in Caenorhabditis elegans, as a result of genetic
screens to identify mutants with altered timing of development (4). Subsequently, miRNAs
have been shown to regulate a diverse range of eukaryotic developmental and metabolic
processes, including bilateral asymmetry, apoptosis, cellular proliferation, lipid metab-
olism, insulin secretion, stress response, and flowering (5–7). In mammals, miRNAs
are being assessed for their roles in the onset of diseases. The recent discoveries of viral
miRNAs encoded by human pathogens suggest that infection of host cells involves not
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only miRNA regulation of viral genes, but also, potentially, the host transcriptome (8).
The fundamental cellular processes that are regulated by mammalian miRNAs, such as
cellular differentiation and proliferation, and the knowledge that many miRNA genes
are near disease-associated loci and are differentially expressed in neoplasia, also sug-
gest their involvement in a variety of diseases, including cancer (9–13). Current efforts
are directed to identifying all of the miRNA sequences in mammalian genomes, using
bioinformatic and direct cloning approaches.

While studying the mechanism of RNA interference, Thomas Tuschl’s group devel-
oped a method for cloning small interfering RNAs, the products generated by Dicer-
cleavage of exogenous double-stranded RNA (14, 15). A consequence of these experi-
ments was the development of a protocol that could also clone the endogenous products
of Dicer activity, namely miRNAs. This approach has been used to clone miRNAs from
a variety of plant and animal species. It has also inspired the development of alterna-
tive miRNA cloning protocols, notably one developed by David Bartel’s group (16)
(see Note 1). We describe a variation of the original Elbashir (14) protocol, with modi-
fications showing the influence of the Lau (16) protocol.

The miRNA cloning procedure requires size selection of 18- to 24-nt RNA purified
by polyacrylamide gel electrophoresis (PAGE). The small RNA is then dephosphory-
lated to enable directional ligation of an adapter sequence, first to the 3' end of the
RNA, and, after PAGE purification of ligated products and rephosphorylation of the 5'
terminus, ligation of a second adapter to the 5' end. The resultant miRNA sequence is
inserted between two known sequences and can be amplified by standard RT-PCR.
Restriction enzyme cleavage of the amplified products, at a site present in both adap-
tor sequences, allows the concatamerization of multiple PCR products before cloning
into a plasmid vector. The cloning of complementary DNA (cDNA) concatamers re-
duces the number of clones and sequencing reactions required. Sequence data gener-
ated are scrutinized in silico for their genomic origin and for the ability of a putative
precursor transcript to adopt a hairpin configuration. Northern analysis is also used to
validate the in vivo accumulation of a particular miRNA. A flow diagram that summa-
rizes the protocol is presented in Fig. 1.

2. Materials

2.1. RNA Isolation
1. Trizol® reagent (Invitrogen, Carlsbad, CA).
2. Chloroform.
3. Isopropyl alcohol.
4. Formamide.
5. 3 M sodium acetate.
6. 100% ethanol.
7. Cold (0ϒC–4ϒC) 75% ethanol.
8. Nuclease-free water.
9. 10X MOPS buffer: 200 mM 3-(N-morpholino)propanesulphonic acid (MOPS; pH 7.0),

10 mM ethylenediaminetetraacetic acid (EDTA), and 50 mM sodium acetate.
10. 1.2% agarose gel containing 1X MOPS buffer and 2% (v/v) 12.3 M formaldehyde.
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Fig. 1. Flow diagram illustrating the procedures for generating and cloning complementary
DNAs from microRNAs.

11. 5X RNA loading buffer: 35% formamide, 4X MOPS buffer (see Subheading 2.1., item 9),
4 mM EDTA, 0.9 M formaldehyde, 0.16% (v/v) saturated bromophenol blue and xylene
cyanol aqueous solutions, and 2 µg/mL ethidium bromide.

12. 20 mg/mL glycogen (Roche, Indianapolis, IN).
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2.2. Synthesis of Control Transcripts
1. Chemically synthesized 18-, 22-, and 24-mer RNA oligonucleotides, or components for

enzymatic synthesis (linearized plasmid or oligonucleotide template, T7 RNA polymerase
and buffer, 10 mM nucleoside triphosphates [NTPs], and RNase-free deoxyribonuclease I).

2.3. Size Separation of Small RNAs
1. PAGE minigel apparatus (e.g., CBS Scientific cat. no. MGV-202).
2. 10-mL denaturing 15% acrylamide/8 M urea/Tris-borate-EDTA (TBE; filtered solution)

minigel (8 cm ↔ 8.5 cm ↔ 1.5 mm) with 3 mm and 2 ↔ 35 mm wells.
3. Electrophoresis power pack (preferably with thermal sensor).
4. 10X TBE buffer: 890 mM Tris-borate and 20 mM of EDTA (filtered solution).
5. Denaturing PAGE loading buffer: formamide containing 18 mM EDTA (pH 8.0), 0.025%

xylene cyanol, and 0.025% bromophenol blue.
6. Radiolabeled Decade™ RNA markers (Ambion, Austin, TX).
7. Fluorimager (e.g., FluorImager 595 or Typhoon system; Amersham Biosciences, Pittsburgh,

PA).
8. SYBR Green II (Invitrogen).
9. PhosphorImager (e.g., FujiBas, FujiFilm; or Typhoon system, Amersham Biosciences).

2.4. Elution of Nucleic Acids From Polyacrylamide
1. 0.3 M sodium acetate (nuclease-free).
2. 100% ethanol.
3. Elutrap® Electroelution System (optional; Schleicher and Schuell, Dassel, Germany).
4. 20 mg/mL glycogen (Roche).
5. Cold (4ϒC) 75% ethanol.

2.5. Dephosphorylation of Small RNAs
1. Calf intestinal alkaline phosphatase (CIP).
2. Tris-HCl-saturated phenol/chloroform, 1:1 ratio (v/v), pH 8.0.
3. Chloroform.
4. 20 mg/mL glycogen (Roche).
5. 3 M sodium acetate.
6. 100% ethanol.

2.6. Adapters for Small RNAs
1. MIR 3' adapter: 5' p-UUUAACCGCGAATTCCAG-p 3'.
2. MIR 5' adapter: 5' ACGGAATTCCTCACTrArArA 3'.

Underlined bases indicate RNA; remaining bases, DNA; p, phosphate group.

2.7. Ligation of 3' Adapter to Small RNAs
1. 40 U/µL of T4 RNA ligase, 10X buffer, and 0.1% acetylated bovine serum albumin (BSA)

(Amersham Biosciences).
2. RNasin RNase inhibitor (Promega, Madison, WI).

2.8. PAGE Purification of 3' Adapter-Ligated Small RNAs
1. 15% acrylamide/8 M urea minigel.
2. Denaturing PAGE loading buffer (as in Subheading 2.3., item 5).
3. SYBR Green II (Invitrogen).
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4. 0.3 M sodium acetate.
5. 20 mg/mL glycogen (Roche).
6. 100% ethanol.

2.9. 5' Phosphorylation of 3' Adapter-Ligated RNA
1. 9 U/µL of T4 polynucleotide kinase (PNK) and 10X buffer (USB, Amersham Biosciences).
2. Tris-HCl-saturated phenol/chloroform, 1:1 ratio (v/v), pH 8.0.
3. Chloroform.
4. 20 mg/mL glycogen (Roche).
5. 3 M sodium acetate.
6. 100% ethanol.

2.10. 5' Adapter Ligation
1. MIR 5' adapter.
2. 40 U/µL of T4 RNA ligase (Amersham Biosciences).
3. 10X T4 RNA ligase buffer (Amersham Biosciences).
4. 0.1% acetylated BSA.
5. RNasin RNase inhibitor (Promega).

2.11. PAGE Separation of Double Adapter-Ligated RNA
1. Stop solution: 8 M urea and 50 mM EDTA.
2. 12% acrylamide/8 M urea minigel.
3. SYBR Green II (Invitrogen).

2.12. Reverse Transcription
1. Superscript II and 5X buffer (Invitrogen).
2. 0.1 M dithiothreitol.
3. RNasin RNase inhibitor (Promega).
4. 10 mM deoxy NTPs (dNTPs).

2.13. PCR Amplification of Small RNAs
1. BanI-MIR 3' primer: 5'-CTAGCTTGGTGCCTGGAATTCGCGGTTAAA-3'.
2. BanI-MIR 5' primer: 5'-CCAACAGGCACCACGGAATTCCTCACTAAA-3'.
3. 5 U/µL of Taq DNA polymerase and 10X buffer.
4. 25 mM MgCl2 (if using magnesium-free PCR buffer).
5. Thermal cycler.
6. Tris-HCl-saturated phenol/chloroform, 1:1 ratio (v/v), pH 8.0.
7. Chloroform.
8. 3 M sodium acetate.
9. 100% ethanol.

10. 2% agarose/Tris-acetate-EDTA (TAE) gel with 0.2 µg/mL ethidium bromide.
11. Low molecular weight DNA markers (e.g., pUC19/HpaII).

2.14. Restriction of PCR Products
1. 20 U/µL BanI restriction endonuclease and 10X buffer (New England Biolabs, Ipswich, MA).
2. Tris-HCl-saturated phenol/chloroform, 1:1 ratio (v/v), pH 8.0.
3. Chloroform.
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4. 3 M sodium acetate.
5. 100% ethanol.

2.15. Concatamerization of PCR Products
1. 3 U/µL of T4 DNA ligase (Promega).
2. 2X rapid ligation buffer (Promega).
3. 100-bp DNA ladder (e.g., 2-Log DNA Ladder; New England Biolabs).
4. 1.5% agarose/TAE gel containing 0.2 µg/mL ethidium bromide. If Elutrap system is not

available, will require 1.5% low-melt agarose/TAE gel, Tris-HCl-buffered phenol, pH 8.0,
phenol/chloroform, and chloroform (as in Subheading 2.14.), 20 mg/mL glycogen, 3 M
sodium acetate, and ethanol.

2.16. Taq DNA Polymerase Processing of Concatamer Ends
As in Subheading 2.13., no primers are required.

2.17. Cloning and Sequence Analysis of miRNAs
1. 50 ng/µL of pGEM®-T Easy cloning vector (Promega).
2. 3 U/µL of T4 DNA ligase (Promega).
3. 2X rapid ligation buffer (Promega).
4. Transformation competent Escherichia coli cells (e.g., DH5α or XL1-blue).
5. Luria-Bertani (LB) agar: LB medium (10 g/L bacto-tryptone, 5 g/L yeast extract, and 10

g/L NaCl) with 15 g/L agar; autoclave solution and add 100 µg/mL ampicillin or 50 µg/
mL carbenicillin before pouring the plates.

6. 100 mM isopropylthiogalactoside.
7. 2% X-gal in dimethylformamide.

2.18. PCR Screening of Bacterial Colonies
1. LB agar + carbenicillin plates (as in Subheading 2.17.).
2. 10 µM M13 forward primer: 5'-CGCCAGGGTTTTCCCAGTCACGAC-3'.
3. 10 µM M13 reverse primer: 5'-TCACACAGGAAACAGCTATGAC-3'.
4. 5 U/µL of Taq DNA polymerase and 10X buffer.
5. 25 mM MgCl2 (if using magnesium-free buffer).
6. Thermal cycler.
7. 1.2% agarose/TAE gel with 0.2 µg/mL ethidium bromide.
8. 100-bp DNA ladder (e.g., 2-Log DNA Ladder; New England Biolabs).

2.19. Exo/Shrimp Alkaline Phosphatase Preparation
of Sequencing Templates
1. 20 U/µL of E. coli exonuclease I (New England Biolabs).
2. 1 U/µL of shrimp alkaline phosphatase (USB, Amersham Biosciences).

2.20. Validation of miRNAs: Northern Analysis
1. Radiolabeled Decade RNA markers (Ambion).
2. 15% acrylamide/8 M urea/TBE gel.
3. Hybond N+ nylon transfer membrane (Amersham Biosciences).
4. Semi-dry electroblotter (e.g., Panther™; OWL Separation Systems, Portsmouth, NH).
5. QuikHybe™ hybridization solution (Stratagene, La Jolla, CA).
6. Hybridization incubator.
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7. 3,000 Ci/mmol (10 mCi/mL) of γ-32P adenosine triphosphate (ATP).
8. 10 U/µL of T4 PNK and 10X PNK buffer (New England Biolabs).
9. Microspin G-25 Sephadex columns (Amersham Biosciences) or homemade equivalents.

10. Liquid scintillation counter and handheld Geiger monitor.
11. Wash solutions: 2X standard sodium citrate (SSC), 0.1% sodium dodecylsulfate (SDS)

plus 0.2X SSC, and 0.1% SDS.
12. PhosphorImager or X-ray film.

3. Methods

3.1. RNA Isolation
Several methods are suitable for obtaining high-quality total RNA from mammalian

tissues and cultured cells (see Note 2). The following Trizol protocol is commonly used
and provides a sufficient yield of intact small RNAs.

1. Homogenize tissues thoroughly in Trizol reagent (Invitrogen) (100 mg of tissue per milli-
liter of Trizol) using a Polytron power homogenizer. Cell pellets can be lysed by pipetting,
then vortexing, in 1 mL Trizol/107 cells. Adherent cells are lysed directly in the culture
dish or flask (after removal of growth medium) by the addition of 1 mL Trizol/10 cm2 of
growth area, then pipetting repeatedly, transferring to a microcentrifuge tube, and vortex-
ing for 30 s.

2. Centrifuge lysates at 12,000g for 10 min at 4ϒC to pellet debris.
3. If a pellet forms, transfer the supernatant to a fresh tube (avoid lipids that may result from

fatty tissues) and keep at room temperature for 10 min. Add 0.2 mL chloroform per 1 mL
Trizol reagent and shake vigorously by hand to mix; incubate at room temperature for 3
min. Centrifuge tubes at 12,000g for 15 min at 4ϒC to separate phases. Remove the upper
aqueous phase (avoiding interface contamination) and transfer the aqueous phase into a
fresh tube.

4. Precipitate RNA in the aqueous phase by adding 0.5 volume of isopropyl alcohol (per
original Trizol volume), vortex briefly, then incubate at room temperature for 10 min and
centrifuge at 12,000g for 10 min at 4ϒC. Remove the supernatant and wash pellet with 0.5
mL of cold 75% ethanol. Centrifuge at 12,000g for 5 min at 4ϒC. Carefully remove the
ethanol solution, centrifuge briefly, and aspirate off the remaining ethanol. Air-dry the
pellet briefly (3–5 min), then resuspend in nuclease-free water or, preferably, formamide
(see Note 3).

5. Add 2 to 5 µg of total RNA to 5X RNA loading buffer, heat at 70ϒC for 5 min, and chill on
ice. Load onto a 1.2% agarose/MOPS/formaldehyde gel. Inspect on an ultraviolet (UV)
transilluminator.

As a rule, RNA quality can be assessed by the integrity of the 28S and 18S ribosomal
RNA bands (no smearing). The intensity of the 28S band should be at least double that
of the 18S ribosomal RNA band.

3.2. Control Transcripts for Gel Standards and Ligation
Synthetic 18- and 24-mer RNA oligonucleotides (as used in Subheading 3.2.) are

required, both as markers for comparative sizing on gels and as controls for subsequent
RNA manipulations. They are recommended for optimizing later reaction conditions
to avoid wasting precious small RNA samples (see Note 4). The sequence of the oligo-
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nucleotides is unimportant, except that guanosine should be avoided at the 5' terminus,
because guanosine is a less-efficient donor for T4 RNA ligase-mediated ligation to the
5' adapter (14).

In the following procedure (Subheading 3.7.) it is wise to add the control transcript
to ligations in larger amounts than the sample RNA, to aid SYBR Green II-stained/
fluorimager detection.

3.3. Size Separation of Small RNAs
PAGE is suitable for separating small (18–24 nt) RNAs from the remaining total

RNA preparations (see Note 3).

1. Add 500 µg of total RNA to an equal volume of PAGE loading buffer and heat at 90ϒC for
5 min. Load into prerinsed, wide (35 mm) wells of a prewarmed gel (45ϒC). Load marker/
control 18- and 24-mer oligoribonucleotides (see Note 4) into the 3-mm well, taking care
not to contaminate the total RNA samples.

2. Run the gel with a power level to maintain a constant temperature of between 40ϒC and
45ϒC (2–5 W). When the bromophenol blue nears the end of the gel, remove the gel, stain
with SYBR Green II (1:10,000 dilution in 0.5X TBE; Molecular Probes), and visualize
the gel on a fluorimager.

3. Alignment of an actual size (100% scale) print of the image with the gel allows excision of
the sample area within the 18- to 24-nt size range (see Note 5).

3.4. Elution From Gels (Passive vs Electroelution)
RNA can be reclaimed from the gel, either by passive elution or electroelution.

3.4.1. Passive Elution
1. Passive elution involves covering the gel slice with 0.3 M RNase-free sodium acetate, then

heating the tube at 95ϒC for 5 min, followed by overnight incubation at 4ϒC.

3.4.2. Electroelution (Preferred)
1. Cut gel strips into 1-cm long fragments and perform electrophoresis in 0.5X TBE using an

Elutrap system (Schleicher and Schuell), run at a constant 4 W for 45 min, with a final
20 s reversal of polarity. The eluent, trapped between separation membranes, is then care-
fully transferred to a microcentrifuge tube and adjusted to 0.3 M sodium acetate.

2. RNA is precipitated from either passive or electroeluents, by addition of 2.5 volumes of
ethanol, and incubation at −20ϒC overnight. Precipitation efficiency can be enhanced by
the addition of 20 µg glycogen as a carrier.

3. After overnight precipitation, RNA (and glycogen) are pelleted in a microcentrifuge at
14,000g for 20 min at 4ϒC. The pellet is rinsed with cold (4ϒC) 75% ethanol and briefly
air-dried.

4. The RNA pellet is redissolved in 20 µL water and the RNA concentration determined either
by spectrophotometry (OD260) or SYBR Green II staining and comparison with standards.

3.5. Dephosphorylation of Small RNAs
To ensure directional ligation of the 3' adapter to the miRNAs using RNA ligase, the

miRNA 5' phosphate, which is characteristic of Dicer-cleaved fragments, is removed
using alkaline phosphatase.
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1. Add the following components to the PAGE-purified small RNA in a 26 µL volume: 3 µL
of 10X CIP buffer (Amersham Biosciences), 0.5 µL of 20 U/µL calf intestinal alkaline
phosphatase (Amersham Biosciences).

2. Incubate at 50ϒC for 30 min, then increase the reaction volume to 100 µL with water and
extract once with 100 µL phenol/chloroform. Transfer the aqueous phase to a fresh tube
and re-extract with 70 µL chloroform.

3. Precipitate the aqueous phase by adding 1 µL of 20 µg/mL glycogen (Roche), 10 µL of 3 M
sodium acetate and 250 µL ethanol. Incubate at −20ϒC, 2 h to overnight.

4. Pellet RNA in a microcentrifuge at 16,000g for 20 min at 4ϒC, rinse pellet with 200 µL of
cold 75% ethanol, and air-dry.

5. Resuspend RNA pellet in 10 µL of nuclease-free water.

3.6. Adapters and Their Ligation to miRNAs
Removal of the 5'-phosphate group on miRNAs allows directional ligation of an RNA:

DNA chimeric oligonucleotide adapter (see Note 6) to their 3' termini. RNA sequences
at the 5' end of the adapter provide an efficient donor substrate for T4 RNA ligase-
mediated ligation to the miRNA. Ligation to the 3' end of the 3' adapter is blocked by the
incorporation of a 3'-phosphate group on the oligonucleotide. The adapters also incorpor-
ate restriction sites to allow cleavage and subsequent religation of the products into con-
catamers before final cloning. This restriction site may, however, be redundant because
additional BanI sites are introduced during PCR amplification (see Note 6).

The adapter sequences (similar to those described by Elbashir et al., ref. 14) are:

1. MIR 3' adapter: 5' p-UUUAACCGCGAATTCCAG-p 3'.
2. MIR 5' adapter: 5' ACGGAATTCCTCACTrArArA 3'.

Underlined bases indicate RNA; remaining bases, DNA; p, phosphate group.

3.7. Ligation of 3' Adapter to Small RNAs
1. Combine the following in a PCR tube:

a. 4 µL (⊕0.4 µg) dephosphorylated small RNA prep (or RNA controls).
b. 1 µL 100 µM MIR 3' adapter oligonucleotide.

2. Heat at 65ϒC for 3 min, then chill on ice and centrifuge briefly.
3. Add:

a. 1 µL 10X RNA ligase buffer (Amersham Biosciences).
b. 0.5 µL (40 U/µL) RNasin RNase inhibitor (Promega).
c. 0.5 µL (40 U/µL) T4 RNA ligase (Amersham Biosciences).
d. 2 µL nuclease-free water.
e. 1 µL 0.1% BSA.

4. Incubate at 14ϒC overnight.

Include 3' adapter-only control ligation.

3.8. PAGE Purification of 3' Adapter-Ligated Small RNAs
1. After ligation, add 1.5 volumes of denaturing PAGE loading buffer and separate fragments

on prewarmed 15% acrylamide/8 M urea preparative minigel with 1.5-mm spacers and 5-mm
wells. Also load Decade RNA markers, the 3' adapter-ligated control, and unligated tran-
script controls to enable detection of the appropriate ligation products.
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2. Stain gel with SYBR Green II (1:10,000 dilution in 0.5X TBE) for 10 min, then scan on a
fluorimager. The sensitivity of detection can generally be increased by raising the photo-
multiplier tube level, or by using the accompanying imaging software to enhance the image
and visualize bands. Comparison of the gel with an actual size 100% scale print of the fluor-
image allows detection of the ligated products. Excise bands that correspond to the expected
ligation product (approx 40 nt). Also excise bands of control transcript ligations. Rescan
gel after band excision to ensure that the appropriate fragments were removed. Decade
RNA markers (4 µL, prepared per manufacturer’s instructions) can be directly visualized
by SYBR Green II staining and also detected by phosphorimaging after excision of bands
(if the Decade markers are radiolabeled).

3. Place excised gel bands in 300 µL of 0.3 M sodium acetate in a microcentrifuge tube, heat at
95ϒC for 5 min, then allow to elute overnight at 4ϒC.

4. After overnight elution, transfer the eluents into fresh tubes, add 40 µg glycogen and 750
µL ethanol, vortex, and precipitate at −20ϒC for 2 h to overnight.

5. Pellet DNA by centrifugation, 16,000g for 20 min at 4ϒC, then rinse pellet with cold 200
µL of 75% ethanol, and air-dry briefly.

3.9. 5' Phosphorylation of 3' Adapter-Ligated RNAs
1. Resuspend the 3' adapter-ligated RNA pellets in 17 µL of nuclease-free water, add 2 µL of

10X PNK buffer and 0.5 µL of 9 U/µL T4 PNK (USB, Amersham Biosciences). Mix
gently and incubate at 37ϒC for 30 min, then inactivate by heating at 68ϒC for 5 min.

2. Adjust volume to 100 µL with nuclease-free water, then extract once with an equal volume
of phenol/chloroform and re-extract the aqueous phase with 60 µL chloroform, transfer
the aqueous phase to a fresh tube, and add 10 µL of 3 M sodium acetate, 20 µg glycogen,
and 300 µL ethanol, vortex, and precipitate at −20ϒC for at least 2 h.

3. Pellet nucleic acids, 16,000g for 20 min at 4ϒC, then rinse with cold 75% ethanol and air-
dry briefly.

4. Resuspend in 6 µL of nuclease-free water.

3.10. Ligation of 5' Adapter
1. Heat the 3' adapter-ligated RNA solution at 70ϒC for 3 min, chill on ice, then add:

a. 1 µL 10X T4 RNA ligase buffer (Amersham Biosciences).
b. 1 µL 100 µM MIR 5' adapter oligonucleotide.
c. 0.5 µL 40 U/µL RNasin RNase inhibitor (Promega).
d. 0.5 µL 40 µ/L T4 RNA ligase (Amersham Biosciences).
e. 1 µL 0.1% acetylated BSA (Amersham Biosciences) (add BSA last).

2. Incubate at 14ϒC, overnight.

Include positive-control ligations of 3' adapter/control transcripts with 5' adapter,
as well as 5' adapter-only negative controls.

3.11. PAGE Separation of RNAs Ligated to Both 3' and 5' Adapters
1. After ligation, stop the reaction by adding an equal volume of stop solution (8 M urea and

50 mM EDTA), heat at 95ϒC for 2 min, then load onto a prewarmed, preparative 12% acryl-
amide/8 M urea minigel (with 1.5-mm spacers). Run the gel at a constant temperature, 45ϒC,
until the bromophenol blue band nears the end of the gel.

2. Stain the gel with SYBR Green II (1:10,000 dilution in 0.5X TBE) for 10 min, destain
briefly, and view on fluorimager. Excise the ligation products (approx 60 nt). Place the
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excised gel fragments in 300 µL of 0.3 M sodium acetate, heat at 95ϒC for 5 min, then
allow to elute overnight at 4ϒC.

3. Precipitate the nucleic acids from the eluent by adding 2 µL of 20 mg/mL glycogen and
900 µL ethanol. Incubate at −20ϒC for at least 2 h.

4. Pellet the nucleic acids/glycogen by centrifugation at 16,000g for 20 min at 4ϒC. Rinse
pellet with cold 75% ethanol, air-dry briefly, and resuspend in 20 µL of nuclease-free water.
Use 5 µL as a template for RT.

3.12. Reverse Transcription
To generate cDNA for PCR amplification, reverse transcribe the RNA/adaptor mole-

cules in the following reactions:

1. Combine 5 µL of PAGE-purified double-adapter-ligated RNA, 0.5 µL of 100 µM BanI-
MIR-3' primer, 1 µL of 10 mM dNTPs, and 6 µL of nuclease-free water.

2. Heat at 70ϒC for 5 min, chill on ice, pulse centrifuge, then add 4 µL of 5X Superscript II
First Strand buffer (Invitrogen), 2 µL of 0.1 M dithiothreitol, and 0.5 µL of RNasin RNase
inhibitor (Promega).

3. Mix reagents, centrifuge briefly, and allow to equilibrate at 42ϒC for 2 min. Add 1 µL of
200 U/µL Superscript II reverse transcriptase (Invitrogen) and incubate at 42ϒC for 50 min,
then heat at 70ϒC for 10 min to inactivate the enzyme. Keep the reaction on ice for use as
a template in the PCR reactions.

3.13. PCR Amplification of Adapted Small RNAs
1. In PCR tubes, assemble the following amplification reactions:

a. 4 µL template cDNA.
b. 1 µL 10 µM BanI-MIR3' primer.
c. 1 µL 10 µM BanI-MIR5' primer.
d. 5 µL 10X Taq polymerase buffer.
e. 1 µL 10 mM dNTPs.
f. 3 µL 25 mM MgCl2.
g. 0.5 µL 5 U/µL Taq DNA polymerase.
h. 35.5 µL nuclease-free water.

2. Thermal cycler program:
a. Hold at 94ϒC for 3 min.
b. 35 cycles of: 94ϒC for 30 s (denaturation); 55ϒC for 30 s (annealing); 72ϒC for 60 s

(extension).
c. 72ϒC for 7 min (final extension).
d. Hold at 4ϒC.

3. Run 5 µL of each PCR reaction on a 2% agarose/TAE gel with ethidium bromide to ana-
lyze the products. Expect to see PCR products of approx 80 bp, however, smaller products
may also be visible (see Note 7).

4. To the remaining PCR reactions, add nuclease-free water for a final volume of 100 µL.
Extract once with an equal volume phenol/chloroform, and re-extract the aqueous phase
with 60 µL chloroform. Precipitate the second aqueous phase by adding 10 µL of 3 M
sodium acetate and 250 µL ethanol. Incubate at −20ϒC for 2 h to overnight.

3.14. Restriction of PCR Products
1. After precipitation of the PCR products, pellet the DNA at 4ϒC, 16,000g for 15 min. Rinse

the pellet with 75% ethanol and allow to air-dry.
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2. Resuspend the pellet in 17.5 µL of nuclease-free water and add 2 µL of 10X BanI endonu-
clease buffer (RE buffer 4; New England Biolabs) and 0.5 µL of 20 U/µL BanI restriction
endonuclease (New England Biolabs).

3. Incubate at 37ϒC for 3 h, then heat-kill the endonuclease at 70ϒC for 20 min.
4. Increase the reaction volume to 100 µL with nuclease-free water, then extract with an equal

volume of phenol/chloroform, re-extract the aqueous phase with 60 µL chloroform, and pre-
cipitate the subsequent aqueous phase by adding 10 µL of 3 M sodium acetate and 250 µL
ethanol and incubating at −20ϒC for longer than 2 h.

5. Pellet BanI-restricted PCR products: 4ϒC, 16,000g for 15 min. Rinse pellets with 75%
ethanol and air-dry. Resuspend DNA in 8.5 µL of nuclease-free water.

3.15. Concatamerization of cDNAs
1. To 8.5 µL of BanI-restricted PCR products, add 8 µL 2X rapid ligation buffer (Promega)

and 0.5 µL of 3 U/µL T4 DNA Ligase (Promega).
2. Ligate at room temperature for 90 min. Load onto a 1.5% low-melt agarose/TAE gel con-

taining ethidium bromide. Also load a 100-bp DNA ladder. Run the gel far enough to clearly
distinguish 200- from 600-bp DNA. An optimal ligation time should be empirically deter-
mined for each experiment.

3. Excise agarose fragments containing ligation products between 200 and 600 bp in length,
with minimum exposure to UV light.

4. Electroelute concatamers in TAE buffer, using the Elutrap apparatus (Schleicher and
Schuell), at 150 V for 60 min, then reverse polarity at 50 V for 30 s. Transfer the eluents
from between the separating membranes (~300 µL) into a microcentrifuge tube and add 1
µL of 20 mg/mL glycogen (Roche), 30 µL of 3 M sodium acetate, and 750 µL ethanol.
Precipitate at −20ϒC for 1 h to overnight.

If an electroelution apparatus is not available, other agarose gel–DNA purification
procedures, such as low-melt agarose/phenol extraction (see Note 8) can be used.

3.16. Taq DNA Polymerase Processing of Concatamer Ends
The ends of the concatamers are repaired and A-tailed using Taq DNA polymerase

to allow ligation into T-tailed PCR cloning plasmid vectors.

1. Pellet concatamers/glycogen: 16,000g for 20 min at 4ϒC. Wash pellets with 400 µL of
75% ethanol and air-dry.

2. Resuspend each sample in a final volume of 10 µL with nuclease-free water (each sample
pooled into one PCR tube). Add 2.5 µL of 10X Taq DNA polymerase buffer, 0.5 µL of 10
mM dNTPs, 0.5 µL of 2 U/µL Taq DNA polymerase, and 11.5 µL water. Incubate at 37ϒC
for 30 min.

3. Increase the reaction volume to 100 µL with nuclease-free water. Extract with an equal
volume of phenol/chloroform, transfer the aqueous phase, and re-extract with 80 µL chloro-
form. Transfer the aqueous phase to a fresh tube, precipitate by adding 10 µL of 3 M
sodium acetate and 300 µL ethanol, incubate at −20ϒC for at least 1 h.

4. Pellet DNA at 16,000g for 15 min at 4ϒC, wash pellets with 75% ethanol, and air-dry.
Resuspend each pellet in 10 µL of nuclease-free water and use as insert in the following
ligations.

3.17. Ligation of Concatamers Into Plasmid Vector
1. Prepare the following ligation reactions:
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a. 4 µL small RNA concatamers (Taq polymerase processed).
b. 0.5 µL 50 ng/µL linear pGEM®-T Easy vector (Promega).
c. 5 µL 2X Rapid Ligation Buffer (Promega).
d. 0.5 µL 3 U/µL T4 DNA ligase (Promega).
Include a vector-only control ligation. Allow ligations to proceed at 4ϒC overnight.

2. Transform one-half (5 µL) of each ligation into competent E. coli cells (e.g., strain DH5α)
and plate on LB plates with carbenicillin (or ampicillin) and blue/white (isopropylthio-
galactoside and X-gal) selection. Incubate plates at 37ϒC overnight.

3.18. PCR Screening of Bacterial Colonies
To screen for colonies that contain the cloned concatamers and generate templates

for DNA sequencing, bacterial colonies are lysed by heating, then PCR is used to amplify
the plasmid inserts.

3.18.1. Colony Lysis
1. Pick white (or light blue) colonies from the E. coli transformation plates, using sterile

yellow micropipette tips. Briefly spot the tips onto a fresh LB plus carbenicillin plate (in
a defined grid to allow later identification of resultant colonies; grow overnight at 37ϒC)
and swizzle the tip into 50 µL of sterile water in PCR tubes/strips.

2. Lyse the bacteria in water by heating at 99ϒC for 5 min, and centrifuge the tubes for at least
2 min to pellet the cell debris. The supernatant serves as the template for the PCR reactions.

3.18.2. Colony PCR Reactions
1. The following reagents are combined in PCR tubes:

a. 5 µL bacterial lysate.
b. 0.5 µL 10 µM M13 forward primer.
c. 0.5 µL 10 µM M13 reverse primer.
d. 0.5 µL 10 mM dNTPs.
e. 2.5 µL 10X Taq polymerase buffer.
f. 1.5 µL 25 mM MgCl2.
g. 0.2 µL 5 U/µL Taq DNA polymerase.
h. 14.3 µL nuclease-free water.
Thermal cycler program:
a. Hold for 2 min at 94ϒC.
b. 35 cycles of: 94ϒC for 30 s (denaturation); 55ϒC for 30 s (annealing); and 72ϒC for 1 min

(extension).
c. 72ϒC for 7 min (final extension).
d. Hold at 4ϒC.

2. Run 5 µL of each reaction on a 1.2% agarose/TAE minigel with ethidium bromide. Com-
pare migration with pUC19/HpaII DNA markers. Select clones that generate a single PCR
product longer than 300 bp.

3.19. Exonuclease/Shrimp Alkaline Phosphatase Treatment
of PCR Product to Prepare Sequencing Template
1. Transfer 6 µL of the PCR reaction to a fresh PCR tube, then add 0.5 µL of 20 U/µL E. coli

exonuclease 1 (New England Biolabs) and 1.5 µL of 1 U/µL shrimp alkaline phosphatase
(USB, Amersham Biosciences). Incubate at 37ϒC for 30 min, then at 80ϒC for 15 min to
inactivate enzymes.
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2. Use between 2 and 4 µL of reaction as a template in the sequencing reactions. Sequence
data should confirm the presence of several small RNA species in each clone interspersed
with adapter sequences. Generally, each clone will contain between three and eight small
RNA sequences.

3.20. Validation of miRNAs
The small RNA sequences generated are first placed through a bioinformatics screen

to determine:

1. Whether they represent degradation products of known transcripts (ribosomal RNAs, trans-
fer RNAs, messenger RNAs, and so on).

2. Whether they represent previously identified miRNAs (by searching the miRNA registry
(Subheading 3.22.).

3. The genomic origin of the transcript (by basic local alignment search tool [BLAST] search-
ing genome databases) and to define whether a transcript from the surrounding genomic
sequence (approx 70 bp either side of the miRNA) is predicted to fold into a pre-miRNA
hairpin structure, using algorithms such as Mfold (17). The Mfold web server can be found
at http://www.bioinfo.rpi.edu/applications/mfold.

Experimental validation of novel miRNAs is of particular importance. Northern analy-
sis allows a qualitative, as well as quantitative, assessment of miRNA levels in vivo (see
Note 9).

3.21. Northern Analysis

3.21.1. Generation of Radiolabeled Oligonucleotide Probes
1. Working behind a Perspex screen, combine the following reagents in a PCR tube: 1 µL of

10 µM antisense oligonucleotide, 1 µL of 10X PNK buffer, 5 µL of nuclease-free water, 1
µL of 10 U/µL T4 PNK (New England Biolabs), and 2 µL of 3,000 Ci/mmol γ-32P ATP
(10 mCi/mL). Incubate at 37ϒC for 30 min, then heat at 95ϒC for 2 min to inactivate
enzyme. Chill on ice.

2. Increase the reaction volume to 50 µL with 50 mM EDTA, then add probe onto a prepacked
Microspin G-25 column (Amersham Biosciences) and centrifuge at 700g for 2 min at room
temperature. Using a hand-held Geiger monitor, ensure that labeled probe is in the collec-
tion tube, whereas unincorporated isotope remains in the Sephadex column.

3. Remove 1 µL of probe into appropriate scintillant and determine the radioactivity (in counts
per minute) using a liquid scintillation counter. Freeze the probe at −20°C until ready to
use, but use within 1 wk.

3.21.2. Northern Blot Transfer and Hybridization
1. Combine up to 20 µg of total RNA in a final 10 µL volume with an equal volume of for-

mamide loading buffer, heat at 95ϒC for 5 min and separate on a preheated 15% acryla-
mide/8 M urea minigel, along with radiolabeled Decade RNA markers (Ambion). As the
bromophenol blue dye front nears the end of the gel, remove the gel, stain with ethidium
bromide, and photograph to record the loading uniformity.

2. Transfer the RNA to a Hybond N+ membrane (Amersham Biosciences) with 0.5X TBE
using a semidry blotting apparatus (e.g., Panther semidry electroblotter; OWL Separation
Systems, NH) at constant 1 mA/cm2 of gel for 2 h.

3. Briefly rinse the filter in 2X SSC, blot dry, and UV crosslink the RNA to the filter. Pre-
hybridize the filter in QuikHybe solution (Stratagene) for 30 min, then add 32P-labeled

http://www.bioinfo.rpi.edu/applications/mfold.
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antisense oligonucleotide probe (106 cpm/mL QuikHybe solution) and hybridize for 1 to
2 h. Both the prehybridization and hybridization temperatures should be approx 5°C less
than the calculated melting temperature (Tm) of the probe sequence.

4. Wash the filter twice in 2X SSC and 0.1% SDS at room temperature for 10 min, then wash
once for 20 min at room temperature in 2X SSC and 0.1% SDS. Blot the solution from the
filter, cover in plastic wrap, and expose to a phosphorimaging screen or autoradiography
film. The filter can be returned to more stringent washing conditions (using less SSC or a
higher temperature) if the background signal is high.

Mature miRNAs should be visible at approx 21 to 22 nt, as compared with Decade
markers. Hybridization to a band of 60 to 80 nt is also often detected, which may rep-
resent the pre-miRNA hairpin molecule.

3.22. miRNA Registry
The miRNA Registry (http://www.sanger.ac.uk/Software/Rfam/mirna/index.shtml)

acts as a repository for miRNA sequences, annotating the sequences and providing
relevant information (18, 19). Briefly, novel miRNA sequences (and their predicted
hairpin precursors) are submitted to the registry online and after a publication describ-
ing the miRNAs has been accepted, the sequences are released onto the database with
new accession titles. Further information regarding the miRNA Registry is available
on the website.

3.23. High-Throughput Sequencing of MicroRNAs
Recent advances in high-throughput nucleotide sequencing offer alternative approaches

for qualitative and quantitative analysis of miRNA profiles in mammalian cells. Ser-
vices, such as those provided by 454 Life Sciences Corp. (http://www.454.com), enable
the identification of miRNAs without cloning into plasmid vectors.

4. Notes
1. The Lau protocol (16) forgoes the need to dephosphorylate the miRNAs before ligation of

the 3' adapter. By incorporating a preadenylated 3' adapter in the first ligation, ATP is not
required for ligation, thereby preventing circularization of the small RNAs. This procedure
has recently become more convenient, because of the commercial availability of the pre-
adenylated 3' adapter (IDT DNA Technologies; www.idtdna.com). The Lau protocol is avail-
able online at the Bartel lab web site (http://web.wi.mit.edu/bartel/pub) and, more recently,
through the Ambros lab web site (http://banjo.dartmouth.edu/lab/microRNAs/Ambros_
microRNAcloning.htm). Modifications of the Elbashir and Lau protocols have also been
described elsewhere (14, 20).

2. The isolation of ribonucleic acids from any tissue or cultured cell requires a rapid and
methodical approach because of the presence of RNases. Tissue must be processed or frozen
immediately after harvesting from the animal. Once lysed, cellular RNases rapidly degrade
RNA, therefore, most procedures use chaotropic agents, such as guanidinium thiocyanate
in the lysis solution. Degraded total RNA is naturally a concern for miRNA procedures,
because the degradation products mask bona fide small RNA species. Guanidinium inac-
tivates RNases and removes proteins that are bound to nucleic acids. Critical for the purifi-

http://www.sanger.ac.uk/Software/Rfam/mirna/index.shtml
http://www.454.com
www.idtdna.com
http://web.wi.mit.edu/bartel/pub
http://banjo.dartmouth.edu/lab/microRNAs/Ambros_microRNAcloning.htm
http://banjo.dartmouth.edu/lab/microRNAs/Ambros_microRNAcloning.htm


204 Michael

cation of miRNAs, is the efficient isolation of small RNA species. Many ion exchange and
silicon-based separation techniques do not isolate small RNAs (less than 200 nt) and are,
therefore, unsuitable RNA isolation procedures.

The early RNA isolation procedure of Chomczynski and Sacchi (21) provides cellular
lysis by homogenization in 4 M guanidinium thiocyanate solution followed by extraction
with acid phenol. This procedure preferentially retains RNA in the aqueous phase, and is
followed by a series of ethanol precipitations to further purify RNA. Although we have
found this procedure suitable for isolation of RNA and miRNAs from human colorectal
tissues, the requirement for multiple precipitations may compromise the proportion of
miRNA recovered, because small RNAs precipitate less efficiently. This is especially true
for LiCl precipitation, which biases against the precipitation of short RNAs and should be
replaced with sodium salt-assisted precipitation.

Recent commercial preparations that are based on the procedure of Chomczynski (22)
and combine chaotropic disruption with organic solvent extraction are convenient and
useful for a variety of tissues and, particularly, for adherent cell cultures in which cells can
be lysed directly on the plate. Organic solvent preparations, such as Trizol (Invitrogen), or
methods designed to enrich for small RNAs (mirVana™ Isolation kit; Ambion) are suit-
able. Each of these procedures provides clean RNA with a useful representation of small
RNAs.

3. Many animal organs, such as the pancreas, are particularly rich in RNases and are difficult
sources of intact RNA. Storage in formamide reduces the risk of degradation during stor-
age. After isolation and final ethanol precipitation, RNA should be resuspended and stored
in 100% formamide, rather than as an aqueous solution. For spectrophotometric quan-
titation, dilute 1 µL RNA/formamide in 500 µL water and measure the optical density against
a blank solution with the same formamide/water dilution. RNA in formamide is ready for
PAGE separation. RNA can also be precipitated from formamide solution by addition of
one-tenth volume 3 M sodium acetate and four volumes of ethanol.

4. Although dependent on the amount of RNA required, small 15% acrylamide/8 M urea mini-
gels are usually suitable for this procedure, although multiple (>2) samples may be run on
larger format gels. Because these gels will be used at several stages of the miRNA cloning
procedure, a considerable volume (200 mL) of gel solution can be prepared before the
experiment and stored at 4°C.

For repeated isolations, it is worth considering the flashPAGE™ Fractionator system
(Ambion), which uses cartridge-format PAGE gels and is specifically designed for small
RNA (<40 nt) isolation.

Suitable markers include commercially synthesized, 18- and 24-mer oligoribonucleotides,
or in vitro (T7 RNA polymerase) generated 18- and 24-nt transcripts. Suitable markers can
be generated using commercial T7 RNA polymerase-based kits (e.g., MEGAshortscript™;
Ambion) or the standard protocols (23). Enzymatically generated transcripts should be
treated with RNase-free deoxyribonuclease I, and PAGE-purified to ensure only full-length
transcripts are used. An aliquot of the transcripts will also require dephosphorylation (with
calf intestinal phosphatase in the presence of RNase inhibitor) before ligation with the 3'
adapter oligonucleotide.

Commercial RNA ladders, such as Decade markers (Ambion) can be used also (for deter-
mining RNA size) but are less accurate for defining the 18- to 24-nt size range. With SYBR
Green II staining/fluorimaging, a significant amount of Decade markers (>4 µL) is required.
DNA oligonucleotides are not suitable markers, because their PAGE migration differs
from that of RNA with similar length.
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5. Radiolabeled RNA markers can be used as an alternative to fluorescence imaging of the
gel, if a fluorimager is not available, or if sensitivity is problematic. Lau et al. (16) combine
radiolabeled 18- to 24-nt RNA markers with the total RNA sample before separation on
15% acrylamide/urea gel. This allows imaging of the gel using a phosphorimager and exci-
sion of the gel encompassing the region between the radioactive fragments. The incorpo-
ration of radiolabeled control fragments within the RNA sample also allows assessment of
ligation efficiencies and visualization of cloning products in later cloning steps.

6. The quality of adapter oligonucleotides is critical, and mass spectrometric analysis should
be requested, when available, from suppliers. If this is not available, and perhaps in addi-
tion to these data, adapters should be examined for purity on a 15% polyacrylamide/urea
gel and, if necessary, PAGE purified to ensure that full-length adapter molecules are used.
The choice of restriction site incorporated into the adapter sequence is flexible. The origi-
nal protocol of Elbashir et al. (14) used EcoRI sites, whereas Lau et al. (16) incorporated
BanI sites (G|GYRCC). BanI digestion offers the benefit of later concatamerization with-
out monomer recircularization and is, therefore, preferred. In this protocol, EcoRI sites
are present in the adapter sequences, but BanI sites are introduced later, during PCR.

7. Shorter products of 60 bp (likely adapter sequences without small RNA) may also be seen.
If the level of these products is high, it may be worth gel purifying the larger (~80 bp)
fragments before the next step. A second round of PCR amplification might also be neces-
sary to generate sufficient PCR products for BanI digestion before concatamerization.

8. To isolate PCR-concatamers from low-melt agarose, perform electrophoresis on the sam-
ples through a 2% low-melt agarose/TAE gel and isolate the desired fragments as described
(Subheading 3.15.3.). Assuming that the volume of a gel slice is approx 0.5 mL, add 1 mL
melt buffer (20 mM Tris-HCl, pH 8.0, and 1 mM EDTA) and heat at 65°C for 10 min.
Extract with 1 mL of Tris-HCl-saturated phenol, pH 8.0, then re-extract the aqueous phase
with 800 µL phenol/chloroform. Extract the aqueous phase with 500 µL chloroform. Divide
the aqueous phase between two 2-mL microcentrifuge tubes and to each tube add 2 µL of
20 mg/mL glycogen, 60 µL of 3 M sodium acetate, and 1.4 mL ethanol. Precipitate at –20°C
overnight. Wash the pellets with 75% ethanol, air-dry the pellets, resuspend each pellet in
5 µL of nuclease-free water, and continue with Subheading 3.16. of the protocol.

9. Quantitative analyses of miRNAs can be achieved using RNase protection assays (e.g.,
mirVana™ Detection kit, Ambion), RT-PCR (24), and microarray-based approaches (25,
26). However, the additional qualitative information (size of hybridizing band(s) and pre-
miRNA detection) provided by Northern blot analysis is desirable for the initial assignment
of any small RNA sequence as a miRNA.
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Summary

MicroRNAs (miRNAs), an abundant class of approx 22-nucleotide (nt) small RNAs
that control gene expression at the posttranscriptional level, may play important roles dur-
ing normal hematopoiesis and leukemogenesis. This chapter focuses on the methods and
strategies for dissecting miRNA function during hematopoietic lineage differentiation. We
describe a modified miRNA cloning method and expression analysis approach for deter-
mining miRNA expression during hematopoietic lineage differentiation. We illustrate a
retroviral vector and a general strategy for the ectopic expression of miRNAs in hemato-
poietic stem/progenitor cells. We discuss in vitro and in vivo functional assays that can be
used to examine the roles of miRNAs during hematopoietic lineage differentiation. The
methods and principles described here should also be applicable to study the roles of
miRNAs in the differentiation and function of nonhematopoietic cell types.

Key Words: MicroRNA; noncoding RNA; hematopoiesis; retroviral expression; bone
marrow transplantation; hematopoietic lineage differentiation.

1. Introduction
The discovery of the lin-4 small noncoding RNA (ncRNA) revealed the posttran-

scriptional genetic programs that are controlled by small ncRNAs and the importance
of such genetic programs in controlling the timing of worm development (1, 2). Now,
nearly a decade later with the identification of a large number of miRNAs—an abun-
dant class of approx 22-nt lin-4-like endogenous small ncRNAs—from animals and
plants, it is apparent that miRNA-mediated gene regulatory programs may represent a
fundamental layer of genetic regulation that is conserved throughout the animal and
plant kingdoms (3–5).

Hundreds of miRNAs have been identified through experimental and computational
approaches and many of them are expressed in high copy numbers in cells, suggesting
that miRNAs are an abundant class of gene regulatory molecules in animal and plant
genomes (6–20). More importantly, some miRNAs have been shown to play important



210 Min and Chen

functional roles in plants and animals. In plants, some miRNAs control leaf and flower
development (21–24). In Caenorhabditis elegans, the lin-4 and let-7 miRNAs control
the timing of larval development (1, 2, 25, 26), and the lsy-6 and mir-273 miRNAs act
sequentially to control neuronal asymmetry (27, 28) . In Drosophila, the Bantam miRNA
regulates fly growth by controlling cell proliferation and cell death (29, 30), and the
mir-14 miRNA represses apoptosis and affects fat metabolism (31). In mammals, some
miRNAs have been shown to regulate hematopoietic lineage differentiation, insulin
secretion, and adipocyte differentiation (32–34). Furthermore, as elegantly exempli-
fied by the genetic studies of lin-4 and lin-14 interactions, animal miRNAs are likely
to control gene expression at the posttranscriptional level through imperfect base pair-
ing to the complementary site(s) in the 3' untranslated region of their target gene(s)
(1, 2). It has been predicted that each miRNA can potentially regulate large numbers of
target genes (35–43). Therefore, miRNAs seem to have diverse functional roles and
regulate a broad spectrum of protein-coding genes. This suggests that miRNA-mediated
gene regulation represents a fundamental mode of posttranscriptional gene regulation
that is potentially involved in all biological processes. Nevertheless, the biological
functions and relevant target genes of the majority of known miRNAs remain elusive.

In an earlier study, we illustrated a systematic approach to identify and examine miRNA
functions during hematopoietic lineage differentiation processes (32). The approach we
used can be summarized in three basic steps:

1. The identification of candidate miRNAs.
2. The generation of miRNA expression constructs.
3. The characterization of miRNA function during hematopoietic lineage differentiation

(Fig. 1).

In this chapter, we describe detailed protocols for identifying and testing the func-
tion(s) of miRNAs in mouse hematopoiesis. We discuss methods for analyzing the ex-
pression of miRNAs in mouse hematopoietic tissues or lineage-specific hematopoietic
cells. We describe a strategy to generate viral constructs expressing miRNAs and also
explain the use of in vitro and in vivo assay systems to assess the roles of miRNAs dur-
ing hematopoietic stem/progenitor cell differentiation. The methods and principles we
describe here can be applied to study the roles of miRNAs in the differentiation and
function of nonhematopoietic cell types.

2. Materials

2.1. Common Reagents for Total RNA Preparation
Rnase-free plastic bottles, Eppendorf tubes, and pipet tips. Trizol reagent (Invitro-

gen, Carlsbad, CA; cat. no. 15596-018), Chloroform, RNase free water, 100% Isopropyl
alcohol, 100% Ethanol, 75% Ethanol (see Note 1).

2.2. Radiolabeling of Oligonucelotide Probes and Markers
1. 6000 Ci/mmole [γ-32P] adenosine triphosphate (ATP) (NEN Life Sciences, Boston, MA;

cat. no. BLU502Z).
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2. 3000 Ci/mmole [γ-33P] ATP (NEN Life Sciences; cat. no. NEG602H).
3. 10 U/µL T4 polynucleotide kinase (New England Biolabs, Ipswich, MA; cat. no. M0201S).
4. 10X kinase reaction buffer (New England Biolabs).
5. G-25 MicroSpin columns (Amersham Biosciences; cat. no. 27-5325 01).
6. 100 ng/µL Decade marker RNA (Ambion, Austin, TX; cat. no. 7778).
7. 10X cleavage reagent (supplied in the Decade marker system kit).

2.3. miRNA Cloning (see Note 2)
1 Carrier oligonucleotides: 5'-UGUCAGUUUGUUAAUUAACCCAA-3'.
2. Restriction enzymes from New England Biolabs: PacI (cat. no. R0547S), BanI (R0118S).

2.4. Northern Blot
1. Vertical slab gel electrophoresis apparatus, glass plates, gel spacers, binder clips, combs,

and aluminum plates. Aluminum plates are used to evenly distribute the heat generated
during electrophoresis and eliminate the “smile” effects.

2. Acrylamide gel system (National Diagnostics Sequagel or equivalent): 10X gel buffer
(8.3 M urea in 1 M Tris-borate and 20 mM ethylenediaminetetraacetic acid [EDTA]; 10X
TBE buffer, pH 8.3; National Diagnostics cat. no. EC-835), gel concentrate (19% acryla-
mide, 1% bis acrylamide, and 8 M urea; National Diagnostics, Atlanta, GA; cat. no. EC-
830), gel diluent (8 M urea; National Diagnostics cat. no. EC-840).

3. 5X TBE buffer: dissolve 54 g of Tris-base and 27.5 g of boric acid in H2O. Add 20 mL of
0.5 M EDTA, pH 8.0. Adjust final volume to 1 L.

4. 10% ammonium persulfate; store at −20°C.
5. N,N,N',N'-tetramethylethylene diamine (National Diagnostics; cat. no. EC-503).

Fig. 1. Overall experimental design for analyzing the roles of microRNAs in hematopoietic
lineage differentiation.
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6. 4 µg/mL ethidium bromide (EtBr) in 0.5X TBE.
7. 2X gel-loading buffer: 8 M urea, 20 mM EDTA, pH 8.0, 1 mg/mL xylene cyanole FF, and

1 mg/mL bromophenol blue. To make 1 L of 2X gel-loading buffer, mix 480 g of urea, 40
mL of 0.5 M EDTA, 2 mL of 1 M Tris-HCl, 1 g of xylene cyanole FF, and 1 g of bromo-
phenol blue.

8. Nylon membrane (GeneScreen Plus, NEN Life Science; cat. no. NEF1017).
9. 20% sodium dodecyl sulfate (SDS).

10. 20X standard sodium citrate (SSC): 3 M NaCl and 0.3 M sodium citrate, pH 7.0. Dissolve
175.3 g of NaCl and 88.2 g of sodium citrate in 800 mL H2O, adjust pH to 7.0 with 1 M
HCl, and adjust the volume to 1 L with H2O.

11. 50X Denhardt solution: dissolve 1 g (1% w/v) of Ficoll-400, 1 g (1% w/v) of polyvinyl-
pyrrolidone, and 1 g (1% w/v) of bovine serum albumin in 100 mL H2O. Store at −20°C.

12. 1 M phosphate buffer (pH 7.2): dissolve 268.07 g of NaPO4 in 800 mL H2O, add 4 mL of
85% phosphoric acid, and adjust the volume to 1 L.

13. Prehybridization/hybridization (prehyb/hyb) solution: 5X SSC, 20 mM Na2HPO4, pH 7.2,
7% (w/v) SDS, and 2X Denhardt solution in H2O.

14. Nonstringent wash solution: 3X SSC, 25 mM Na2PO4, pH 7.5, 5% SDS, and 10X Denhardt
solution in H2O.

15. Stringent wash solution: 1X SSC and 1% SDS in H2O.
16. Phosphoimager screen.

2.5. Preparation of Hematopoietic Cells for RNA Isolation
and Immunochemistry
1. Bone marrow washing medium: Dulbecco’s Modified Eagle Medium (DMEM), 2% fetal

bovine serum (FBS), and 10 mM HEPES, pH 7.2.
2. 1X phosphate-buffered saline (PBS): dissolve 8 g NaCl, 0.2g KCl, 1.44 g Na2HPO4, and

0.24 g KH2PO4 in 800 mL of H2O. Adjust pH to 7.2 and add H2O to a final volume of 1 L.
3. Turk’s staining solution: 0.01% (w/v) crystal violet in 3% (v/v) acetic acids (see Note 3).

2.6. Reagents for Magnetic Activated Cell Sorting
and Fluorescence Activated Cell Sorting (see Note 4)
1. Magnetic-activated cell sorting (MACS) labeling buffer: PBS, pH 7.2, and 2 mM EDTA.
2. MACS separation buffer: PBS, 2 mM EDTA, and 0.5% bovine serum albumin.
3. Antibodies for MACS: purified anti-mouse CD16/32 antibody, biotinylated antibodies

against lineage-specific surface antigens: anti-CD3e, anti-Mac1, anti-Gr-1, anti-Ter-119, and
anti-B220 (lineage panel; BD Biosciences Pharmingen, San Diego, CA;  cat. no. 559971).

4. MACS streptavidin microbeads (Miltenyi Biotec, Auburn, CA; cat. no. 30-048-101), anti-
Sca-1 microbeads (Miltenyi Biotec; cat. no. 120-001-503), or microbead-conjugated anti-
bodies against lineage-specific antigens.

5. Fluorescence-activated cell sorting (FACS) buffer: PBS with 2% FBS.
6. Fluorescence-labeled FACS antibodies: anti-CD4–phycoerythrin (PE), anti-CD8–allo-

phycocyanin (APC), anti-CD19–PE, anti-Thy-1.2–APC, anti-Gr-1–PE, anti-Mac1–APC,
anti-Ter-119–PE, and anti-CD71–APC (BD Biosciences Pharmingen).

7. 1 mg/mL propidium iodide (PI) stock.

2.7. Generation of miRNA Expression Constructs
1. Lysis buffer: 100 mM Tris-HCl, pH 8.5, 5 mM EDTA, 0.2% SDS, and 200 mM NaCl.

Sterilize the solution by filtering through a 0.45-µm nitrocellulose filter. Store the sterile
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solution at room temperature. Adjust the proteinase K concentration to 0.2 mg/mL before
use.

2. Proteinase K: 20 mg/mL stock solution; 0.2 mg/mL final concentration.
3. Isopropanol.
4. Nuclease-free water.
5. Sequencing primer for MDH1–3-phosphoglycerate kinase promoter (PGK)–green fluo-

rescent protein (GFP) 2.0: 5'-GGATCCCAATATTTGCATGTCGC-3'.

2.8. Generate Retrovirus by Transient Transfection
1. Culture medium for 293T and BOSC 23 cells: DMEM, 10% FBS, and penicillin/strepto-

mycin (Pen/Strep).
2. FuGene 6 (Roche Diagnostics; cat. no. 1 815 091).
3. pCLeco packaging vector (44).

2.9. Hematopoietic Lineage Differentiation Assays
1. 30 mg/mL 5-fluorouracil in saline.
2. S17 culture medium: Minimum Essential Medium Eagle, α-Modification (α-MEM), 20%

FBS, and Pen/Strep.
3. B cell growth medium: α-MEM supplemented with 20% FBS, Pen/Strep, 2 mM L-glut-

amine, 10 ng/mL interleukin (IL)-3, 10 ng/mL IL-6, 10 ng/mL IL-7, and 50 ng/mL stem
cell factor (SCF).

4. 0.05% Trypsin–EDTA.
5. 4 mg/mL polybrene (hexadimethrine bromide).
6. 0.5 M EDTA, pH 8.0.
7. PBS in 5 mM EDTA.
8. C57BL/6J (CD45.2 or Ly5.2) mice (Jackson Laboratory, Bar Harbor, ME).
9. B6.SJL-CD45a-Pep3b mice (CD45.1 or Ly5.1) (Jackson Laboratory).

10. Hematopoietic stem cell infection medium: α-MEM supplemented with 20% FBS, Pen/
Strep, 2 mM L-glutamine, 10 ng/mL IL-3, 10 ng/mL IL-6, 10 ng/mL IL-7, and 100 ng/mL
SCF.

11. Heparinized capillary tube.
12. 2 U/mL heparin.
13. Ammonium chloride potassium (ACK) red blood cell lysis buffer (10X): to 500 mL of

H2O, add 40.15 g NH4Cl, 5.0 g KHCO3, and 185.1 mg Na2–EDTA. Adjust the pH to 7.2
to 7.4. Make 1X buffer by diluting with H2O before use.

3. Methods

3.1. Identification of Candidate miRNAs for Functional Analyses
The spatial and temporal patterns of miRNA expression provide clues regarding

their biological functions. Many approaches have been developed to examine miRNA
expression, including miRNA cloning (6–8), Northern blot analysis (1), miRNA micro-
array analysis (45–51), the invader assay (52), and the ribonuclease protection assay.
Although multiple miRNA array platforms have been reported, these platforms all have
certain limitations. Many miRNA array platforms use probes or amplification methods
that simultaneously measure the mature and precursor (pre)-miRNA forms rather than
the functional mature miRNAs only. Furthermore, because miRNAs are short and have
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a wide-range of melting temperatures, it is intrinsically difficult to design antisense
probes that have similar hybridization kinetics that also ensure the sensitivity and speci-
ficity of the arrays. Lastly, these arrays may be incomplete because additional miRNA
genes in human and mouse genomes are yet to be identified (53). Thus, to design a
miRNA array with probe sets relevant to the cells of interests, it may first require sys-
tematic cloning to identify the miRNAs expressed in these cell populations. Because
of limited space, we only provide detailed protocols for a modified cloning method
and Northern Blot analysis in this chapter.

3.1.1. Cloning of miRNAs From Hematopoietic Progenitor Cells
Direct cloning of miRNAs from tissues or enriched cell populations offers a sensi-

tive approach to identify new miRNAs. One can also use the cloning frequency, the
number of times a miRNA is identified from a miRNA library, as a reliable indicator
for the relative abundance of the cloned miRNA (54). Because most miRNA cloning
experiments were carried out using cell lines and tissues, miRNAs expressed in rare
progenitor cell populations are likely to be underrepresented or missed in previous
studies. Therefore, the cloning approach may offer an alternative method for identifying
new miRNAs and determining miRNA expression in purified hematopoietic progeni-
tor cell populations. The drawback, however, is that the cloning method is relatively
tedious and costly.

The original cloning methods from the Ambros, Bartel, and Tuschl laboratories all
require a large amount of starting material (~100 µg of total RNA) (6–8). To increase
the sensitivity of the cloning procedure, we made a slight modification to the original
method (6–8) and successfully cloned miRNAs from as few as 100,000 purified pro-
genitor cells (see Note 5). In this chapter, we describe only the modifications we made
to the protocol. A detailed description of the original cloning protocol can be found in
an early publication by Nelson et al. (7) and on the Bartel lab website (http://web.wi.
mit.edu/bartel/pub).

In brief, we extract the total RNA from sorted hematopoietic stem/progenitor cell
populations (>100,000 cells) using the Trizol reagent and following the manufacturer’s
instructions (Invitrogen). To isolate the small RNAs, of 18- to 26-nt in length, from
the purified cell populations, we spike 1 pmol of a 32P-labeled 23-mer carrier oligo (5'-
UGUCAGUUUGUUAAUUAACCCAA-3') into the total RNA samples and carry out
RNA size fractionation on a 15% acrylamide/8 M urea gel. The radiolabeled oligo serves
as a carrier and tracer during the subsequent precipitation, ligation, and gel purification
steps. The carrier also contains a PacI restriction site that allows for the subsequent
removal of the ligation product containing the carrier in later cloning stages. Follow-
ing the original protocol, we ligate size-fractionated small RNAs first to a 3' adaptor
oligonucleotide (5' preadenylated) without the presence of ATP, then to a 5' adaptor
oligonucleotide, and carry out reverse transcriptase polymerase chain reaction (PCR)
to amplify the final ligation products. After reverse transcriptase PCR amplification,
we digest the PCR product with PacI to eliminate the carrier sequences, then purify the
undigested products on a 15% nondenaturing acrylamide gel, and amplify the PacI-
digested PCR products with 10 to 20 rounds of PCR. Typically, one round of PacI diges-

http://web.wi.mit.edu/bartel/pub
http://web.wi.mit.edu/bartel/pub
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tion can remove more than 90% of the carrier-containing amplification products. One
can carry out another round of digestion to further reduce the carrier-containing PCR
products, but no gel purification is necessary. We then digest the PCR products with
the BanI restriction enzyme, concatermerize the BanI-digested products, ligate them
into TOPO vectors (Invitrogen), and submit the miRNA libraries for sequencing analy-
ses. Bioinformatics analyses will then be carried out to identify new miRNAs and to
determine miRNA abundance (6–8).

3.1.2. Northern Blot to Analyze miRNA Expression
Northern blotting is a routine lab method for analyzing miRNA expression. It reveals

information regarding miRNA size and the relative abundance of both the mature and
pre-miRNAs. However, it has limited sensitivity (at least 5 µg of total RNA is required
for detection) that precludes its application in detecting miRNA expression of many
rare hematopoietic stem/progenitor cell populations.

3.1.2.1. PREPARE A SINGLE-CELL SUSPENSION FROM HEMATOPOIETIC TISSUES

Isolate bone marrow cells by flushing femurs and tibias with bone marrow washing
medium (see Note 6). Pipet bone marrow cells up and down several times to produce
a single-cell suspension and filter through a 70-µm nylon mesh cell strainer. For the
preparation of thymocyte or splenocyte suspensions, place the thymus or spleen in a
35-mm Petri dish containing PBS (cut tissues into several pieces if necessary), and
mince by gently pressing the thymus or spleen between the frosted ends of two glass
slides. Wash glass slides with cold PBS and filter through a 70-µm nylon mesh cell
strainer (see Note 6). Wash cells with cold PBS. Count enucleated hematopoietic cells
by staining with Turk’s solution. Cells are now ready for immunochemistry or RNA
preparation.

3.1.2.2. ISOLATE HEMATOPOIETIC PROGENITOR CELL POPULATIONS BY MACS OR FACS
Label cells with fluorescence-conjugated antibodies against lineage-specific anti-

gens. For example, use anti CD45R or CD19 for B-lineage cells; Mac1 or Gr-1 for mye-
loid lineage cells; and CD3 or Thy-1.2 (CD90.2) for T-lineage cells. Determine the
appropriate dilution for each antibody before use. For MACS separation, add micro-
bead-conjugated antibodies against lineage-specific antigens (see Subheadings 3.3.1.3.
and 3.3.2.4. for detailed protocols for MACS separation and immunofluorescence stain-
ing). Proceed to MACS or FACS cell separation.

3.1.2.3. TOTAL RNA PREPARATION

Trizol reagent (Invitrogen) was used to isolate total RNA from hematopoietic tissues
and cell populations. Compared with other commercial column- or resin-based RNA
purification kits, the Trizol protocol gives a better yield and is more reliable in isolating
small RNAs. To prepare RNA samples for gel electrophoresis, dissolve RNA samples
(5 to 20 µg of total RNA) in 15 µL of water (or less) and add an equal volume of 2X
gel-loading dye. Heat samples at 80°C for 5 to 10 min and centrifuge.
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3.1.2.4. PREPARATION OF RADIOLABELED RNA MARKER

Label the Decade marker (Ambion,) with γ-33P ATP according to the manufacturer’s
instructions. 33P-labeled marker can be stored at −20°C and used for a month. Heat at
95°C for 5 min before use.

3.1.2.5. ELECTROPHORESIS OF RNA SAMPLES

Prepare a 15% acrylamide/8 M urea gel with the Sequagel sequencing system solu-
tions (National Diagnostics). Prerun the gel at 25 W for 15 min in 0.5X TBE. Load the
RNA samples and 33P-labeled RNA ladder and run the gel at 25 W for approx 1 h, until
the bromophenol blue band reaches the end of the gel. Separate the gel onto plastic wrap
and stain the gel with 4 µg/mL EtBr in 0.5X TBE for 5 to 10 min. Examine the EtBr-
stained image to evaluate the RNA quality and loading consistency. Discrete transfer
RNA (78-nt) and 5S ribosomal RNA (120-nt) bands indicate a good quality of RNA
preparation. The 5S ribosomal RNA bands can be used as loading controls in publica-
tion. Take a digital picture and save the EtBr-stained image.

3.1.2.6. GEL TRANSFER

Reduce the gel size by cutting off the loading wells and empty lanes. Cut the nylon
membrane (GenScreen Plus) and six sheets of 3M Whatman filter paper to the size of
the gel. Soak the nylon membrane and filter papers in 0.5X TBE. Assemble the transfer
sandwich on the surface of a semi-dry transfer unit in the following order: three sheets
of soaked filter paper, nylon membrane, gel, and three sheets of soaked filter paper.
Make marks on the RNA side of the nylon membrane with pencil. Remove possible
air bubbles within the transfer sandwich by gently rolling a plastic serological pipet
over the sandwich. Place the top on the semidry transfer unit, and run the transfer at a
constant current (3.3 mA/cm2) for 35 min. Place the filter with the RNA side up on a
dry piece of filter paper and crosslink with ultraviolet light at 1000 µJ of energy. Bake
the filter at 80°C for 1 h. Store it at −20°C or proceed to the prehybridization step.

3.1.2.7. PREPARATION OF RADIOLABELED MIRNA PROBES

Design and synthesize the antisense oligonucleotide probes against the mature miRNA
targets. Prepare a 50-µL reaction mixture by mixing 2 µL of oligonucleotides (20 pmol/
µL), 5 µL of 10X T4 polynucleotide kinase buffer, 26 µL H2O, 15 µL of [γ-32P] ATP,
and 2 µL of T4 polynucleotide kinase (New England Biolabs). Incubate at 37°C for 1 h.
Heat the mixture at 68°C for 10 min. Use a G-25 column (Amersham) to remove un-
labeled radionucleotides.

3.1.2.8. HYBRIDIZATION

Wet the membrane with water, place it in a hybridization tube, and add 20 mL warm
prehyb/hyb solution (~50°C). Rotate at 50°C for 1 to 2 h. Replace with 20 mL fresh pre-
hyb/hyb solution and add the denatured radiolabeled probe. Cap the tube tightly and
rotate in the hybridization oven at 50°C overnight. Recover probes and store at −20°C
(probes can be reused two to three times within a week). Wash three times with 25 mL
of nonstringent wash solution in the hybridization oven at 50°C for 30 min. Repeat the
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wash two more times with 25 mL of nonstringent wash solution in the hybridization
oven at 50°C for 1 h. Finally, wash with stringent wash solution in the hybridization
oven at 50°C for 5 min. Wrap the membrane with Saran wrap and expose the membrane
to a phosphorimager screen at room temperature overnight.

3.2. Ectopic Expression of miRNAs
in Hematopoietic Stem/Progenitor Cells

Gain-of-function analysis has been the most fruitful approach for identifying many
of the key protein players in hematopoietic lineage differentiation (55, 56). In human
leukemias, chromosomal translocations often result in aberrant gene expression and
can reveal gene function in normal hematopoiesis (57). The ectopic expression of an
active Notch in hematopoietic stem/progenitor cells revealed the key role of Notch
signaling in T-cell and B-cell fate determination, which is consistent with Notch loss-
of-function studies in mice (55, 58). Furthermore, ectopic expression seems to be quite
effective in revealing miRNA function in animals and plants (21, 29, 31, 32). The high
degree of redundancy of miRNA genes may present a unique challenge for elucidating
miRNA gene function using a loss-of-function approach in mice. Furthermore, many
miRNAs may carry out very fine genetic controls in animals, as was elegantly illus-
trated in worms, in which lsy-6 and mir-273 miRNAs act sequentially to determine the
neuronal patterning in merely two neurons (27, 28). It would be difficult to discern these
functions without well-informed functional guidance. Thus, miRNA gain-of-function
analyses in hematopoietic stem/progenitor cells will provide a solid foundation and
guidance for future loss-of-function studies in mice.

3.2.1. Design of Retroviral Constructs for miRNA Expression
To ectopically express miRNAs in primary hematopoietic stem/progenitor cells,

we have developed a retroviral vector using the murine stem cell virus backbone (32).
In one of the configurations, a polymerase (pol) III expression cassette that contains
the human H1 promoter and a polyT (T5) termination sequence was placed in the U3
region of the 3' long terminal repeat (LTR). This vector design is termed a “double-copy”
configuration because the process of retroviral reverse transcription and integration leads
to two copies of the expression cassette to be integrated into the host genome (Fig. 2A).
We found that the double-copy configuration provides robust and consistent expression
of the miRNA hairpins when infecting primary hematopoietic cells. In contrast, when
the H1 expression cassette is placed after the 5' LTR, the H1 promoter is silenced when
infecting primary hematopoietic cells (data not shown). In addition, as a marker for
infection, GFP is introduced under the control of the constitutive murine PGK promoter.

We also noted that functional miRNAs cannot be effectively processed from minimal
pre-miRNA stem-loop precursors and that the genomic flanking sequences of pre-miRNAs
are essential for miRNA processing and maturation (32). Based on these observations,
we designed a general strategy for the ectopic expression of miRNA genes by placing
approx 270-nt-long primary (pri)-miRNA transcripts into the H1 expression cassette of
MDH1-PGK-GFP 2.0 (Fig. 2B). The approx 270-nt pri-miRNA transcript contains the
approx 22-nt mature miRNA and the 125-nt corresponding genomic sequences flank-
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ing both sides of the mature miRNA. It is now known that miRNA biogenesis consists
of sequential steps that are essential for the production of functional miRNAs (59).
The pri-miRNA transcripts are processed into the approx 60-nt pre-miRNA stem-loops
by the nuclear RNase III, Drosha, with the facilitation of Parsha (59,60). The pre-miRNA
is then actively transported into the cytoplasm by Exportin 5 in a Ran guanosine triphos-
phate-dependent manner (61, 62) and further processed into a approx 21-nt duplex by
Dicer in the cytoplasm (63–65). The information for the sequential processing and
maturation of miRNA is likely to be stored in the sequences of pri-miRNAs (32, 59).

3.2.2. Generation of miRNA Expression Constructs

3.2.2.1. DESIGN PCR PRIMERS TO AMPLIFY PRE-MIRNA GENE FRAGMENTS

Obtain mature and pre-miRNA sequences from Rfam—“the miRNA Registry”
(http://www.sanger.ac.uk/cgi-bin/Rfam/mirna/browse.pl)—and search the genome data-
base of relevant organisms using the pre-miRNA sequences to extract the pri-miRNA
gene fragments containing the corresponding flanking sequences (see Note 7). Use
Primer 3 (http://frodo.wi.mit.edu/cgi-bin/primer3/primer3_www.cgi) to select PCR
primers from pri-miRNA gene fragments for amplifying the approx 270-nt PCR prod-
ucts that include the 22-nt mature miRNAs and 125-nt of genomic sequences flanking
the mature miRNAs. Add XhoI and EcoRI restriction enzyme sites to the ends of the
PCR primers to facilitate cloning of the PCR products into the MDH1–PGK–GFP 2.0
vector (Fig. 2A). Use other restriction enzymes when the pri-miRNA gene fragments
contain internal EcoRI or XhoI sites.

3.2.2.2. PREPARATION OF GENOMIC DNA

Genomic DNA can be isolated from cultured cells or mouse tissues using the follow-
ing protocol. Add 0.5 mL of DNA lysis buffer to mouse tissue or cells (~25 mg tissue

Fig. 2. Retroviral vector for microRNA (miRNA) expression. (A) A double-copy retroviral
vector for miRNA expression. A polymerase III expression cassette containing the human H1
promoter (H1) and the T5 termination signal is placed in the U3 region of the viral 3' long ter-
minal repeat (LTR). Viral infection can be monitored by the expression of a green fluorescent
protein (GFP) marker driven by the constitutive murine 3-phosphoglycerate kinase promoter
(PGK). (B) A diagram depicting a primary (pri)-miRNA gene fragment that contains the mature
miRNA and 125-nucleotide flanking sequences.

http://www.sanger.ac.uk/cgi-bin/Rfam/mirna/browse.pl
http://frodo.wi.mit.edu/cgi-bin/primer3/primer3_www.cgi
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or 109 cells per 1 mL lysis buffer) and digest overnight at 55°C while rotating in the
hybridization oven. After overnight incubation, the tissue should no longer be visible.
Centrifuge to remove debris, hair, and bone. Precipitate the DNA by adding an equal
volume of isopropanol. Use a sterile pipet tip to transfer the precipitated DNA to a clean
tube. Add 200 µL water and incubate overnight at 55°C to allow DNA to dissolve.
Measure the DNA concentration.

3.2.2.3. GENERATION OF MIRNA EXPRESSION CONSTRUCT

Amplify the pre-miRNA gene fragments from genomic DNA by PCR. Most of the
pre-miRNA gene fragments we tried can be easily amplified from mouse genomic DNA.
However, in some cases, it is necessary to optimize PCR conditions by varying the
annealing temperature or using different Taq polymerases. For those that are extremely
difficult to amplify, one can try to use bacterial artificial chromosome DNA clones
containing the pre-miRNA gene fragments as templates. Digest the PCR products with
restriction enzymes and clone into MDH1–PGK–GFP. Verify inserts by DNA sequenc-
ing analysis with the following primer (from the H1 promoter side): 5'-GGATCCCA
ATATTTGCATGTCGC-3'.

3.2.3. Viral Packaging by Transient Transfection
This protocol is designed for transfecting viral construct and packaging construct

into cells on a 6-well plate. Adjust the amount of FuGene 6 reagent and DNA accord-
ingly for larger scale transfections.

1. Prepare 50 to 80% confluent 293T (or BOSC23) cells by plating approx 5 ↔ 105 cells per
well in a 6-well plate the day before the transfection.

2. Add 100 µL of serum–free DMEM to a sterile 1.5-mL Eppendorf tube (Tube A) and ali-
quot 6 µL of FuGene 6 to Tube A (do not touch the pipet tip to the side of the tube because
the FuGene 6 will stick to plastic). Mix and let stand for 5 min at room temperature.

3. Mix 2 µg of the miRNA expression vector and 1 µg of the pCLeco packaging vector (44)
in a separate Eppendorf tube (Tube B).

4. Add diluted FuGene 6 solution (Tube A) to Tube B, mix well by tapping the tube, and
incubate for 15 min at room temperature.

5. Remove the media from cells and replace it with 3 mL of fresh media.
6. Drop-wise, add the FuGene 6/DNA mixture (A and B mixture) to the cells and swirl to mix.

Culture for 2 d.
7. Check GFP expression at 48 h after transfection and collect the supernatant. Store viral

supernatant at −80°C.

3.3. Analysis of miRNAs’ Roles in Hematopoietic Lineage Differentiation
As one of the best-studied developmental systems, many in vitro and in vivo assays

have been developed to examine the hematopoietic lineage differentiation processes.
Some hematopoietic progenitor cells can be grown clonally in a semisolid culture. If
provided with the right combination of colony stimulating factors, cultured progenitor
cells will differentiate into mature forms, and can be enumerated and characterized
based on the size and morphology of the colonies. A variety of myeloid, erythroid, and
lymphoid progenitor cells at different stages of differentiation can be identified and
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scored using this assay (66). Moreover, hematopoietic stem/progenitor cells can be main-
tained in vitro with some bone marrow stromal cell lines that provide a niche for stem
cell maintenance and progenitor differentiation (67–69). With defined culture medium,
this culture system can also be used to examine the differentiation potential of hemato-
poietic stem/progenitor cells. For example, S17, OP9, and MS-5 bone marrow stromal
culture assays are commonly used to study B lymphopoiesis, whereas the fetal thymic
organ culture and OP9–DL1 stromal culture assays are used to study T lymphopoiesis
(70–72). Finally, the self-renewal and differentiation potentials of hematopoietic stem/
progenitor cells can be measured by the bone marrow transplantation assay, in which
transplanted stem cells are capable of rescuing lethally irradiated mice and repopulat-
ing the entire blood system (73, 74). With these assays, one can alter the miRNA expres-
sion in hematopoietic stem/progenitor cells and then examine the effects of miRNA
perturbations on stem cell self-renewal and lineage differentiation using in vitro and in
vivo assays described in Subheadings 3.3.2. and 3.3.3. Here, we will only describe
the S17 stromal culture assay and the bone marrow transplantation assay.

3.3.1. Enrichment of Lineage-Negative Cells
From the Bone Marrows of 5-Fluorouracil-Treated Mice

3.3.1.1. PRIME HEMATOPOIETIC STEM/PROGENITOR CELLS

WITH THE PYRIMIDINE ANALOG 5-FLUOROURACIL

Inject mice (BS.SJL or C57BL/6J) with 5-fluorouracil (FU) (30 mg/mL stock con-
centration; 150 mg/kg body weight) via the lateral tail vein or retro-orbital vein. Injec-
tion of 5-FU kills the cycling hematopoietic cells, stimulates the quiescent stem cells
into the cell cycle, and increases the retroviral infection of hematopoietic stem/pro-
genitor cells (see Note 8).

3.3.1.2. PREPARE BONE MARROW CELLS FOR IMMUNOCHEMISTRY AND LINEAGE DEPLETION

Harvest bone marrow cells on day 3 or 4 after 5-FU treatment (see Subheading 3.1.2.1).
Count the enucleated cells by staining with Turk’s solution (see Note 3). Wash the cells
with labeling buffer and resuspend in labeling buffer to a final concentration of 108

cells/mL.

3.3.1.3. LINEAGE DEPLETION BY MACS
Add an antibody to CD16/32 to cells (<1 µg/106 cells) and incubate on ice for 5 min

to block the Fc receptors (optional). Add 200 µL of each biotinylated mouse lineage
panel antibody per 108 cells (anti-CD3ε, anti-B220, anti-Mac1, anti-Gr-1, and anti-
Ter-119) and incubate cells on ice for 20 min (see Note 9). Wash twice with 10 mL of
ice-cold labeling buffer and spin down in a refrigerated centrifuge. Resuspend cells to
107 cells/90 µL with labeling buffer. Add 10 µL of MACS streptavidin-microbeads
per 107 cells and incubate on ice for 20 min. Wash twice with 10 mL of ice-cold label-
ing buffer and spin down in a refrigerated centrifuge. Resuspend cells in separation
buffer (up to 108 cells in 500 µL) and proceed to the MACS separation system to iso-
late lineage-negative cells. Count the lineage negative (Lin–) cells with Turk’s solution.
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3.3.2. S17 Stromal Culture Assay

3.3.2.1. PREPARE S17 STROMAL CELLS

Trypsinize the S17 stromal cells and seed 20,000 cells/well in 24-well plates on the
day of 5-FU injection. The S17 stromal cells should be confluent by the time of culture
initiation.

3.3.2.2. RETROVIRAL INFECTION OF LIN– CELLS BY SPINOCULATION

Resuspend enriched Lin– cells to 5 ↔ 105 cells/mL in the B-cell culture medium.
Mix 1 mL of Lin– cells and 1 mL of virus (at least 106 cfu/mL) in a 5-mL FACS tube.
Add 2 µL of polybrene to a final concentration of 4 µg/mL. Cap the tube tightly and
centrifuge at 900g for 2 h at room temperature (see Note 10).

3.3.2.3. SEED THE INFECTED CELLS ONTO S17 STROMA

Remove the infection supernatant, resuspend cells in B-cell culture medium, and
seed them onto the S17 stromal layer (20,000–40,000 infected Lin– cells/0.5 mL/well).
Prepare 12 culture replicates for each viral infection. Place the plate in a 37ϒC, 5%
CO2, humidified incubator. Feed the cells with fresh B-cell culture medium 5 d after
initiating the culture.

3.3.2.4. PREPARE CELLS FOR IMMUNOCHEMISTRY

Collect adherent and nonadherent cells from the S17 stromal culture at day 10 after
culture initiation. First collect the nonadherent cells from the culture medium into
FACS tubes (or 1.2-mL cluster tubes) and centrifuge at 5000g for 5 min. Carefully
remove the supernatant and save the cell pellets on ice. While centrifuging the non-
adherent cells, add 0.5 mL of PBS/5 mM EDTA to the remaining adherent cells and
incubate on a rocking platform at room temperature for 5 to 10 min. Recover adherent
cells by repetitive pipetting to generate a single-cell suspension. Add the adherent
cells to the nonadherent cells in the same tube. Wash twice with cold FACS buffer and
resuspend cells in 100 µL of FACS staining buffer. When multiple stainings are re-
quired for each culture, resuspend cells in a larger volume of FACS buffer and aliquot
100 µL of cells into multiple tubes. When analyzing a large number of culture assays,
carry out staining in a 96-well plate.

3.3.2.5. IMMUNOCHEMISTRY AND FACS ANALYSIS OF S17 CULTURE

Add antibodies (anti-CD-19 PE and anti-Thy-1.2 APC) to the cells and incubate at
4ϒC to 8ϒC for 15 min (see Note 9). Spin down the cells in a refrigerated centrifuge
and wash twice with cold FACS buffer. Resuspend cells in FACS buffer containing 1
µg/mL PI. PI is used for live/dead cell discrimination because PI cannot permeate the
membrane of the live cells, but can enter the nucleus of dead cells and stain the chro-
matin. Analyze the stained cells by FACS. Viral-infected donor cells are GFP posi-
tive. Analyze FACS data with BD CellQuest™ to determine the lineage profiles of the
viral-infected cells and compare the lineage profiles of cells that are infected with the
control vector and the miRNA-expressing virus.
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3.3.3. Bone Marrow Transplantation Assay

3.3.3.1. RETROVIRAL INFECTION OF HEMATOPOIETIC STEM CELLS

Prepare Lin– bone marrow cells from 5-FU-treated B6/SJL mice and infect them with
viruses by spinoculation (see Subheading 3.3.2.2.). After centrifuging for 2 h, culture
the infected cells in hematopoietic stem cell infection medium at 37ϒC in humidified
air with 5% CO2 for 24 h. Repeat spinoculation and culture for another 24 h.

3.3.3.2. PREPARE SCA-1-DEPLETED BONE MARROW CELLS

Isolate bone marrow cells from C57BL/6J mice. Stain the bone marrow cells with
anti-Sca-1 microbeads following the instructions from Miltenyi Biotec. Proceed to MACS
separation to isolate the Sca-1-depleted bone marrow cells. Sca-1-depleted bone mar-
row cells, which lack of long-term repopulating hematopoietic stem cells, will be used
as supporting cells in the bone marrow transplantation assay.

3.3.3.3. BONE MARROW TRANSPLANTATION

Irradiate recipient mice on the day of transplantation. Recipient C57BL/6J (Ly 5.2)
mice of 6- to 8-wk old are subjected to lethal irradiation (10 Gy) 3 to 5 h before
transplantation (see Note 11). About 20 to 40 recipients per group are used for each
miRNA construct. Mix 2.5 ↔ 104 infected cells with 4 ↔ 105 C57BL/6J bone marrow
cells depleted of Sca-1-positive cells and inject them into lethally irradiated C57BL/6J
recipient mice via the retro-orbital route.

3.3.3.4. PREPARE PERIPHERAL BLOOD CELLS FOR IMMUNOCHEMISTRY

Bleed the recipient mice from the retro-orbital veins using heparinized capillary
tubes at 1, 3, and 4 mo after transplantation. Collect 0.1 to 0.2 mL of peripheral blood
into collection tubes containing 30 µL of heparin solution (2 U/mL). Mix the blood
and heparin solution to prevent coagulation. Add 1 mL of ACK lysis buffer to the
collection tubes and incubate at room temperature for 15 min. Centrifuge at 500g at
4°C for 5 min and carefully aspirate out the lysis buffer. Repeat the ACK lysing step if
there are still many red blood cells left. Wash cells twice with FACS buffer and resus-
pend in FACS buffer.

3.3.3.5. IMMUNOCHEMISTRY AND FACS ANALYSIS (SEE NOTE 12)

To examine the influences of miRNAs on lineage differentiation, peripheral blood
cells from the recipient mice are immunoreacted with lineage-specific antibodies to deter-
mine the lineage profiles of the viral-infected donor cells (marked by the GFP reporter).
Enucleated peripheral blood cells from each recipient are immunoreacted with the fol-
lowing sets of antibodies:

1. Anti-CD4–PE and anti-CD8–APC.
2. Anti-CD19–PE and anti-Thy-1.2–APC.
3. Anti-Gr-1–PE and anti-Mac1–APC.
4. Anti-Ter-119–PE and anti-CD71–APC.

Add antibodies to the cells and incubate at 4°C to 8°C for 15 min. Spin down the
cells in a refrigerated centrifuge and wash twice with cold FACS buffer. Resuspend
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cells in the FACS buffer containing 1 µg/mL PI and subject to FACS analyses. Viral-
infected donor cells are GFP positive. Analyze FACS data with BD CellQuest to deter-
mine the lineage profiles of the viral-infected cells and compare the lineage profiles of
cells infected with the control vector and the miRNA-expressing virus.

4. Notes
1. New and unused plastic bottles, Eppendorf tubes, and pipet tips are generally RNase free.

Designate a set of unopened chemicals and solutions for RNA preparation. Wear gloves to
handle all RNase-free reagents.

2. A comprehensive list of reagents required for miRNA cloning can be found in the Bartel
lab cloning protocol. Preadenylated 3' adaptor oligo is available from Integrated DNA
Technologies.

3. Turk’s solution is used to count enucleated cells in the peripheral blood. Acetic acid selec-
tively lyses red blood cells. However, Turk’s staining does not discriminate dead cells
from the live cells. To count the liver cells, use Trypan blue dye staining.

4. Unless otherwise stated, buffers and solutions for MACS and FACS analyses are main-
tained on ice. Entire staining procedures are carried out on ice (0°C–4°C). Centrifugations
are carried out in a refrigerated centrifuge or in the cold room (4°C–8°C).

5. The modified miRNA cloning method is now being tested for cloning miRNAs using as
few as 10,000 hematopoietic stem/progenitor cells.

6. Use a 10-mL syringe and 21-gage needles for flushing femurs, and 23-gage needles for
flushing tibias. Alternatively, place thymus or spleen on a 70-µm nylon mesh cell strainer,
gently mash the thymus or spleen with the rubber end of a plunger from a 3-mL syringe,
and wash with cold PBS to release thymocytes or splenocytes into a 50-mL conical tube.

7. Try to avoid a long stretch of Ts when designing primers to amplify the approx 270-nt pri-
miRNA gene fragments because the H1 Pol III promoter will terminate at a long stretch of
Ts (more than five Ts). miRNAs can also be expressed from a Pol II promoter. However,
we noted that a longer pri-miRNA gene (~520-nt in length) containing the 22-nt mature
miRNA and approx 250-nt of genomic sequences flanking the mature miRNA is required
for higher expression using Pol II promoters.

8. Approximately 10 to 15 ↔ 106 cells can be isolated from the bone marrow of a 5-FU-
treated mouse.

9. It is recommended that antibodies be titrated to determine their optimal concentration. Once
the optimal concentrations are determined, make diluted antibodies stock with FACS stain-
ing buffer. If performing multicolor labeling, prepare the antibody mixture in a microcen-
trifuge tube and add the multiple antibodies simultaneously to the sample. Also, prepare
single-color staining controls for adjusting the compensations.

10. Typically, more than 50% of the progenitor cells are infected with the miRNA vector as
indicated by GFP expression, and this percentage does not substantially change during the
10-d assay.

11. Irradiation dose will vary depending on the strain and age of the animals and the source of
irradiation. Therefore, a preliminary dose-titration experiment is required to determine the
optimal irradiation protocol and dose. In general, lethal-dose irradiation can be delivered
by exposing mice to two doses of 500 rad, 3 to 4 h apart, or to a single dose of 1000 rad.

12. One can follow the same animal over time by screening peripheral blood. Donor-derived
cells will start to appear in the peripheral blood approx 2 wk after reconstitution, when bone
marrow chimerism is about to be achieved. An alternative method is to set up multiple sets
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of animals, kill animals at various time points, and analyze the lymphoid tissues as well as
the peripheral blood. If mice are killed to harvest the lymphoid tissues, prepare a single-
cell suspension as described in Subheading 3.1.2.1. Then, transfer 106 cells/100 µL of
FACS buffer into FACS tubes and label with antibodies. For the labeling of bone marrow
cells and splenocytes, red blood cells should be lysed by ACK lysing buffer before pro-
ceeding to the labeling step.
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Summary

Animal genomes contain on the order of at least hundreds of microRNAs (miRNAs).
Although most remain uncharacterized, it is already clear that miRNAs regulate many bio-
logical processes. A number of Drosophila miRNAs have been identified as likely cell
death regulators, but functions for most have simply not been explored. Here we describe a
protocol for identifying miRNAs that can act as cell death regulators. We also describe a
simple protocol for testing roles for mRNAs identified as candidate miRNA targets using
computational or other approaches.

Key Words: Drosophila; apoptosis; caspase; microRNA; RNAi; cancer.

1. Introduction
Cell death is an evolutionarily conserved process by which organisms remove cells

that are no longer needed or that are dangerous for the survival of the organism (reviewed
in ref. 1). Almost all cell death regulatory genes identified to date encode proteins.
However, within the last several years it has become clear that animal genomes encode
on the order of hundreds (2), or perhaps thousands (ref. 3), of small noncoding RNAs
known as miRNAs. The first miRNAs to be identified, lin-4 and let-7, were identified
through genetic screens for mutations that disrupt development in the nematode Caenor-
habditis elegans (reviewed in ref. 4). However, most miRNAs have been identified
through direct cloning of small RNAs, biochemical purification of ribonucleoprotein
particles, or computational approaches that involve searches for evolutionarily conserved
stem-loop structures characteristic of miRNA precursors. Lists of validated miRNAs
can be found at the MicroRNA Registry [http://www.sanger.ac.uk/Software/Rfam/mirna/
index.shtml]. It is generally thought that miRNAs downregulate gene expression by
binding to 3' untranslated regions of target transcripts. miRNA binding to target tran-
scripts, as a part of a proteinaceous complex known as the RNA-induced silencing
complex, targets these transcripts for translational inhibition if the miRNA and the mes-
senger RNA (mRNA) target show limited complementarity, or for transcript cleavage

http://www.sanger.ac.uk/Software/Rfam/mirna/index.shtml
http://www.sanger.ac.uk/Software/Rfam/mirna/index.shtml
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and degradation if the miRNA and the mRNA target show perfect or nearly perfect
complementarity (reviewed in refs. 2, 4, 5). Although the study of miRNA function is
at a very early stage, it is already clear that these molecules are used to regulate many
different biological processes (reviewed in ref. 6). In particular, a number of Drosophila
miRNAs have been shown to act as cell death inhibitors (refs. 7–9; reviewed in ref.
10). Death-regulating miRNAs have not yet been identified in mammals. However,
given the generally high level of conservation of cell death signaling and effector path-
ways in flies and mammals (reviewed in refs. 1 and 11) it is essentially certain that
they exist. For example, the expression of a number of miRNAs is deregulated in vari-
ous forms of cancer (reviewed in refs. 10 and 12). Given that inhibition of cell death is
essential for cancer development (13), these miRNAs become good candidates for
testing. Our goal in the first half of this chapter is to describe some of the experimental
approaches that can be used to identify cell death-regulating miRNAs. Our focus is on
experiments that can be carried out in Drosophila, a model multicellular organism that
carries out cell death in response to many of the developmental and environmental
stimuli that are important in mammals (reviewed in refs. 1 and 14). Many of the tech-
niques described here can, in principle, be adapted for use in vertebrates, such as mice.

Once miRNAs of interest are identified, an important goal becomes the identifica-
tion of their mRNA targets. It is not yet possible to isolate specific miRNAs complexed
with their mRNA targets. Therefore, current strategies for miRNA target identifica-
tion use computational approaches based on miRNA–mRNA complementarity to pre-
dict likely miRNA–mRNA interaction pairs, which can then be tested experimentally
(see Subheading 3.5.). Unfortunately, computational approaches to target site predic-
tion are not straightforward because most animal miRNAs do not bind their target
transcripts with perfect complementarity (we know this without knowing the actual
targets because perfectly complementary sites are simply not present in the genomes of
interest). In addition, the rules that define characteristics of functional miRNA–mRNA
interactions are just being discovered (15–20). A number of target prediction programs
are available that make use of various aspects of this information, and, in some cases,
of the hypothesis that target sites will be evolutionarily conserved between species
(9, 18, 20–27). However, each of these programs has different assumptions and param-
eter values. Thus, the lists of candidates often show little overlap. Finally, recent work
suggests that many miRNAs may regulate the activity of a number of genes, leaving it
somewhat unclear how deep one should go in these lists in searching for biologically
significant targets (20, 28). These issues will presumably fade as more information is
accumulated regarding the characteristics of productive miRNA–mRNA pairs. In the
second half of this chapter, we describe an experimental approach for testing the signif-
icance of candidate miRNA targets, regardless of how they were identified.

2. Materials
1. Mutants are not available for most Drosophila miRNAs. Therefore, tests for roles of spe-

cific miRNAs in Drosophila will often rely on the characterization of phenotypes associ-
ated with miRNA overexpression. Strains of Drosophila that express specific miRNAs
under the control of promoters that allow for spatial and/or temporal control of expression
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are used for these experiments (reviewed in ref. 29). Much cell death research in the fly
uses vectors that drive expression in the developing fly eye, the most commonly used vec-
tor being glass multimer reporter (GMR) (30). The eye is a useful tissue for death research
because it is large and easy to score for defects using a dissection microscope, and because
the eye is nonessential for viability or fertility. In essence, the eye functions as a living 96-
well plate in which levels of cell death can be increased or decreased without consequences
for the propagation of the animal as a whole. In cases in which genes need to be expressed
in other tissues, an often-used tool is the GAL4-upstream activating sequences (UAS)
expression system (31). GAL4 is a yeast transcription factor. It binds to UAS sites. Genes
to be expressed are cloned in a P element vector (pUASt [31] or pUASp [32]) downstream
of a multimer of GAL4-UAS and introduced into the germline. Many labs have generated
flies with P element transposon insertions carrying the GAL4 transcriptional activator. In
these lines, GAL4 expression is driven by an introduced upstream promoter or (in a ver-
sion of this vector that contains only a basal promoter) by endogenous tissue-specific
enhancers. When flies carrying the UAS-driven transgene are crossed with flies that ex-
press the GAL4 activator, the transgene is expressed in the pattern of the GAL4 activator. A
large number of GAL4 lines are available from FlyBase (http://flybase.bio.indiana.edu/).

2. Strains of Drosophila in which specific cell death pathways can be activated in spatial
and/or temporal patterns that result in visible, easily scorable phenotypes using a dissection
microscope. Much cell death takes the form of apoptosis. Caspase proteases are the central
executioners of apoptotic cell death. In Drosophila, many cells, including those that nor-
mally live, experience chronic activation of the caspase Dronc, mediated by the adaptor,
Ark, the Drosophila Ced-4/Apaf-1 homolog. If unrestrained, active Dronc cleaves and acti-
vates downstream effector caspases, such as Drice, that mediate cell death. Cell survival
requires the inhibitor of apoptosis protein (IAP)-family caspase inhibitor, DIAP1, which
suppresses the activity of Dronc and of caspases activated by Dronc. Thus, the choice
between cell survival and death is critically regulated by the balance between death activa-
tors and inhibitors in the cytoplasm (reviewed in ref. 1). Apoptotic cell death is, in many
situations, brought about by the expression of proteins such as Reaper (Rpr), Head involu-
tion defective, Grim, Sickle, and Jafrac2, which disrupt DIAP1–caspase interactions. Inter-
estingly, the transcripts that encode these proteins are important sites for miRNA function in
Drosophila (reviewed in ref. 10). Proteins that perform similar apoptotic functions are pres-
ent in mammals. Flies that overexpress each of these death activators under GMR control
(causing increased cell death and a small eye phenotype) are available. Flies have also been
generated that show dominant eye phenotypes caused by expression of death-inducing forms
of genes associated with a number of human neurodegenerative conditions (reviewed in
refs. 1 and 14). Finally, in many human diseases, cell death results from loss of function,
rather than from gain of function (reviewed in ref. 33). Tissue-specific loss-of-function
phenotypes can be generated in the eye (or in other tissues) using constructs that drive the
expression of double-stranded RNA homologous to the gene of interest, which induces RNA
interference. Several vectors are available that facilitate this process (34, 35).

This discussion focused on the generation of flies that act as reporters for specific signal
transduction pathways. Flies have also been generated that act as living reporters for the
survival of particular cell types or tissues. These flies provide ideal genetic backgrounds
from which to carry out screens for miRNAs that regulate the steps that drive cell death,
but without the requirement that one have previous knowledge regarding which pathways
are being targeted. For example, epidermal cells that make up the adult wing normally die
shortly after eclosion (hatching from the pupal case). If cells of the wing express green

http://flybase.bio.indiana.edu/
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fluorescent protein (GFP) under the control of a constitutive promoter, this death can be
visualized as a loss of GFP fluorescence. Conversely, a failure of these cells to die can be
visualized as persistent GFP expression (36).

3. A binocular dissection microscope with a white light source that provides illumination from
the side or above is used to score flies for cell death phenotypes.

4. A fluorescence microscope, or a dissection microscope with a mercury bulb and GFP attach-
ment, in cases in which GFP is used as a marker for the presence of living cells.

5. A CO2 tank and a flow regulator. CO2 is used to anesthetize Drosophila.
6. Tygon tubing to connect the CO2 tank to the anesthesia/scoring platform (the CO2 pad).

Tubing leads from the CO2 tank to a T connector. One branch coming off of the T connec-
tor leads to the anesthesia platform. A second branch connects to a piece of tubing that has
a hollow needle inserted into the free end. The CO2 coming out of this end is used to
anesthetize flies in vials or bottles before transferring them to the CO2 pad.

7. A simple CO2 platform can be generated by cutting the top off (or drilling a number of
holes in) a plastic tissue culture flask. A porous polyethylene mesh is glued over this surf-
ace to provide a smooth, porous surface through which CO2 can flow. The needle from the
tubing that connects to the CO2 tank is pushed through a rubber stopper that fits in the
neck of the tissue culture flask, providing a tight seal.

8. Fly husbandry. There are many recipes and sources for fly food, vials, bottles, anesthesia
equipment, and other miscellaneous items. An excellent resource for this is the resource
page at the Bloomington stock center (http://fly.bio.indiana.edu/supplies.htm).

9. Paintbrush with fine tip, or a feather attached to a stick, for moving flies around.
10. Fly morgue. A flask partly filled with ethanol, methanol, or mineral oil. Unneeded flies

are discarded in this flask.

3. Methods
1. Generating transgenic Drosophila. Germline transformation of Drosophila is carried out,

in brief, by injecting early stage embryos with the P element vector of interest and a sec-
ond plasmid that expresses a source of P element transposase. Transposase cuts and pastes
the P element vector into the genomic DNA of cells that will give rise to the germline.
Once they are adults, these (hopefully) germline chimeric flies are outcrossed to identify
flies heterozygous for an insertion of the P element vector as follows. Transgenic flies are
most often generated in a genetic background mutant for the white (w) gene, which is
required to generate the red eye pigment characteristic of wild-type flies. Thus, w flies have
white eyes. The P element carrying the miRNA of interest carries a wild-type copy of the
w gene. Thus, flies heterozygous for an insertion of this vector will have pigmented eyes
(yellow, orange, or red, depending on the site of P element insertion). Therefore, germline
chimeric flies (which are themselves white-eyed), are crossed to w flies and the progeny
scored for any eye color other than white (yellow, orange, or red). These flies are hetero-
zygous for one or more insertions of the P element (see Notes 1 and 2). A number of
protocols for making the initial germline chimeras are available (c.f. http://www.ceolas.org/
fly/protocols.html). Alternatively, this service can now be contracted out (c.f. http://www.
rainbowgene.com/).

2. Carrying out the crosses. Crosses can be set up in vials with one male and one to three virgin
female flies (see Note 3). A light sprinkle of dry bakers yeast added to the vial facilitates
growth. Young (8 h or less at 25°C) males and females are pale and soft as compared with older
adults. Females do not mate their first 8 to 10 h after eclosion. Therefore, if bottles are cleared
and newly hatched progeny are collected within 8 to 10 h, the females should all be virgin.

http://www.ceolas.org/fly/protocols.html
http://www.ceolas.org/fly/protocols.html
http://www.rainbowgene.com/
http://www.rainbowgene.com/
http://fly.bio.indiana.edu/supplies.htm
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3. Balancing the stocks. Once a germline transformant fly has been identified, it is necessary
to generate a stable stock in which the fate of the transposon-carrying chromosome can be
followed unambiguously, regardless of whether the flies have normal-looking eyes, or any
eyes at all. This process, known as balancing the chromosome, is summarized in Fig. 1 for
the two major autosomes.

4. Testing roles for miRNAs as cell death regulators through overexpression. Once a balanced
stock carrying the miRNA transgene has been generated, the effects of miRNA expression
on death can be assayed in various ways. The most common of these are summarized in
Fig. 2. Relevant crosses for several of these schemes are illustrated in Fig. 3 (see Note 4).
Representative examples of wild-type fly eyes, and eyes in which cell death has been induced,
are illustrated in Fig. 4.

5. Identifying important mRNA targets for a miRNA. As discussed in the Introduction, the
rules that define productive miRNA–mRNA interactions are only just being uncovered.
Computational approaches to target-site identification that use this information generate
lists of candidate target transcripts that must be tested for significance. Evidence that the
mRNA constitutes a valid target can be obtained using approaches such as antibodies to
detect protein levels in the presence and absence of the miRNA, and reporters that can
detect miRNA-dependent translation suppression of constructs that carry the relevant 3'
untranslated region, which itself carries the miRNA-binding sites (8). However, none of
these approaches are function based in the sense of directly testing roles of the predicted
target as a cell death regulator. This point is important because miRNAs, similar to tran-
scription factors, may play different roles in different tissues. Genome-wide target-site
prediction programs are blind to this possibility. The most important prediction is that
decreased expression of an important target should recapitulate at least some aspect of the
phenotypes associated with miRNA overexpression. In some cases, it will be possible to
carry out the cell death assay in a homozygous mutant background. However, for many
genes, mutants do not exist. Lists of mutants associated with each gene in flies are avail-
able at the Flybase web site (http://flybase.net/blast/) (see Note 5). Mutants may also be
homozygous lethal. In this latter case, the twofold reduction in gene activity present in
viable heterozygotes will often be insufficient to modify the cell death phenotype. The
most straightforward approach to creating strong, tissue-specific decrease in function phe-
notypes uses RNA interference (RNAi) to drive down target transcript levels in the same
pattern in which the miRNA was expressed (see Note 6). As discussed in Subheading 2.2.,
several P element vectors are available that facilitate this process. It takes roughly 2 mo to
go from germline injection to scoring the progeny of a cross that uses a balanced stock.
Most of this time is waiting, interspersed with a few days of collecting virgins and setting
up crosses, roughly every 10 to 12 d (see Note 7). One such test cross is illustrated in Fig. 5.

4. Notes
1. Transgenes associated with P element insertions will express at different levels, depend-

ing on the site of insertion in the genome. Therefore, it is always a good idea to test mul-
tiple, independent transgenic lines in any assay.

2. Often, germline transformation is so efficient that the transformed flies carry multiple,
independent insertions of the transgene, which may be located on different chromosomes.
These can often be recognized as vials that give rise to flies with multiple eye colors. Single
independent insertions can be isolated by outcrossing the transformed fly to w for several
generations until flies with a uniform eye color are obtained. Also, for any given transgene
insertion, males tend to have more w pigment (and, thus, darker eye color) than females.

http://flybase.net/blast/
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Fig. 1. (Opposite page) Creating stable stocks of microRNA (miRNA) transgenic flies. Pw+

refers to the chromosome carrying the transposon. Balancer chromosomes contain multiple
inversions. These have the effect of suppressing meiotic exchange with their normal homologs.
When a balancer chromosome carries a dominant mutation and is placed in trans to a chromo-
some that carries a genetic element of interest, it becomes a powerful tool for predicting the
genotype of progeny. Cyo is a balancer chromosome for the second chromosome. It is lethal as
a homozygote and carries a dominant mutation, Cy (also lethal as a homozygote), that results in
flies having curled wings. Therefore, the presence of the Cy wing phenotype signifies the pres-
ence of the second chromosome balancer chromosome. Tft is a dominant mutation, lethal as a
homozygote, which results in flies having extra bristles on their dorsal thorax. TM3 is a third
chromosome balancer that is lethal when homozygous, and Sb is a dominant mutation located
on the same chromosome that results in flies having short, stubby bristles (rather than long thin
ones) all over their body. Serate (Ser) is a dominant mutation that results in flies having nicked
margins on the wing. A, any autosome; Y, the Y chromosome; w = the recessive white eye phe-
notype associated with loss of the white (w) gene. In the crosses illustrated, w is also used to refer
to the X chromosome, on which it is located. A semicolon is used to indicate separate chromo-
somes, whereas a comma is used to indicate separate mutations or other genetic elements on the
same chromosome. Only relevant progeny genotypes are shown for these crosses. The upper
panel illustrates progeny of crosses of a transformant (Pw+) male with an element insertion on the
X (left) or autosome (right) to w. The lower panel illustrates balancing for the two major auto-
somes, the second and third chromosomes.

Fig. 2. Strategies for identifying miRNAs that can regulate cell death when ectopically
expressed. See Subheading 3.–4. and Fig. 3 for details.

3. It is important that females used for crosses be virgin, because otherwise the genotype of the
progeny can be unclear. For each cross set up, it is a good idea to ask what the consequences
would be for the progeny genotypes if the females had mated with their brothers instead of
the desired mates. Embryogenesis takes approx 24 h at 25°C. Therefore, if you have any
question regarding the status of your females put them in a vial with a little fresh yeast for
a few days. If none of their eggs hatch, then they are likely virgin.

4. Temperature is an important variable for many crosses. The GAL4 gene used in Drosophila
is from the yeast Saccharomyces cerevisiae, which grows best at 30°C. Thus, GAL4 is
much less effective as a transcription factor at 18°C (a standard low temperature for growth
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and long-term storage of flies) than at 25°C (a standard high temperature for rapid growth
with minimal activation of the heat-shock response). Genes expressed under GMR control
also typically show much stronger phenotypes at higher temperatures.

5. When testing mutants in candidate miRNA target genes for their ability to recapitulate the
miRNA overexpression phenotype, it is important to recognize that Drosophila mutants
have been generated in many different genetic backgrounds, by many different labs, over

Fig. 3. Testing roles for microRNAs (miRNAs) as cell death regulators. (A) Males homozy-
gous for a transposon that carries a tissue-specific GAL4 driver, located on the second chromo-
some, are crossed to females that carry a upstream activating sequences (UAS)–miRNA trans-
poson insertion in trans to the Cyo balancer chromosome. Two kinds of interesting progeny
are shown: flies that express the miRNA in the pattern of the GAL4 driver (left), and (wild-
type) flies that express GAL4 alone. Only female progeny are shown. These flies can be exam-
ined for death-related phenotypes directly. Alternatively, they can be examined after exposure
to environmental insults at different life stages. (B) GMR–reaper (Rpr) flies, which have small
eyes because of eye-specific expression of Rpr, are crossed with flies that express a miRNA
under GMR control. Two kinds of interesting progeny arise from the cross. Straight winged,
non-Sb flies (on the left) carry both GMR–Rpr and GMR–miRNA. They are compared with
progeny that are Cy and non-Sb (on the right), and, thus, must carry the GMR–Rpr, but not the
GMR–miRNA. If the presence of the miRNA expression construct enhances or suppresses the
GMR–Rpr phenotype, this would suggest (but not prove; the modifier could be acting to regu-
late GMR-dependent transcription) that the miRNA could be a regulator of Rpr-dependent cell
death. (C) In this cross, the fate of GFP-expressing cells, which are present in a pattern driven by
the engrailed (en) promoter, are compared in the presence (left) and absence (right) of miRNA
overexpression, in the en pattern. If expression of the miRNA bocks death, this will be apparent
as persistent GFP expression.
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Fig. 4. Fly eye cell death phenotypes. (A) Wild-type fly eye. (B) Fly eye expressing the cell
death activator reaper (Rpr) under GMR control. (C) Fly eye expressing the apical cell death
caspase, Dronc, under GMR control. Flies expressing GMR–Rpr have small eyes because of
cell death occurring early in eye development. Flies expressing GMR–Dronc have a normal-
sized eye, but the eye shows a mottled (or spotted eye) phenotype, in which some areas lack
pigment. This phenotype reflects late-onset cell death after retinal cell specification and differ-
entiation. Plastic sections of such eyes (carried out as described in ref. 41) would show degen-
erating photoreceptor and support cells.

Fig. 5. Testing candidate microRNA (miRNA) target transcripts for physiological signifi-
cance using RNAi. (A) Crosses used to identify miRNA regulators of Rpr-dependent cell death
in the fly eye. (B) miRNAs are thought to act by decreasing the expression of their targets.
Therefore, decreasing the expression of a physiologically significant miRNA target transcript
using an independent strategy, in this case RNAi, should result in a enhancement or suppres-
sion of the GMR–Rpr small eye phenotype, similar to that seen with miRNA overexpression.
As with the cross in A, straight-winged, non-Sb flies that express both GMR–RNAi-target and
GMR–Rpr are compared with curly winged flies that express GMR–Rpr alone. An important
(and untestable) assumption of this strategy is that the miRNA overexpression phenotype reflects
action on only (or primarily) a single mRNA target.
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many, many years. Drosophila cannot be frozen (and successfully reanimated) for routine
stock keeping. Therefore, unknown genetic modifiers may also have been introduced into
stocks kept for many decades or put through population bottlenecks. It is always a good idea
to ask yourself how strong the evidence is that the interesting modifier you have is caused
by mutation of the gene you are interested in testing (as opposed to an unknown back-
ground mutation). If you observe a similar phenotype in mutants generated through indepen-
dent screens or screening mechanisms (genomic mutation or RNAi), it is usually a good sign.
One of the advantages of using RNAi to test candidate genes is that RNAi transgenes can all
be generated in a common genetic background, which can be tested ahead of time for modi-
fication of the death phenotype. However, a problem to worry about when using RNAi is
protein perdurance. Decreasing the expression of an important target gene at the RNA level
may have minimal consequences for some time if the preexisting protein has a long half-life.

6. In cases in which the cell death phenotype being scored for enhancement or suppression is
caused by ectopic expression of a cell death activator or inhibitor, it is important to keep in
mind that modifier phenotypes can reflect action on processes other than cell death. For
example, ectopic miRNA expression, or transgene-driven RNAi of a candidate miRNA
target gene, may regulate the expression or activity of the transcription factors that drive
the expression of the cell death regulator used to create the sensitized background, rather
than the activity of the cell death regulator itself. To identify these uninteresting false
positives, it is useful to have flies available that express, under the control of the same pro-
moter, another molecule that results in a dominant phenotype whose basis is unrelated to
cell death. If expression of the miRNA or transgene-driven RNAi results in enhancement
or suppression of this phenotype similar to that seen in the original sensitized cell death
background, chances are that this is not a regulator of cell death.

7. In this review, we focused our description on very general assays for cell death regulators
that use whole flies and a dissection microscope. However, it is important to note that
these constitute only first-pass assays. Use of other more cell-biological assays is essential
if one is to show that cell death (as opposed to proliferation or differentiation) is really
being affected. When cells undergo apoptosis, the effector caspase, Drice, becomes cleaved
and, thereby, activated. One important target of Drice is a nuclease inhibitor, cleavage of
which results in nuclear DNA destruction (37). High-level Drice activation associated
with cell death can be visualized with active Drice-specific antibodies, whereas DNA
fragmentation associated with apoptosis can be visualized by end labeling of DNA (38, 39).
Other useful ways of visualizing cell death can be found in (40).

Acknowledgments
This work was supported by Grants from the National Institutes of Health to B. A.

H. and M. G., and a Gosney Fellowship to C.-H. Chen.

References
1. Hay, B. A., Huh, J. R., and Guo, M. (2004) The genetics of cell death: approaches, insights

and opportunities in Drosophila. Nat. Rev. Genet. 5, 911–922.
2. Bartel, D. P. (2004) MicroRNAs: genomics, biogenesis, mechanism, and function. Cell 116,

281–297.
3. Berezikov, E. Guryev, V., van de Belt, J., Wienholds, E., Plasterk, R. H., and Cuppen, E.

(2005) Phylogenetic shadowing and computational identification of human microRNA
genes. Cell 120, 21–24.



MicroRNAs and Cell Death in Flies 239

4. Ambros, V. (2001) MicroRNAs: tiny regulators with great potential. Cell 107, 823–826.
5. Tomari, Y. and Zamore, P. D. (2005) Perspective: machines for RNAi. Genes Dev. 19, 517–

529.
6. Ambros, V. (2004) The functions of animal microRNAs. Nature 431, 350–355.
7. Xu, P., Vernooy, S. Y., Guo, M., and Hay, B. A. (2003) The Drosophila microRNA mir-

14 suppresses cell death and is required for normal fat metabolism. Curr. Biol. 13, 790–795.
8. Brennecke, J., Hipfner, D. R., Stark, A., Russell, R. B., and Cohen, S. M. (2003) Bantam

encodes a developmentally regulated microRNA that controls cell proliferation and regu-
lates the proapoptotic gene hid in Drosophila. Cell 113, 25–36.

9. Stark, A., Brennecke, J., Russell, R. B., and Cohen, S. M. (2003) Identification of Droso-
phila microRNA targets. PLOS Biol. 1, 397–409.

10. Xu, P., Guo, M., and Hay, B. A. (2004) MicroRNAs and the regulation of cell death.
Trends Genet. 20, 617–624.

11. Vernooy, S. Y., Copeland, J., Ghaboosi, N., Griffen, E. E., Yoo, S. J., and Hay, B. A.
(2000) Cell death regulation in Drosophila: conservation of mechanism and unique insights.
J. Cell Biol. 150, F69–F76.

12. Lu, J., Get, G., Miska, E. A., et al. (2005) MicroRNA expression profiles classify human
cancers. Nature 435, 834–838.

13. Green, D. R. and Evan, G. I. (2002) A matter of life and death. Cancer Cell 1, 19–30.
14. Bonini, N. M. and Fortini, M. E. (2003) Human neurodegenerative disease modeling using

Drosophila. Annu. Rev. Neurosci. 26, 627–656.
15. Khorova, A., Reynolds, A., and Jayasena, S. D. (2003) Functional siRNAs and miRNAs

exhibit strand bias. Cell 115, 209–216.
16. Schwarz, D. S., Hutvagner, G., Du, T., Xu, Z., Aronin, N., and Zamore, P. D. (2003)

Asymmetry in the assembly of the RNAi enzyme complex. Cell 115, 199–208.
17. Doench, J. G. and Sharp, P. A. (2004) Specificity of microRNA target selection in trans-

lational repression. Genes Dev. 18, 504–511.
18. Kiriakidou, M., Nelson, P. T., Kouranov, A., et al. (2004) A combined computational-

experimental approach predicts human microRNA targets. Genes Dev. 18, 1165–1178.
19. Haley, B. and Zamore, P. D. (2004) Kinetic analysis of the RNAi enzyme complex. Nat.

Struct. Mol. Biol. 11, 599–606.
20. Brennecke, J., Stark, A., Russell, R. B., and Cohen, S. M. (2005) Principles of microRNA-

target recognition. PloS Biol. 3, 404–418.
21. Enright, A. J., John, B., Gaul, U., Tuschl, T., Sander, C., and Marks, D. S. (2003)

MicroRNA targets in Drosophila. Genome Biol. 5, R1.
22. Lewis, B. P., Shih, L.-H., Jones-Rhoades, M. W., Bartel, D. P., and Burge, C. B. (2003)

Prediction of mammalian microRNA targets. Cell 115, 787–798.
23. Jones-Rhoades, M. W. and Bartel, D. P. (2004) Computational identification of plant

microRNAs and their targets, including a stress-induced miRNA. Mol. Cell 14, 787–799.
24. John, B., Enright, A. J., Aravin, A., Tuschl, T., Sander, C., and Marks, D. S. (2004)

Human microRNA targets. PLoS Biol. 2, 1862–1879.
25. Krek, A., Grun, D., Poy, M. N., et al. (2005) Combinatorial microRNA target predictions.

Nat. Genet. 37, 495–500.
26. Robins, H., Li, Y., and Padgett, R. W. (2005) Incorporating structure to predict microRNA

targets. Proc. Natl. Acad. Sci. USA 102, 4006–4009.
27. Burgler, C. and Macdonald, P. M. (2005) Prediction and verification of microRNA targets

by MovingTargets, a highly adaptable prediction program. BMC Genomics 6, http://www.
biomedcentral.com/1471-2164/6/88. Last accessed Dec. 22, 2005.

http://www.biomedcentral.com/1471-2164/6/88
http://www.biomedcentral.com/1471-2164/6/88


240 Chen, Guo, and Hay

28. Lewis, B. P., Burge, C. B., and Bartel, D. P. (2005) Conserved seed pairing, often flanked
by adenosines, indicates that thousands of human genes are microRNA targets. Cell 120,
15–20.

29. McGuire, S. E., Roman, G., and Davis, R. L. (2004) Gene expression systems in Droso-
phila: a synthesis of time and space. Trends Genet. 20, 384–391.

30. Hay, B. A., Wolff, T., and Rubin, G. M. (1994) Expression of baculovirus P35 prevents
cell death in Drosophila. Development 120, 2121–2129.

31. Brand, A. H. and Perrimon, N. (1993) Targeted gene expression as a means of altering cell
fates and generating dominant phenotypes. Development 118, 401–415.

32. Rorth, P. (1998) Gal4 in the Drosophila female germline. Mech. Dev. 78, 113–118.
33. Bernards, A. and Hariharan, I. K. (2001) Of flies and men—studying human disease in

Drosophila. Curr. Opin. Genet. Dev. 11, 274–278.
34. Giordano, E., Rendina, R., Peluso, I., and Furia, M. (2002) RNAi triggered by symmetri-

cally transcribed transgenes in Drosophila melanogaster. Genetics 160, 637–648.
35. Lee, Y. S. and Carthew, R. W. (2003) Making a better RNAi vector for Drosophila: use of

intron spacers. Methods 30, 322–329.
36. Kimura, K.-I., Kodama, A., Hayasaka, Y., and Ohta, T. (2004) Activation of the cAMP/

PKA signaling pathway is required for post-ecdysial cell death in wing epidermal cells of
Drosophila. Development 131, 1597–1606.

37. Nagata, S., Nagase, H., Kawane, K., Mukae, N., and Fukuyama, H. (2003) Degradation of
chromosomal DNA during apoptosis. Cell Death Differ. 10, 108–116.

38. Wang, S. L., Hawkins, C. J., Yoo, S. J., Muller, H. A., and Hay, B. A. (1999) The Droso-
phila caspase inhibitor DIAP1 is essential for cell survival and is negatively regulated by
HID. Cell 98, 453–463.

39. Yoo, S. J., et al. (2002) Apoptosis inducers Hid, Rpr and Grim negatively regulate levels
of the caspase inhibitor DIAP1 by distinct mechanisms. Nat. Cell Biol. 4, 416–424.

40. McCall, K., Baum, J. S., Cullen, K., and Peterson, J. S. (2004) Visualizing apoptosis. In:
Methods in Molecular Biology, vol. 247, Drosophila Cytogenetic Protocols Visualizing
Apoptosis (Henderson, D. S., ed.), Humana, Totowa, NJ, pp. 431–442.

41. Wolff, T. and Ready, D. F. (1991) Cell death in normal and rough eye mutants of Droso-
phila. Development 113, 825–839.



MicroRNAs in HIV-1 Infection 241

17

MicroRNAs in Human Immunodeficiency Virus-1 Infection

Yamina Bennasser, Shu-Yun Le, Man Lung Yeung, and Kuan-Teh Jeang

241

From: Methods in Molecular Biology, vol. 342: MicroRNA Protocols
Edited by: S. Ying © Humana Press Inc., Totowa, NJ

Summary

Initially reported for Caenorhabditis elegans, microRNA (miRNA) has been shown to
regulate gene expression in plants, flies, and mammals (1, 2). Recently, findings of miRNA
have been extended to viruses (3, 4). Here, we report on our approaches to investigate the
role of miRNAs in human immunodeficiency virus (HIV)-1 infection. Using computer-
directed foldings, we first identify potential sequences in HIV-1 that putatively encode
miRNAs. Subsquently, we use Northern blotting of RNAs isolated from HIV-infected cells
to confirm expression of predicted miRNA sequences. Finally, we use a scanning algo-
rithm to search 3' untranslated regions (UTRs) of human messenger RNAs (mRNAs) in the
attempt to predict potential sites targeted by HIV-1 miRNAs.

Key Words: miRNA; bioinformatics; HIV-1; microarray.

1. Introduction
miRNAs are small RNAs of 21 to 25 nucleotides (nt) that regulate cellular gene

expression posttranscriptionally (1, 2). miRNAs are processed by cellular ribonucleases
(RNases) III from imperfect stem-loop precursors of approx 70 nt (5). To date, hundreds
of miRNAs have been described in invertebrates, plants, insects, and mammals (6).
Although, in some cases, the corresponding miRNA target has not been firmly identi-
fied, many miRNAs have been implicated in the regulation of different developmental
and physiological processes. Recently, the presence of miRNA in the first human viruses
(i.e., herpesviruses) was reported (3, 4). To ask whether other human viruses might also
specify miRNAs, we investigated miRNAs in a human retrovirus, HIV (7). We previ-
ously hypothesized that HIV could encode five precursor (pre)-miRNAs of approx 70
nt in size, with an imperfectly duplexed stem of 21 to 25 bp. These five putative pre-
miRNAs are distributed in different regions of the HIV genome: near the transactivation
region, in Gag (i.e., capsid), near the gag-pol frameshift, in the nef gene, and in the 3'
long terminal repeat. Moreover, computer searches revealed that, if expressed maturely,
the five HIV-1-encoded miRNAs could potentially modulate the expression of 500 to
1000 human target genes (7).
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In this chapter, we outline protocols starting from the prediction of HIV-encoded
miRNA using a new computational algorithm, StemED, to the prediction of potential
cellular gene targets. We propose the validation of HIV-encoded miRNA by two com-
plementary approaches in ex vivo tissue culture assays:

1. Cloning and sequencing 19- to 25-nt-sized RNAs from HIV-infected cells.
2. Northern blotting to confirm expression using sequence-specific miRNA probes.

2. Materials
1. 25:24:1 (v/v/v) phenol/chloroform/isoamyl alcohol.
2. Chloroform.
3. RNA markers: 18-mer: AGCGUGUAGGGAUCCAAA; 44-mer: GGCCAACGUUCUCA

ACAAUAGUGA.
4. 100 mM nonradioactive linkers: 5'-phosphorylated linker ATCGTaggcacctgaaa (RNA/DNA

version; lowercase, RNA) and 3' linker: pCTGTAGGCACCATCAATx (x: a dideoxy-C
base).

5. 100 mM adenosine triphosphate (ATP), pH 7.0.
6. 10 U/mL T4 polynucleotide kinase (New England Biolabs, Ipswich, MA).
7. 100 mM reverse transcription primer (ATTGATGGTGCCTAC).
8. 0.1 M dithiothreitol.
9. 5X first-strand buffer.

10. 10X deoxyribonucleoside triphosphate (dNTP) solution: deoxy-ATP, deoxycytidine triphos-
phate, deoxyguanosine triphosphate, deoxythymidine triphosphate, 2 mM each, pH 7.5
(Invitrogen, Carlsbad, CA).

11. 200 U/mL reverse transcriptase (Superscript III, RNase H(−) M-MLV reverse transcriptase;
Invitrogen).

12. 150 mM KOH and 20 mM Tris base.
13. 150 mM HCl.
14. 10X polymerase chain reaction (PCR) buffer.
15. 100 mM 5' primer PCR (ATCGTAGGCACCTGAAA) and 3' PCR primer (ATTGATGGT

GCCTACAG).
16. 5 U/mL Taq polymerase (Roche, Indianapolis, IN).
17. 20 U/mL BanI restriction endonuclease and 10X New England Biolabs buffer 4 (New

England Biolabs).
18. 2000 U/mL of T4 DNA ligase, and 10X DNA ligation buffer (New England Biolabs).
19. 25-bp DNA ladder (Invitrogen); 100-bp DNA ladder (New England Biolabs).
20. 2% (w/v) NuSieve (low-melt) agarose gel (Cambrex, East Rutherford, NJ).
21. 10X Tris-acetate-EDTA buffer (TAE).
22. 10X Tris-borate-EDTA (TBE).
23. Ultrahyb hybridization buffer (Ambion, Austin, TX).
24. Sodium chloride sodium citrate (SSC) buffer.
25. TOPO-TA cloning kit with TOP10 cells and pCR2.1 vector (Invitrogen).
26. QIAquick PCR purification kit (Qiagen, Valencia, CA).
27. 0.65-, 1.5-, and 2-mL siliconized Eppendorf tubes (see Note 1).
28. Plastic wrap.
29. Phosphorimaging screen and phosphorimager.
30. Spectrophotometer and 1-cm quartz cuvette.
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31. Thermal cycler.
32. 96-well thermocycler-compatible microtiter plates.
33. 360-nm ultraviolet transilluminator.

3. Methods

3.1. Computational Prediction of HIV-1-Encoded miRNAs
and Their Cognate Cellular Targets

Recent computational procedures integrating a routine RNA-folding program, sequence
comparisons, machine learning, and statistical inferences have been developed to iden-
tify miRNAs (3, 4, 8, 9). In general, these computational methods consist of two steps. In
the first step, a stem-loop list is built by RNA folding (e.g., using the mfold program)
of highly stable local stem-loop structures generally in UTRs of the genome. Next, the
potential miRNA-like candidate stem-loops are selected from the preliminary stem-loop
list based on sequence and structural features that may be conserved between miRNA-
candidates and known miRNAs. This type of computational methodology has been
successfully used for identifying miRNAs in worms, flies, and herpesviruses (3, 4, 8, 9).
Here, we present a new version for constructing the stem-loop list from which moieties
with defined parameters featured in the stem-loops of pre-miRNAs can be identified.

Our computational test on known stem-loops of pre-miRNAs indicated that the fold-
back stem-loop of pre-miRNA has a well-ordered conformation that is unlikely to occur
by chance (10). The pre-miRNAs possess well-ordered conformations that are both
thermodynamically stable and uniquely folded. The well-ordered structural property of
a local segment, Sk, can be evaluated by a quantitative measure Ediff (Sk) that is defined as
the difference of free energies between the routine optimal structure (OS) and its cor-
responding optimal restrained structure folded by the sequence, in which all previous
base pairings in the OS are forbidden (10). That is:

Ediff(Sk) = Ef(Sk) − E(Sk),

where E(Sk) and Ef(Sk) are the lowest free energies of the OS and optimal restrained
structure folded by the local segment, Sk , respectively. The greater the Ediff(Sk) of the
segment, the more well-ordered the folded RNA structure of Sk is expected to be. To
extract the signal with statistically high Ediff(Sk) computed in a genomic sequence, we
also compute a normalized score Zscre(Sk) of Ediff(Si) for each segment.

Zscre(Sk) = [Ediff(Sk) − Ediff (w)] /std(w),

where Ediff (w) and std(w) are the sample mean and standard deviation (std), respec-
tively, of the Ediff (Sk ) computed by sliding a fixed-length window in steps of a few
nucleotides from 5' to 3' along the sequence.

The normalized score, Zscre is independent of the size of the selected window. It is
important to note that the free energy difference between two distinct stem-loops folded
from the same segment is used to characterize the unique base order and specific con-
formations instead of routinely using the lowest free energy only as used in current com-
putational predictions of miRNA (3, 4, 8, 9).
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3.1.1 Statistical Inference of Distinct Well-Ordered Stem-Loops
One important question in our approach is how to evaluate the statistical significance

of the score Ediff computed from a local RNA folding. Statistical inference of the com-
puted data needs to quantify uncertainties involved in the analysis. In the statistical
analysis, we adapt Monte Carlo simulations (11) to estimate the typical behavior of Ediff

computed in a random sample that is selected to be related to the local segment.
For a given segment, Sk, we generate a large number of randomly shuffled sequences

(RSk,1, ..., RSk,m), in which the number “m” is often determined by the length of the seg-
ment Sk. Ediff(Sk) and Ediff(RSk,i) of the “m” randomly shuffled sequences are then com-
puted. Similarly, a normalized z-score, SigZscre(Sk) can be computed (12) by the formula:

SigZscre(Sk) = [Ediff(Sk) − Ediff (RSk)]/std(RSk),

where Ediff(RSk) and std(RSk) are the sample mean and sample standard deviation com-
puted from the random sample.

In the random sample, the distribution of the random variable SigZscre(RSk,i)(i = 1,
..., m) is expected to approximately follow a normal distribution. Thus, the statistical
significance of Ediff(Sk) for the segment Sk can be estimated by means of the classical
normal distribution.

In constructing the distinct stem-loop list, the following steps are generally used:

1. Using program StemEd, Zscre values are computed by moving a window of approx 80 nt
(or another size) along the genomic sequence.

2. The distinct stem-loops in the noncoding region with high Zscre can be statistically inferred
by the computed distribution.

3. For each segment of the predicted stem-loops determined in step 2, an extended fragment
of 100-nt (or another size) is selected with an additional 10 nt in both the 5' and 3' end of
the segment. Using StemEd, the SigZscre values are computed by a set of windows whose
sizes are systematically changed with a range of 60 to 100 nt. The most well-ordered stem-
loop can be determined by the maximal SigZscre. It is interesting to note that the pre-miRNA
stem-loops have small bulges and internal loops in which the conserved, approx 22-nt
miRNA sequence, contains at least 16 base pairings within one arm. The predicted stem-
loops in step 3 are further evaluated by the conserved structural features, so that potential
candidates with miRNA-like stem-loop structures can be predicted.

3.1.2. Computation of the Lowest Free Energy for Stem-Loop Formation
It is well-established that, in all RNA molecules, most nucleotide residues interact

to form short, intramolecular helical regions and unpaired loops, thereby defining a
secondary structure. The helical stems consist of a series of uninterrupted Watson–
Crick or wobble G:U basepairs. The loops include hairpin loops, internal loops, bulge
loops, and multibranch loops. The energy of a secondary structure is assumed to be
the sum of the energy contributions from all of its stacked basepairs and loops (13, 14).

For a given RNA segment, Sk, the dynamic programming approach (14) recursively
calculates the minimum energy structure on progressively longer subsequences. Because
our goal is to discover distinct well-ordered stem-loops, we exclude the multibranch
loop in the structure prediction. Furthermore, we only consider a secondary structure
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with a single stem-loop structure within the local segment. Under these restrictions,
the optimal energy, E(i,j), in a segment Si,j from base i to j can be computed as follows:

E(i,j) = min[V(i,j), V(i + 1,j) + d(i), V(i,j − 1) + d( j),
V(i + 1, j − 1) + d(i) + d( j), E(i, j − 1), E(i+1, j)],

where V(i,j) is the optimal energy of Si,j in which base i is paired with base j denoted
by i:j; d(i) is the free energy contribution from the dangling base i. From the definition
of the various types of loops in a secondary structure, V(i,j) can be computed by:

V(i,j) = min[VH(i,j), V(i + 1, j − 1) + es(i,j), VIB(i,j)],

where VH(i,j) is the free energy of the structure if basepair i:j closes a hairpin loop,
es(i,j) is the stacking energy if i:j stacks over (i + 1):( j − 1), and VIB(i,j) is the optimal
energy if i:j closes a bulge or interior loop. We have:

VIB(i,j) = min[eib(i,j;i’, j’) + V(i’, j’), i < i’< j’< j],

where eib(i,j;I’,j’) is the energy contribution of the bulge or interior loop closed by
basepairs i:j and i’:j’.

Thus, the energy matrices V and E can be obtained by the following dynamic pro-
gramming algorithm:

do j = 1 to n
do i = j down to 1

V(i,j) = min {VH(i,j), V(i + 1,j − 1) + es(i,j), VIB(i,j)}
E(i,j) = min {V(i,j), V(i + 1,j) + d(i), V(i,j − 1) + d( j),

V(i + 1,j − 1) + d(i) + d( j), E(i,j − 1), E(i + 1,j)}
End do

End do

The energy, E(Sk), of an OS folded by the local fragment S1,k is E(1,k). The basepairs
in the optimal stem-loop structure are then determined by a trace-back algorithm, as
follows:

To compute Ef (Sk), we need to fold the fragment again under the condition in which
all basepairs in the OS are prohibited.

In the calculation of energy matrices, we first assign a large positive value to V(i,j)
for each basepair i:j in OS. Thus, we need to fold the segment Sk twice to compute Ediff

of the fragment Sk.

3.1.3. Statistical Inference From Known miRNA Stem-Loops
To date, 227 miRNA stem-loops of the human genome are listed in the database of

the miRNA Registry (http://www.sanger.ac.uk/Software/Rfam/mirna). For each of the
227 miRNA stem-loops, to assess the statistical significance of Ediff values, the sample
mean Ediff(RSi) and sample standard deviation std(RSi) were computed from 500 ran-
domly shuffled sequences. On the average, Ediff(RSi) and std(RSi) were 3.50 and 0.55
kcal/mol, respectively. In contrast, the mean and std of Ediff computed from 227 pre-
miRNAs were 20.52 and 5.89 kcal/mol. The average SigZscre computed from these
pre-miRNA was 6.11, which is highly significant in a normal distribution. Among them,
90% of the human pre-miRNAs had SigZscre greater than 4.0. Our results indicate that

http://www.sanger.ac.uk/Software/Rfam/mirna
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the Ediff computed from these miRNA stem-loops are significantly greater than that
computed from their corresponding randomly shuffled sequences.

For other known miRNA stem-loops listed in the miRNA database, we used the same
approach to evaluate the statistical significance of the distinct stem-loop structures folded
by pre-miRNAs in the genomes of mouse, rat, Gallus gallus, fly, C. elegans, Caenor-
habditis briggsae, Arabidopsis thaliana, and Oryza sativa. These statistical analysis
data are summarized in Table 1. In addition, our prediction data for C. elegans pre-
mRNAs indicated that approx 90% of worm pre-mRNAs were identified by a threshold
of Zscre = 4.0 by scanning an approx 85-nt window along the genomic sequence (15).

In general, these thresholds of Zscre and SigZscre can be used in the prediction of
miRNA-like stem-loops in genomic sequences.

3.2. Identification of HIV-1 miRNA
by Complementary DNA Cloning and Northern Blotting

To assess whether viral miRNA sequences predicted in silico are expressed by HIV
in infection of cultured cells, we validate using two complementary approaches (Fig. 1):

1. Direct cloning and sequencing a library of small 19- to 24-nt RNAs from infected cells (16).
2. Northern blotting from small RNAs isolated from HIV-infected cells.

3.2.1. HIV Infection of T-Cell Line
HIV virus stock is prepared by transfecting HeLa cells with an HIV molecular clone

(e.g., pNL4-3). Cell supernatant is collected 48 h after transfection, clarified by centri-
fugation, and sterilely filtered to remove residual cellular contaminants. Virus content
is quantified in a sample aliquot by measuring reverse transcriptase activity; typically,
3 ↔ 106 cpm of reverse transcriptase activity units are used to infect 5 ↔ 106 MT4 cells
at 37ϒC. After 2 h of exposure to virus, T-cell substrates are washed and resuspended

Table 1
Statistical Analysis of Computed Ediff From miRNA Precursor
and Their Corresponding Randomly Shuffled Sequences

Sample mean and standard devision (std) computed from

miRNAs
Natural sequence   Randomly shuffled sequence

Genome number Ediff (std) SigZscre (std) Ediff (std) SigZscre (std)

Human 207 20.52 (5.89) 6.11 (2.25) 3.50 (0.55) 0.0 (1.0)
Mouse 208 19.14 (6.19) 5.76 (2.34) 3.43 (0.52) 0.0 (1.0)
Rat 187 20.40 (6.13) 5.93 (2.15) 3.54 (0.46) 0.0 (1.0)
G. gal. 121 19.81 (5.02) 6.13 (1.77) 3.30 (0.36) 0.0 (1.0)
Fly 78 18.22 (4.68) 5.80 (1.73) 3.14 (0.41) 0.0 (1.0)
C. eleg. 116 20.15 (7.03) 6.09 (2.40) 3.36 (0.41) 0.0 (1.0)
C. brig. 50 21.84 (6.03) 6.77 (2.30) 3.36 (0.34) 0.0 (1.0)
A. tha. 92 30.54 (8.22) 8.48 (2.17) 3.99 (0.80) 0.0 (1.0)
O. sat. 122 30.35 (9.89) 7.72 (2.61) 4.35 (0.66) 0.0 (1.0)



MicroRNAs in HIV-1 Infection 247

into RPMI-1640 medium. After 48 h, reverse transcriptase activity is quantified in the
supernatant to monitor for successful viral infection; cells are harvested and washed;
and the RNA is extracted.

Fig. 1. Overview of HIV-1 miRNA identification. To assess if viral miRNA sequences pre-
dicted in silico are expressed by HIV in infection of cultured cells, a validation using two com-
plementary approaches was conducted. MT4 cells were infected by 5.106 RT units of pNL4-3
HIV molecular clone (1) and the small RNAs of less than 200 nucleotides were purified using
mirVana miRNA isolation kit (Ambion) (2). Direct cloning and sequencing a library of small 19–24
nucleotide RNAs (3) and Northern blotting (4) from small RNAs isolated from HIV-infected
cells are then conducted.
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3.2.2. Isolation of Small-Size-Ranged RNAs
From HIV-1 Infected Cells

We routinely size-select our RNA for only those smaller than 200 nt using the mir
Vana™ miRNA Isolation Kit (Ambion). Basically, absolute ethanol is added first to
the lysate sample with a final ethanol concentration of 25%. At this reduced concen-
tration, ethanol precipitates only large RNAs that bind to the glass-fiber filter affixed
in a column. Small RNAs (≤200 nt) present in the column flow through are subsequently
precipitated by adjusting the ethanol concentration to 55%, and are captured using a
second glass-fiber filter. After three washes, the captured RNAs are eluted in RNase-
free water; and further size selection of RNAs between 18 and 24 nt is made via gel
isolation after denaturing electrophoresis in an urea polyacrylamide gel.

1. 25 pmol of each 18-mer and 24-mer RNA and Decade™ markers are radiolabeled at the 5'
end with 32γP(ATP) using KinaseMax™ (Ambion), according to the manufacturer’s protocol.

2. RNA samples are precipitated overnight at −20ϒC by adding 0.3 M NaCl and 3.5 vol of
absolute ethanol. One microliter of GlycoBlue™ (Ambion) is added as a carrier for effec-
tive RNA precipitation. The next day, RNAs are recovered by centrifugation at 10,000g
and 4ϒC for 30 min. Carefully remove the supernatant without disturbing the pellet. An
additional short centrifugation is required to remove any salt contamination. However,
washing the pellet with 70% ethanol is not recommended because this washing may cause
material to be lost. Air-dry the pellet for 10 min before dissolving it in 10 µL of diethyl-
pyrocarbonate (DEPC)-treated water and 10 µL of gel-loading buffer. Heat samples at 95ϒC
for 30 s before chilling on ice prior to gel loading.

3. Load the RNA samples equally into the two center wells of a 10-well, 15% denaturing gel
(15 ↔ 17 ↔ 0.15-cm; 40-mL gel volume). Load 10 µL of radiolabled RNA makers and 6 µL
of Decade marker separately at both sides of the RNA sample. However, leave one well
empty between the samples and the size markers to prevent contamination and cloning of
the marker RNA sequence.

4. Run the gel using 0.5X TBE buffer until the bromophenol blue dye of the gel-loading
buffer is 2 to 3 cm from the bottom of the gel. Dismantle the gel and wrap it with plastic
wrap. Spot any three corners of the gel with [γ-32P] ATP, and expose the wrapped gel to a
phosphorimaging screen for 30 min. Align the gel position with the spots at three corners
to identify the region between 18 and 24 nt identified by the RNA markers. Excise this size-
selected RNA region and, in separate tubes, excise the labeled RNA markers.

5. Put the gel slices into preweighed 2.0-mL siliconized Eppendorf tubes and determine their
weights. Grind the gel slices into pieces using a melted pipet tip (see Note 2), and elute the
RNAs by adding three volumes of 0.3 M NaCl, incubate overnight at 4ϒC with constant
agitation (see Note 3).

6. The next day, spin down the gel and collect the supernatant into 1.5-mL siliconized Eppen-
dorf tubes. Precipitate the RNAs at −20°C, overnight, by adding 3.5 vol of absolute ethanol
(see Note 4).

3.2.3. Preparation of Complementary DNAs
Corresponding to Small RNAs

To generate complementary (cDNAs) to the small RNAs, individual linkers are ligated
to the 3' and 5' ends, respectively, of the isolated small RNAs. The small RNAs are reverse
transcribed and PCR amplified before cloning into plasmids.
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3.2.3.1. 3' LIGATION OF RNA WITH LINKER OLIGONUCLEOTIDE

Dissolve the ethanol-precipitated RNAs with 10 µL of DEPC-treated water and use
5 µL for ligation. Set up a 10-µL 3' ligation reaction with 2 µL of 5X RNA ligation
buffer, 2 µL of 200 µM 3' linker, 1 µL of T4 RNA ligase (Amersham Pharmacia), and
5 µL of the small RNA sample. In parallel, set up a control reaction using the commer-
cial 18- and 24-mer RNA markers instead of the small RNAs that were isolated. Incu-
bate the ligation reaction at room temperature for 6 h (see Note 5), and stop the reaction
by adding 10 µL of gel-loading buffer with heating at 95ϒC for 30 s. The samples are
placed on ice until loading. Prepare a 15% denaturing gel (15 ↔ 17 ↔ 0.75-cm; 20-mL
gel volume) and load the entire 3' linker-ligated small RNA into two center wells. Load
10 µL of the 3' linker-ligated RNA markers and 6 µL of the Decade marker separately
on both sides of the RNA sample. Leave one well empty between the samples and the
size markers. When visualized, we routinely see the upshift of the ligated RNA markers,
but it is not uncommon that unligated material remains. Isolate the 3' linker-ligated
small RNAs (35–43 nt) and markers as described in Subheading 3.2.2.

3.2.3.2. LIGATION WITH A 5' LINKER OLIGONUCLEOTIDE

Dissolve ethanol-precipitated RNAs with 10 µL of DEPC-treated water and use 5 µL
for the next ligation. We set up a 10 µL of 5' ligation reaction using 2 µL of 5X RNA liga-
tion buffer, 2 µL of 200 µM 5' linker, 1 µL of 4 mM ATP, 1 µL of T4 RNA ligase (Amer-
sham Pharmacia), and 5 µL of 3' linker-ligated small RNAs. In parallel, set up another
reaction using the 3' linker-ligated RNA markers (from Subheading 3.2.3.1.). Perform
the ligation and the isolation steps as described in Subheading 3.2.3.1. Then isolate the
doubly ligated 5' and 3' linker-ligated small RNAs (52–60 nt) and markers, as described
in Subheading 3.2.2. Unligated 35- and 43-nt RNA markers should also be observed.

3.2.3.3. REVERSE TRANSCRIPTION OF LINKER-LIGATED RNA

Dissolved the ethanol-precipitated RNAs in 10 µL of DEPC-treated water and incu-
bate 5 µL at 95ϒC for 30 s. Quickly cool samples on ice and add 1.5 µL of 0.1M dithio-
threitol, 3 µL of 5X first-strand buffer, and 4.2 µL of 10X dNTP, and incubate the entire
mixture at 50ϒC for 3 min before the additional of 0.75 µL of reverse transcriptase.
Continue the incubation at 42ϒC for 30 min. Hydrolyze RNAs by addition of 40 µL of
150 mM KOH/20 mM Tris base and heating to 95ϒC for 10 min. The entire mixture is
then neutralized by adding 40 µL of 150 mM HCl to bring to a pH of approx 7.0, which
is required for the next PCR step.

3.2.3.4. PCR AMPLIFICATION OF CDNA

Set up three equal PCR reactions by combining 10 µL of the cDNA products, 10 µL
of 10X dNTP (Invitrogen), 10 µL of 10X PCR buffer, 1 µL of 100 µM 5' primer, 1 µL
of 100 µM 3' primer, 67 µL water, and 1 µL of Taq polymerase (Roche). Also set up a
negative-control reaction that has only water instead of the cDNA.

Perform PCRs respectively for 10, 20, and 30 cycles, using the following parameters:

94ϒC 45 s
50ϒC 1 min 25 s
72ϒC 1 min
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After the conclusion of the cycles, analyze 15 µL of the PCR products by loading
onto a 3% agarose gel using a low molecular weight DNA ladder (New England Bio-
labs) as reference. Stain the gel with SYBR Gold stain (Molecular Dynamics) for 60 min
with constant agitation. A 50-nt band corresponding to the PCR-amplified product of
the linker-ligated moiety should be observed. However, it is not uncommon to find a
linker-dimerized band (without an insert) at approx 35 nt.

Note that we compare PCR products after the three different cycle conditions and
choose the condition with the largest amount of PCR product and the least amount of
smear (nonspecific product) to perform PCR for the remaining reverse transcription
products (see Note 6). We combine all of the PCR products (approx 700 µL) in a 1.5-
mL Eppendorf tube and add 45 µL of 5 M NaCl and 500 µL of 25:24:1 phenol/chloro-
form/isoamyl alcohol, vortex for 1 min, and centrifuge for 5 min at 10,000g at room
temperature. Collect the supernatant and repeat the procedure with 500 µL chloroform.
Precipitate the DNA by adding 2.5 vol of absolute ethanol and incubating overnight at
−20ϒC.

3.2.4. Cloning of cDNA Into Plasmid
3.2.4.1. CONCATAMERIZATION OF CDNAS

This step allows for the incorporation of several small RNAs into one single cloning
plasmid, simplifying subsequent sequencing analysis. The PCR products are digested with
the BanI endonuclease, whose restriction sites are designed into in both 5' and 3' link-
ers. After restriction enzyme digestion, the products are ligated to each other in a head-
to-tail fashion. The termini of the ligated products are filled in with Taq polymerase.

1. Dissolve the cDNA pellet in 200 µL of buffer 4 (New England Biolabs). Save 10 µL of the
undigested DNA for subsequence gel analysis.

2. Add 200 U of BanI endonuclease and incubate for 4 h at 37ϒC. Confirm the restriction
digestion by loading 10 µL of the digested product along with 10 µL of undigested DNA
on a 3% agarose gel.

3. Perform one 200-µL (25:24:1) phenol/chloroform/isoamyl alcohol extraction followed by
one 200-µL chloroform extraction and an ethanol precipitation.

4. Dissolve the DNA pellets into 12 µL of water.
5. Heat the DNA at 68ϒC for 10 min to denature small digested products.
6. Add 1.5 µL of 10X DNA ligation buffer and 1.5 µL of T4 DNA ligase (New England Bio-

labs) to the DNA, and incubate the mixture for 1 h at room temperature.
7. Load the entire reaction mix into one lane of a 3% GTG Nusieve agarose gel and visualize

the concatamerized products.
8. Excise the larger than 300-bp smear, collect the gel slices, and purify the DNA using a

QIAEX II Gel Extraction Kit. Elute the DNA with two times 20 mL of water.

3.2.4.2. TOPO CLONING OF CONCATAMERIZED CDNAS

1. Setup a Taq fill-in reaction by adding 5 µL of 10X PCR buffer, 5 µL of 10X dNTP, and
1 µL of Taq polymerase to 40 µL of the concatamerized product, and incubate for 5 min
at 72ϒC.

2. Use 5 µL of the filled-in reaction product to perform TOPO cloning with a pCR2.1-TOPO
vector (Invitrogen), as described by the manufacturer’s protocol. Successful cloning is usually
indicated by white colonies on β-gal plates; these clones are analyzed by PCR and sequenced.
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3.2.5. Validation of HIV miRNA Sequences
After sequencing, the cloned small RNAs are assessed by computer alignment to

determine whether they are HIV encoded. The cloned sequence should match a sequence
within the HIV-1 genome, and should be different from previously identified cellular
miRNAs. The latter could be queried using a basic local alignment search tool (BLAST)
search of the miRNA registry, http://www.sanger.ac.uk/Software/Rfam/mirna/search.
shtml. Additionally, if the cloned sequence matches to a portion of the HIV genome,
we would further query whether there is capacity within the HIV genome to encode a
precursor for the mature miRNA. This query and secondary structure prediction could
be performed using Michael Zucker’s mfold program (14). The predicted secondary
structure of a putative viral miRNA is then further evaluated against common proper-
ties conserved within known miRNA stem-loops (see Subheading 3.1.4.).

We physically check via Northern blotting for the expression of HIV-encoded miRNAs
in infected cells.

1. For each miRNA sequence, design and 5'-end label a complementary antisense DNA oligo-
nucleotide probe.

2. Resolve 100 µg of the small-RNA sample isolated from HIV-infected MT4 cells (as described
in Subheading 3.2.2.) in a 15% acrylamide/8 M urea gel.

3. Electrotransfer the RNA gel to a nylon membrane in a semidry apparatus with a stack of
three sheets of blotting paper soaked in 0.25X TBE, for 1 h at 200 mA.

4. Crosslink the RNA to the membrane with ultraviolet light at 120 mJ for 1 min.
5. Prehybridize the membrane for 1 h at 68ϒC in ultrahyb buffer (Ambion) and incubate

overnight at 37ϒC with 106 cpm/mL of in vitro-labeled probe specific to each HIV miRNA
sequence.

6. Wash the membrane with agitation at room temperature for 10 min with low-stringency
buffer (2X SSC and 0.1% sodium dodecylsulfate) and then for 2 min with high-stringency
buffer (0.1X SSC and 0.1% sodium dodecylsulfate).

7. Wrap the membrane in plastic and expose overnight with autoradiography.

3.3. Search for Cellular Genes Targeted by miRNAs
Several computational methods have been recently reported for identifying cellular

genes that may be miRNA targets (15, 17–20). All of these methods share the same prin-
ciples based on sequence complementarity, free energy calculation of RNA duplex
formation, and statistical inference. As discussed in a recent study (21) on the minimal
requirements for a functional miRNA target, in vivo target sites can be grouped into
two categories, 5' dominant sites in which the 5' end of the miRNAs are base paired well,
and 3' compensatory sites that have weak 5' base pairing and strong compensatory pair-
ing in the 3' end of the miRNAs. Moreover, it is suggested that targets containing 7-bp
complementarity to the 5' end of a miRNA are subject to in vivo regulation (21). If so,
purely ranking miRNA targets based on overall complementarity and free energy of
duplex formation might not present the entire picture.

For predicting miRNA targets, we use a simple scanning algorithm that is based on
sequence complementarity between the mature miRNA and the target sites, and a sim-
ple scoring system in which a G:C base pairing has a score of 3 and both the A:U and
G:U pairings have a score of 2. We scan only the 3' UTRs of sequences deposited into the

http://www.sanger.ac.uk/Software/Rfam/mirna/search.shtml
http://www.sanger.ac.uk/Software/Rfam/mirna/search.shtml
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3' UTR database, and no gap is allowed in either miRNA sequence or target sequence.
Potential target sites are selected if the overall score is greater than a predetermined
threshold. Currently, we are performing empirical testing to determine what threshold
values are physiologically relevant.

4. Notes
There are several points to be aware of when performing small-RNA isolation:

1. Siliconized microcentrifuge tubes should be used whenever handling RNA. The coated
surface prevents the loss of material during the isolation process.

2. After excision of acrylamide gel to isolate the size-selected RNA region, it is important to
ground the gel into small pieces for efficient RNA elution. If tips are used for grounding,
make sure that you round them by melting the peak of the tip to avoid trapping of gel lead-
ing to loss of material.

3. Gel elution and RNA precipitation should be performed at 4ϒC overnight to maximize the
RNA recovery.

4. During RNA precipitation, glycoblue was routinely added to the mixture as a carrier, for
efficient precipitation and recovery of RNA.

5. Ligation of the small RNA to the linker is more efficient when performed during 6 h at
room temperature instead of 1 h at 37ϒC in the presence of 50% dimethylsulfoxide, as also
proposed by many kit manufacturers.

6. It is essential to perform a third PCR amplification of the reverse transcription product to
maximize the specific product and minimize the background.
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Summary

MicroRNAs (miRNAs) are 21- to 25-nucleotides (nt) long and interact with messenger
RNAs to trigger either translational repression or RNA cleavage through RNA interference
(RNAi). We have shown that HIV-1 nef double-stranded RNA from AIDS patients who are
long-term nonprogressors, inhibits HIV-1 transcription; and that nef-derived miRNA, miR-
N367, is produced in human T-cells persistently infected with HIV-1. The miR-N367 can
block HIV-1 Nef expression and long terminal repeat (LTR) transcription, suggesting that
miR-N367 might suppress both Nef function and HIV-1 transcription through the RNAi
pathway. Protocols are presented here for cloning HIV-1-encoded miRNA and confirming
miRNA expression by Northern blot hybridization.

Key Words: HIV-1; nef; microRNA; cloning; Northern blot.

1. Introduction
RNAi is an intracellular defense mechanism against aberrant transcripts that may

be produced during viral infection and transposon mobilization (1, 2). The RNAi path-
way has been implicated in transposon silencing in the Caenorhabditis elegans germ-
line (3–5), stellate repeat silencing in the Drosophila germline (6), and plant response
against invading viruses (7). Posttranscriptional and/or transcriptional regulation by
RNAi is mediated by small, noncoding, 21- to 25-nt RNAs. These single-stranded miRNAs
can bind messenger RNA 3' untranslated regions to produce translational repression
with or without target degradation (8, 9).

The HIV-1 gene, nef, is located at the 3' end of the viral genome and partially over-
laps the 3' LTR. The nef gene is expressed during HIV infection and often accounts for
up to 80% of HIV-1 specific RNA transcripts during the early stages of viral replica-
tion (10, 11). Our own investigations have shown that defective variants of nef double-
stranded RNA containing the 3'-LTR regions, obtained from long-term nonprogressor
AIDS patients, actually inhibit HIV-1 transcription (12). We also established a link
between miRNA and HIV infection by demonstrating that nef-derived miRNA, miR-N367,
is produced in HIV-1-infected cells (13). Furthermore, miR-N367 can reduce HIV-1



256 Omoto and Fujii

LTR promoter activity through the negative responsive element of the U3 region in
the 5'-LTR (14).

This protocol describes procedures for cloning HIV-1-encoded miRNA from HIV-1-
infected cells and Northern blot analysis of the cloned miRNA. These procedures might
be useful for cloning other virus-encoded miRNAs.

2. Materials

2.1. Preparation of HIV-1-Infected Cells
1. RPMI-1640 medium (GIBCO, Grand Island, NY; cat. no. 31800-022).
2. Heat-inactivated fetal bovine serum (GIBCO).
3. Polybrene (Sigma, St. Louis, MO; cat. no. H-9268).
4. HIV-1 virus stocks (IIIB, SF2, and so on).

2.2. Total RNA Extraction From HIV-1-Infected Cells
1. Ribonuclease (RNase)-free water: To prepare RNase-free water, dispense distilled water

into RNase-free glass bottles, and add diethylpyrocarbonate to 0.01% (v/v). Let stand over-
night and autoclave (see Note 1).

2. RNase-free 1.5-mL microcentrifuge tubes.
3. Trizol reagent (Invitrogen; San Diego, CA; cat. no. 15596) (see Note 2).
4. Chloroform.
5. 100% isopropanol.
6. 70% ethanol (in RNase-free water).
7. Deoxyribonuclease I (DNase I) amplification grade (Invitrogen; cat. no. 18068-015).
8. 10X DNase I reaction buffer: 200 mM Tris-HCl (pH 8.4), 20 mM MgCl2, and 500 mM KCl.

2.3. Preparation of Size-Selected RNA From Total RNA
1. Vertical slab gel apparatus (ATTO, Tokyo, Japan; cat. no. AE-6450).
2. 1X TBE buffer: 89 mM Tris base (pH 8.3), 89 mM boric acid, and 2 mM ethylenediamine-

tetraacetic acid (EDTA); sterilized by filtration through a 0.22-µm filter.
3. N,N,N',N'-tetramethylethylenediamine (Bio-Rad, Hercules, CA; cat. no. 161-0800) (store

at 4°C).
4. 10% ammonium persulfate in RNase-free water (Bio-Rad; cat. no. 161-0700) (store at 4°C).
5. Denaturing gel sample buffer: 95% formamide, 0.025% xylene cyanol, 0.025% bromophe-

nol blue, 20 mM EDTA, and 0.025% sodium dodecylsulfate.
6. Decade Marker (Ambion, Austin, TX; cat. no. 1554).
7. Gel elution buffer: 20 mM Tris-HCl (pH 7.5), 5 mM EDTA, and 400 mM sodium acetate;

sterilized by filtration through a 0.22-µm filter.
8. SUPREC-01 (Takara, Kyoto, Japan; cat. no. 9040).
9. 20 µg/mL glycogen in RNase-free water (store at −20°C).

10. 20 mM Tris-HCl (pH 7.5), sterilized by filtration through a 0.22-µm filter.
11. 3 M sodium acetate in RNase-free water.
12. 100% ethanol.

2.4. Ligation of Linker Oligonucleotide
1. 20 U/µL calf intestinal alkaline phosphatase (CIAP) (Roche, Branchburg, NJ; cat. no. 108-

138).
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2. 10X CIAP buffer: 500 mM Tris-HCl (pH 9.0) and 10 mM MgCl2.
3. 10 U/µL T4 RNA ligase (Amersham, Piscataway, NJ; cat. no. E2050Y).
4. 10X RNA ligase buffer: 500 mM Tris-HCl (pH 7.5), 100 mM MgCl2, 100 mM dithiothreitol,

10 mM adenosine triphosphate, 600 µg/mL bovine serum albumin.
5. 100 µM 3'-linker oligonucleotide A: 5'-P-cuguguAGGCGTCGACATG-ddC-3' (P, phos-

phate; lowercase, RNA; ddC, di-deoxy C; underline, SalI site).

2.5. Reverse Transcription and Preparation
of First-Strand Complementary DNA
1. 5' Rapid amplification of cDNA ends system for rapid amplification of complementary DNA

(cDNA) ends, version 2.0 (Invitrogen; cat. no. 18374-058).
2. 10 µM oligonucleotide B (5'-TCTGAGCATAGGCGGCCGAGGAGATGTTCATGTCGAC

GCC-3') (underline, SalI site).
3. SuperScript II reverse transcriptase (Invitrogen; cat. no. 18064-014).
4. Terminal deoxynucleotidyl transferase (TdT) (Invitrogen; cat. no. 18374-058).
5. 5X tailing buffer: 50 mM Tris-HCl (pH 8.4), 125 mM KCl, and 7.5 mM MgCl2 (Invitrogen;

cat. no. 18374-058).

2.6. Polymerase Chain Reaction of cDNA
1. 10 µM 5' Rapid amplification of cDNA ends abridged anchor primer C (5'-GGCCACGC

GTCGACTAGTACGGGIIGGGIIGGGIIG-3') (I, deoxyinosine [see Note 3]; underline, SalI
site) (Invitrogen; cat. no. 10541-019).

2. 10 µM oligonucleotide D (5'-TCTGAGCATAGGCGGCCGAG-3').
3. 10 µM abridged universal amplification primer E (5'-GGCCACGCGTCGACTAGTAC-3')

(underline, SalI site) (Invitrogen; cat. no. 18382-010).
4. 10 µM oligonucleotide F (5'-GAGATGTTCATGTCGACGCC-3') (underline, SalI site).
5. 5 U/µL LA Taq polymerase (Takara; cat. no. RR002A).
6. Thermal cycler (Applied Biosystems, Foster City, CA; GeneAmp polymerase chain reaction

[PCR] System 9700).
7. 10 mg/mL ethidium bromide (EtBr) in RNase-free water.
8. Agarose NA (Amersham; cat. no. 17-0554-02).

2.7. Restriction Enzyme Digestion of cDNA and Ligation Into a Vector
1. 20 U/µL SalI restriction enzyme (Takara; cat. no. 1080A).
2. QIAEXII Gel Extraction Kit (Qiagen, Valencia, CA; cat. no. 20021).
3. Ligation high (Toyobo, Tokyo, Japan; cat. no. LGK-101).

2.8. Sequencing Analysis
1. Sequencing primers: 10 µM of M13 reverse primer (5'-CAGGAAACAGCTTGACCATG-3'),

10 µM of M13 to 20 forward primer (5'-GTAAAACGACGGCCAGTGA-3').
2. National Center for Biotechnology Information (NCBI) basic local alignment search tool

(BLAST) web site: www.ncbi.nih.gov/BLAST/.
3. DNA sequencer (DSQ-2000L; Shimadzu, Kyoto, Japan).

2.9. Northern Blotting
1. Electroblotting apparatus (ATTO; cat. no. AE-6670).
2. Hybond-N+ nylon membrane (Amersham; cat. no. RPN 203 B).
3. Whatman 3M filter paper.

www.ncbi.nih.gov/BLAST/
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4. Enhanced chemiluminescence (ECL) direct labeling and detection kit (Amersham; cat.
no. RPN 3000).

5. ECL 3'-oligolabeling and detection reagent (Amersham; cat. no. RPN 5770).
6. Primary wash buffer: 6 M urea, 0.4% sodium dodecylsulfate, and 0.5X standard sodium

citrate (SSC) in RNase-free water.
7. 2X SSC: 30 mM sodium citrate and 300 mM NaCl in RNase-free water.
8. Ultraviolet crosslinker (UVC 500; Amersham; cat. no. 80-6222-31).
9. Hybridization oven (Amersham; cat. no. RPN 2512).

10. LAS-1000 film (Fuji Film, Tokyo, Japan).

3. Methods
As described in Subheading 3.1., total RNA is extracted from HIV-1-infected cells and

used to prepare 21- to 25-nt long, size-selected, small RNA. The small RNA is reverse
transcribed to cDNA and the cDNA is cloned into a plasmid vector as described in Sub-
heading 3.2. A flow chart of these procedures is shown in Fig. 1. A method for detection
of the cloned miRNA by Northern blotting is described in Subheading 3.3. and Fig. 2.

3.1. Total RNA Extraction From HIV-1-Infected Cells

3.1.1. Preparation of HIV-1-Infected Cells
1. Prepare 5 ↔ 106 cells (MT-4 HTLV-1-transformed human T lymphoma cell line, and so on).
2. Pellet cells by centrifugation at 300g for 5 min, and resuspend in 10 mL phosphate-buffered

saline (PBS).
3. Transfer the cells into a 15-mL centrifuge tube.
4. Pellet cells by centrifugation at 300g for 5 min, and carefully remove the PBS.
5. Resuspend cells in 0.5 mL of virus solution containing 2 mg/mL polybrene and incubate

at 37°C for 60 min, with occasional shaking.
6. Wash cells once with PBS, resuspend in 10 mL RPMI-1640 medium containing 10% fetal

bovine serum, and culture at 37°C in a CO2 incubator.
7. Passage the cells every 5 to 6 d.
8. Check the cell viability by trypan blue staining and assess the percentage of HIV-1-infected

cells by flow cytometry and/or indirect fluorescence.
9. HIV-1-infected cells cultured for at least 6 mo should be used for the experiments described

in this chapter.

3.1.2. Total RNA Extraction From HIV-1-Infected Cells
1. Pellet cells by centrifugation at 300g for 5 min, and lyse in Trizol reagent by pipetting. Use

1 mL Trizol per 5 ↔ 106 cells.
2. Incubate the samples for 5 min at room temperature.
3. Add 0.2 mL chloroform, and shake the sample tubes vigorously for 15 s.
4. Centrifuge the samples at 12,000g for 15 min at 4°C. Because RNA remains in the color-

less upper aqueous phase, transfer this phase to a fresh tube.

Fig. 1. (Opposite page) Schematic of HIV-1 genome structure and flowchart of the strategy
for cloning HIV-1 encoded microRNA (miRNA). The HIV-1 genome contains structural genes,
gag, pol, and env, and accessory genes, vif, vpr, vpu, tat, rev, and nef. The nef coding region
partially overlaps the 3' long terminal repeat (LTR). For cloning HIV-1-encoded miRNA, HIV-
1-infected MT-4 cells are prepared (Subheading 3.1.1.) and total RNA is extracted from these
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Fig. 1. (Continued) infected cells (Subheading 3.1.2.). After deoxyribonuclease I treatment
(Subheading 3.1.3.) and size selection (Subheading 3.1.4.), 5'-phosphorylated mature miRNA
is dephosphorylated and ligated with 3' linker oligonucleotide A (Subheading 3.2.1.). The RNA
then is reverse transcribed using oligonucleotide B primer to produce first-strand complementary
DNA (cDNA) (Subheading 3.2.2.). Deoxycytosine (dC) residues are added to the cDNA by a
terminal deoxynucleotidyl transferase (TdT) reaction (Subheading 3.2.3.). The dC-tailed cDNA
is amplified by polymerase chain reaction (PCR) with primers C and D, followed by nested-PCR
with primers E and F (Subheading 3.2.4.). Finally, the cDNA is digested with SalI and ligated
into a plasmid (Subheading 3.2.5.), followed by sequencing analysis (Subheading 3.2.6.).
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5. Add 0.5 mL isopropanol and incubate samples for 10 min at room temperature.
6. Centrifuge at 12,000g for 10 min at 4°C; remove the supernatant and add to 70% ethanol.

Mix the sample with a vortex mixer.
7. Centrifuge at 12,000g for 10 min at 4°C, remove the supernatant, and dissolve in RNase-

free water.
8. Determine the concentration of RNA in the solution by measuring the optical density at 260

nm; 1 OD260 = 40 µg/mL.

3.1.3. DNase Treatment of Total RNA
1. Mix 40 µg RNA sample, 10 µL 10X DNase I reaction buffer, 10 µL of 1 U/µL amplifica-

tion grade DNase I, and RNase-free water to 100 µL.
2. Incubate the sample tubes for 15 min at room temperature (see Note 4).
3. For inactivation of DNase I, add 10 µL of 25 mM EDTA solution and heat for 10 min at

65°C.

3.1.4. Preparation of Size-Selected RNA From Total RNA
1. Prepare a 15% acrylamide/7 M urea gel at room temperature. Use a gel plate that has been

washed with 0.5 M NaOH, then rinsed thoroughly with RNase-free water.
2. Add 10 µL of denaturing gel sample buffer to a 10-µL sample of total RNA. Heat the sam-

ple to 70°C for 5 min, then immediately chill the tube on ice and load the sample onto the
gel.

3. Perform electrophoresis at 18 V/cm (i.e., 150 V for an 8-cm gel) until the faster dye (bro-
mophenol blue) reaches the bottom of the gel.

Fig. 2. Detection of HIV-1 nef encoded miRNA (miR-N367) by Northern blotting (Subhead-
ing 3.3.). HIV-1 IIIB-infected (+) and uninfected (−) MT-4 T cells were used as samples. The
probe in this experiment was anti-miR-N367 oligonucleotide. The approximate RNA marker
sizes are indicated on the left (upper panel). The positions of mature miR-N367 and its predicted
fold-back precursors (Pre-miR-N367) are indicated on the right. The loading control (bottom
panel) was 5S RNA stained with ethidium bromide (Subheading 3.3.1.).
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4. Remove the front glass plate and mark the location of the RNA ladder (i.e., Decade Markers;
Ambion), and excise the part of the gel corresponding to 21- to 25-nt RNA.

5. Transfer the gel slice into a clean 1.5-mL microcentrifuge tube, add 400 µL (at least four
times the volume of the gel slice) gel elution buffer, and agitate vigorously for 10 min with
a vortex mixer.

6. Spin the gel slice homogenate through a SUPREC-01 filter.
7. Pool the eluates and, for each 400-µL sample, add 1 µL of 20 µg/mL glycogen solution and

1 mL ethanol.
8. Centrifuge at 12,000g for 10 min at 4°C, decant the supernatant, and air-dry the pellet at

room temperature.
9. Dissolve in 400 µL of 20 mM Tris-HCl (pH 7.5) and add 40 µL of 3 M sodium acetate.

10. Add 1 mL ethanol and centrifuge at 12,000g for 10 min at 4°C.
11. Remove the supernatant carefully, air-dry, and dissolve in 20 µL RNase-free water.

3.2. Cloning of miRNAs

3.2.1. Ligation of 3'-Linker Oligonucleotide
1. Set up the following 30-µL reaction mixture: 20 µL RNA (from Subheading 3.1.4.), 6 µL

RNase-free water, 3 µL 10X CIAP buffer, and 1 µL CIAP (10 U/µL).
2. Incubate the mixture at 37°C for 1 h.
3. Extract with phenol/chloroform.
4. Add three volumes of 100% ethanol, and place at −20°C for 3 h.
5. Centrifuge at 12,000g for 15 min at 4°C.
6. Wash the pellet with 70% ethanol, air-dry, and dissolve in 11 µL RNase-free water.
7. Set up the following 20-µL ligation mixture: 11 µL dephosphorylated RNA from previous

step, 2 µL of 10X T4 RNA ligase buffer, 2 µL of 60 µM adenosine triphosphate, 1 µL of
100 µM RNA 3' linker oligonucleotide A, and 2 µL of 10 U/µL T4 RNA ligase.

8. Incubate at 16°C overnight.
9. Extract with phenol/chloroform.

10. Add three volumes of 100% ethanol and place at −20°C for 3 h.
11. Centrifuge at 12,000g for 20 min at 4°C.
12. Wash the pellet with 70% ethanol, air-dry, and dissolve in 10 µL RNase-free water.

3.2.2. Reverse Transcription and Preparation of First-Strand cDNA
1. Set up the following 5-µL first-strand cDNA synthesis mixture: 4 µL of 3' linker ligated

product (from Subheading 3.2.1.) and 1 µL of 10 µM oligonucleotide B.
2. Incubate at 72°C for 2 min, then chill on ice for 2 min.
3. Add the following reagents: 2 µL 5X first-strand reverse transcription buffer, 1 µL of 20

mM dithiothreitol, 1 µL deoxyribonucleoside triphosphate (dNTP) mix (10 mM of each
dNTP), and 1 µL of 200 U/µL SuperScript II reverse transcriptase. Set up an additional
identical reaction, but without reverse transcriptase, as a negative control.

4. Incubate at 42°C for 50 min.
5. Incubate at 70°C for 15 min to terminate the reverse transcription reaction.
6. Add 1 µL RNase mix (RNase H and T1) and incubate for 30 min at 37°C, then chill on ice.
7. Extract with phenol/chloroform.
8. Add three volumes of 100% ethanol, and place at −20°C for 3 h.
9. Centrifuge at 12,000g for 20 min at 4°C.

10. Wash the pellet with 70% ethanol, air-dry, and dissolve in 10 µL RNase-free water.
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3.2.3. TdT Tailing of cDNA
1. For preparation of deoxycytosine (dC)-tailed cDNA by a TdT reaction, set up the follow-

ing mixture: 6.5 µL RNase-free water, 5 µL of 5X tailing buffer, 2.5 µL of 2 mM deoxy-
cytosine triphosphate, and 10 µL of first-strand cDNA (from Subheading 3.2.2.).

2. Incubate for 3 min at 94°C, then chill on ice for 1 min.
3. Add 1 µL TdT and incubate for 10 min at 37°C.
4. Heat to inactivate the TdT for 10 min at 65°C and chill on ice.

3.2.4. PCR of dC-Tailed cDNA
1. Set up the following PCR reaction mixture: 10 µL of dC-tailed cDNA (from Subheading

3.2.3.), 1 µL of 10 mM dNTP mix, 5 µL of 10X PCR buffer, 2 µL of 10 µM abridged
anchor primer C, 2 µL of 10 µM PCR primer D, 31 µL RNase-free water, and 1 µL LA
Taq polymerase.

2. After 5 min at 94°C, carry out 25 cycles of PCR using the following cycle conditions: 45 s
at 94°C, 1 min at 50°C, 1 min at 72°C.

3. Perform nested-PCR using abridged universal amplification primer E and primer F, as
described in Subheading 3.2.4.1.

4. Run the PCR product on a 2% agarose gel containing EtBr at 100 to 120 V. The size of the
PCR product should be approx 70 bp (see Note 5).

5. Excise the bands at approx 70 bp, isolate the cDNA from the excised gel bands using a
QIAEXII DNA Extraction Kit, and dissolve the cDNA in 16 µL RNase-free water.

3.2.5. Restriction Enzyme Digestion of cDNA and Ligation Into a Vector
1. Set up the following SalI digestion reaction mixture: 16 µL of cDNA PCR product, 2 µL

of 10X high-salt buffer, and 2 µL of 20 U/µL SalI restriction enzyme. Similarly, a cloning
vector, such as a pBluescript, is treated with SalI, and dephosphorylated.

2. Incubate at 37°C for 2 h.
3. Load the sample on a 2% agarose gel containing EtBr, carry out electrophoresis at 100 to

120 V, and excise the SalI-digested cDNA.
4. Isolate the cDNA from the gel using a QIAEXII DNA Extraction Kit, and dissolve in 20 µL

RNase-free water.
5. Add 5 µL of ligation high to the cDNA solution, which contains 10 ng of SalI-digested

and dephospholyrated pBluescript and 990 ng of SalI-digested insert cDNA.
6. Incubate the tubes at 16°C overnight.
7. Transform an Escherichia coli XL-1 Blue strain with the ligated product, and spread the

cells onto agar containing X-Gal and isopropylthiogalactoside.
8. Isolate cloned plasmids from white colonies of E. coli XL-1 Blue.

3.2.6. Sequencing Analysis
1. Sequencing is performed according to standard methods.
2. Confirm that the cloned miRNA is derived from the HIV-1 genome by a BLAST search.

3.3. Northern Blot Analysis

3.3.1. Electrophoresis of Total RNA Using a Denaturing Gel
1. Prepare a 15% polyacrylamide/7 M urea gel, similar to Subheading 3.1.4.
2. Dissolve the RNA sample (at least 40 µg of total RNA) in 20 µL of denaturing gel sample

buffer, heat at 70°C for 5 min, and chill on ice.
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3. Perform electrophoresis at 18 V/cm (i.e., 150 V for an 8-cm gel) until the faster dye (bromo-
phenol blue) reaches the bottom of the gel.

4. Stain the gel with EtBr, and record the image. The fluorescence signal of the 5S RNA band
can be used as a measure of the amount of RNA loaded (see Fig. 2).

3.3.2. Electrophoretic Transfer of RNA to a Nylon Membrane
1. Cut a nylon membrane (Hybond-N+) and six sheets of Whatman 3M filter paper to the size

of the gel. Presoak the membrane and filter papers with 0.5X Tris–borate–EDTA (TBE).
2. Place soaked membrane on the gel, and mark the position of wells and loading dye.
3. Flip the gel and membrane/filter and place into the electroblotting apparatus.
4. Smooth out any air bubbles.
5. Add 0.5X TBE buffer to keep the membrane moist.
6. Transfer at a constant current of 400 mA for 4 h.
7. Immediately crosslink with ultraviolet light, with 1 ↔ 103 µJ of energy, then bake for 60

min at 80°C.

3.3.3. Preparation of Probe
1. Design an oligonucleotide probe with a sequence that is precisely antisense (minus strand)

to the miRNA sequence.
2. Label the oligonucleotide with the ECL 3'-oligolabeling and detection reagent, according to

the manufacturer’s instructions.

3.3.4. Hybridization
1. Add sodium chloride to 0.5 M in the required volume of hybridization buffer (from the ECL

kit).
2. Mix the blocking reagent (from the ECL kit) to a final concentration of 5% (w/v) in the

hybridization buffer from the previous step. Immediately mix thoroughly to create a fine
suspension of the blocking reagent, and continue mixing at room temperature for 1 h on a
magnetic stirrer.

3. Heat the hybridization buffer to 42°C for 30 min.
4. Add hybridization buffer to the blotted membrane, and pack with the hybridization pack.
5. Place in hybridization oven and prehybridize by shaking slowly at 42°C for 90 min.
6. Add the probe (from Subheading 3.3.3.) to the blotted membrane, and incubate in the

hybridization oven at 42°C for 16 h.
7. Carefully discard the hybridization buffer, then add 40 mL of primary wash buffer to each

membrane and shake slowly for 10 min at room temperature.
8. Discard this primary wash buffer and repeat the washing with fresh primary wash buffer

for 10 min at room temperature.
9. Discard the wash buffer, add 40 mL of 2X SSC solution, and shake slowly for 10 min at

room temperature.

3.3.5. Detection of Chemical Luminescence Signal
1. Mix equal volumes of ECL detection solutions 1 and 2 (from the ECL kit) to yield a suf-

ficient mixture to cover the membrane.
2. Remove excess wash buffer by placing membranes on paper towels for 1 min.
3. In a dark room, add the mixed detection reagents directly to the membranes.
4. Incubate for 1 min at room temperature in the dark.
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5. Drain off excess detection buffer and wrap membranes in a fresh hybridization pack in the
dark. Gently smooth out any air bubbles and cover with aluminium foil.

6. Remove the aluminium foil and quickly place the membrane on LAS-1000 film to record
the fluorescence signal. A typical image from samples of HIV-1-infected and uninfected
MT-4 T cells using the miR-N367 probe is shown in Fig. 2 (13, 14).

4. Notes
1. RNases can be introduced accidentally into RNA samples at any point in the isolation and

cloning procedure by improper techniques. Disposable gloves should always be worn, and
equipment reserved for RNA experiments should be used to prevent contamination by
RNases. To inactivate RNase contaminants, glass items should be baked at 180°C for 6 h,
and plastic items soaked for 15 min in 0.5 M NaOH, rinsed thoroughly with RNase-free
water, and autoclaved.

2. Trizol reagent is toxic in contact with skin and causes burns. After contact with skin, the
area should be washed immediately with plenty of soap and water.

3. Deoxyinosine can base-pair with all four deoxynucleotides.
4. It is important not to exceed the incubation time and temperature. Higher temperatures and

longer times can lead to Mg2+-dependent RNA hydrolysis.
5. Care should be taken to only excise bands containing the approx 70-bp cDNA. Bands at

approx 50 bp may be derived from ligation products without small RNA inserts.
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Summary

Fragile X syndrome, a common form of inherited mental retardation, is caused by the loss
of the Fragile X mental retardation protein (FMRP). FMRP, which may regulate translation
in neurons, not only associates with specific messenger RNAs (mRNAs) and with microRNAs
(miRNAs), but also associates with the components of the miRNA pathway, including the
Dicer and Argonaute proteins. It has been proposed that FMRP regulates the translation of its
mRNA targets through miRNAs. In this chapter, we describe the protocol to identify the
mRNAs and miRNAs associated with FMRP in vivo. The same method could also be applied
to other RNA-binding proteins interacting with specific mRNAs or miRNAs.

Key Words: Fragile X syndrome; FMRP; immunoprecipitation; messenger RNA;
microRNA; microarray.

1. Introduction
Fragile X syndrome, a common form of inherited mental retardation, is caused by

the loss of an RNA-binding protein, FMRP (1). FMRP, along with its autosomal para-
logs, the fragile X-related proteins (FXR1P and FXR2P), compose a small family of
RNA-binding proteins (the fragile X-related gene family) that share more than 60%
amino acid identity and contain two types of RNA-binding motifs: two ribonucleopro-
tein (RNP) K homology domains and a cluster of arginine and glycine residues (2, 3).
FMRP associates with polyribosomes in an RNA-dependent manner via messenger RNP
(mRNP) particles and can suppress translation both in vitro and in vivo (4–7). Through
use of a nuclear localization signal and a nuclear export signal, FMRP shuttles between
the nucleus and cytoplasm (8). A current working model is that FMRP is involved in
synaptic plasticity through regulation of mRNA transport and local protein synthesis
at synapses (9). To test this model, the identification of the mRNAs specifically bound
by FMRP and the structure required for FMRP–RNA interaction in mammals has been
extensively investigated. Using different approaches, a number of different groups
have identified in vivo mRNA cargos associated with FMRP (10, 11). Using in vitro
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RNA selection approach, an intramolecular G-quartet RNA was identified as a high-
affinity target for the arginine and glycine residue cluster of FMRP, whereas a sequence-
specific element within a complex tertiary structure, termed the FMRP kissing com-
plex, was identified as the target of the FMRP second K homology domain (12–14).

MiRNAs, a recently discovered class of noncoding RNAs, are believed to control
translation of specific target mRNAs by base pairing with complementary sequences
in the 3' untranslated region of these messages (15). The accumulation of recent works
from several groups strongly supports the idea that FMRP may regulate the translation
of its mRNA via the miRNA pathway (16–18). A likely scenario is that once FMRP
binds to its specific mRNA ligands, it recruits a RNA-induced silencing complex along
with miRNAs and facilitates the recognition between miRNAs and their mRNA ligands.
Thus, FMRP might modulate the efficiency of translation of its mRNA targets using
miRNAs. This mechanism would allow this activity to be rapid and reversible, as would
be needed in protein synthesis-dependent synaptic plasticity. Understanding how
FMRP use miRNAs to modulate the translation of its mRNA ligands will help under-
standing not only of the molecular pathogenesis of fragile X syndrome, but also of
miRNA-mediated translational regulation.

To test the hypothesis that translational control involving FMRP is executed in a
complex that involves one or more miRNAs interacting with transcripts at specific sites,
the identification of mRNAs and miRNAs associated with FMRP will be critical. In
this chapter, we describe the immunopurification procedure to characterize the mRNAs
and miRNAs in an FMRP-containing mRNP complex. In this method, FMRP-contain-
ing mRNP complex is immunoprecipitated with a specific antibody against FMRP. The
coimmunoprecipitated RNA is analyzed using different techniques (Fig. 1). The same
methodology could also be applied to other RNA-binding proteins to identify the co-
purifying RNAs.

2. Materials

2.1. Immunoprecipitation of FMRP-Containing mRNP Complex
1. Adult wild-type (WT) and Fmr1 congenic C57Bl/6J litter mates.
2. Human lymphoblastoid cell lines derived from both individuals with and without fragile

X syndrome.
3. Lysis buffer: 10 mM HEPES (or Tris-HCl), pH 7.4, 150 mM NaCl, 30 mM ethylenedi-

aminetetraacetic acid, and 0.5% Triton X-100 with 2X complete protease inhibitors (Roche,
Indianapolis, IN; cat. no. 1697498). Prepared fresh and chill on ice.

4. 300 mM NaCl. Store at room temperature.
5. Recombinant protein G agarose (Invitrogen, Carlsbad, CA; cat. no. 15920-010).
6. Recombinant RNasin® Ribonuclease Inhibitor (Promega, Madison, WI; cat. no. N2511).
7. 7G1-1 or 6G-2 monoclonal antibody.
8. Trizol (Invitrogen; cat. no. 15596-018).

2.2. Identification of the mRNAs Enriched
in the FMRP-Containing mRNP Complex by Microarray
1. RNeasy column (Qiagen, Valencia, CA; cat. no. 74106) for RNA purification.
2. Affymetrix Genechip™.
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3. One-cycle target labeling and control reagent (Affymetrix, Santa Clara, CA; cat. no. 900493).
4. T7-oligo(dT) promoter primer kit (Affymetrix; cat. no. 900375).
5. 3 nM control oligo B2 (Affymetrix; cat. no. 900301).

2.3. Determination of the Association Between FMRP
and Small RNAs In Vivo
1. T4 RNA ligase (New England BioLabs, Ipswich, CA; cat. no. M0204).
2. Isotope: Cytidine 3',5'-bis [α-32P] phosphate (32P-pCp) and γ-32P-adenosine triphosphate

(ATP) (Amersham, Piscataway, NJ; cat. no. PB10208 and PB 10218).
3. Bio-Rad Criterion™ precast gel, 15% Tris–borate–ethylenediaminetetraacetic acid (TBE)

urea (Bio-Rad, Hercules, CA; cat. no. 345-0092).
4. Decade™ Marker system (Ambion, Austin, TX; cat. no. 7778).
5. Gel dryer.
6. Phosphorimager screen.

2.4. Determination of the Interaction Between FMRP and Specific
miRNAs Using Northern Blot Analysis
1. Bio-Rad Criterion precast gel, 15% TBE Urea (Bio-Rad; cat. no. 345-0092).
2. Decade™ Marker system (Ambion; cat. no. 7778).
3. Ιsotopes: γ-32P-ATP and α-32P-uridine triphosphate (UTP) (Amersham; cat. no. PB 10218

and PB 10203).

Fig. 1. Affymetrix Genechips were hybridized with targets prepared from the RNA of wild-
type (WT) mouse brain INPUT, from the RNA coimmunoprecipitated with fragile X mental
retardation protein from WT mouse brain, or from the RNA immunoprecipitated from Fmr1-
knockout mouse brain.
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4. MirVana™ miRNA Probe Construction Kit (Ambion; cat. no. 1550).
5. Ribonuclease (RNase)-free 10X TBE. Do not treat TBE with diethylpyrocarbonate.
6. BrightStar®-Plus nylon membrane (Ambion; cat. no. 10100).
7. Ultraviolet (UV) crosslinker (Stratagene, La Jolla, CA).
8. RNase-free deoxyribonuclease I (Ambion; cat. no. 2222).
9. 50X Denhardt solution: add 10 g Ficoll-400, 10 g bovine serum albumin, and 10 g polyvi-

nylpyrrolidone to 1 L nuclease-free water. Store at room temperate.
10. 20X standard sodium citrate (SSC): add 175.3 g NaCl and 88.2 g sodium citrate to 800 mL

nuclease-free water. Adjust pH to 7.0 with HCl and the final volume to 1 L. Store at room
temperature.

11. Northern blot prehybridization solution: 6X SSC, 10X Denhardt solution, and 0.2% sodium
dodecylsulfate (SDS). Filter the solution with a 0.45-µm-pore filter before use to remove
particles.

12. Northern blot hybridization solution: 6X SSC, 5X Denhardt solution, the appropriate
amount of 5' end-labeled antisense probes, and 0.2% SDS. Filter the solution with a 0.45-
µm-pore filter before use to remove particulates.

13. Northern wash solution: 6X SSC and 0.2% SDS.
14. Phosphorimager screen.

3. Methods
The methods described here outline the following:

1. Isolating the FMRP-containing mRNP complex via immunoprecipitation.
2. Identifying the mRNAs enriched in the FMRP-containing mRNP complex via microarray

analysis.
3. Determining the association between FMRP and endogenous small RNAs.
4. Determining the association between FMRP and specific miRNAs via Northern blot.

During these procedures, it is essential to develop a program of RNase control involv-
ing reagent preparation and testing, routine decontamination, and the use of certified
RNase-free reagents and equipment, such as microcentrifuge tubes and pipet tips.

3.1. Immunoprecipitation of FMRP-Containing mRNP Complex
1. Adult WT and Fmr1 congenic C57Bl/6J litter mates should be CO2-asphyxiated for 2 min

(19). Harvest whole brains and homogenize by 10-stroke dounce homogenization in 2 mL
per brain ice-cold lysis buffer. For human cell lines, resuspend the cell pellets with lysis
buffer. Perform all further manipulations of the lysates at 4°C or on ice.

2. Nuclei and debris are pelleted at 3000g for 10 min. The pellet is then washed with 1 mL
lysis buffer, and pelleted again. The supernatants from both spins are pooled, raised to
300 mM NaCl, and clarified at 70,000g for 30 min.

3. Preclear the resulting supernatant for 1 h with 60 µL recombinant protein G agarose (washed
with lysis buffer first). Pellet the preclearing matrix; the supernatant will be used as the pre-
cleared input (INPUT). Aliquots of INPUT should be saved for RNA extraction (200 µL)
and pro-tein analysis (100 µL).

4. Add RNase inhibitor to the remaining lysates. Immunoprecipitate the lysates with approx
15 µg of monoclonal antibody conjugated to 60 µL of protein G agarose (see Note 1).

5. Lysates are immunoprecipitated for 2 h and washed three times for 10 min each with 1.5
mL lysis buffer.
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6. After the third wash, save 10% of the immunoprecipitate (IP) for protein analysis. Wash
the remaining 90% one more time, and resuspend the IP in Trizol reagent for RNA isola-
tion. Use RNAs from INPUT, IP from WT, and IP from knockout (KO) for the following
analysis.

3.2. Identification of the mRNAs Enriched
in the FMRP-Containing mRNP Complex by Microarray
1. Before microarray analysis, the RNA samples should be further purified with RNeasy

columns.
2. Use the RNAs (INPUT, IP from WT, and IP from KO) for target preparation according to

the manufacture’s protocol from Affymetrix.
3. Hybridize the Affymetrix Genechip arrays overnight, and wash, stain, and scan the arrays

according to the Affymetrix protocol.
4. Perform data analysis to identify the mRNAs significantly enriched in IP from WT com-

pared with INPUT, but not in IP from KO (because of space limitation, data analysis is not
discussed here; the additional information can be found at the Affymetrix website or in
Barr et al., ref. 20) (see Note 2).

3.3. Determination of the Association Between FMRP
and Small RNAs In Vivo

To determine the association between FMRP and small RNAs in vivo, the RNA sam-
ples are labeled at the 3'-termini with 5'-[32P]pCp and separated by gel electrophoresis.

1. Incubate the RNAs (INPUT, IP from normal cells, and IP from fragile X cells) in 1X T4 RNA
ligase reaction buffer with T4 RNA ligase and 5'-[32P]pCp at 37°C for 30 min (see Note 3).

2. Extract the RNAs with phenol/chloroform and precipitate with sodium acetate and cold
ethanol.

3. Suspend the precipitated RNAs in 10 µL gel-loading buffer II.
4. Heat the samples for 2 to 5 min at 95°C to 100°C.
5. Load the samples on a 15% TBE urea Bio-Rad Criterion precast gel and perform electro-

phoresis at 30 to 45 mA (0.5 h).
6. Stop the electrophoresis when the bromophenol blue dye has migrated to the bottom of the

gel.
7. Dry the gel on a gel dryer and expose to X-ray film or a phosphorimager screen, according

to the manufacturer’s instructions (Fig. 2).

3.4. Determination of the Interaction Between FMRP
and Specific miRNAs Using Northern Blot Analysis (see Note 4)

3.4.1. Separation of RNAs on Polyacrylamide Gel
1. Mix the RNAs (INPUT, IP from WT, and IP from KO) with an equal volume of gel load-

ing buffer II. For markers, remove 4 µL and heat to 95ϒC for 5 min.
2. Heat the samples for 2 to 5 min at 95ϒC to 100ϒC.
3. Load the samples on a 15% TBE Urea Bio-Rad Criterion precast gel and perform electro-

phoresis at 30 to 45 mA (0.5 h).
4. Stop the electrophoresis when the bromophenol blue dye has migrated to the bottom of the

gel.
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3.4.2. Transferring RNA to Membrane
Electroblotting can be performed in a semidry apparatus using a stack of three sheets

of blotting paper soaked in 0.25X TBE, placed above and below the gel/membrane.

1. Transfer at 150 to 200 mA for 1 h. After blotting, keep the membrane damp. Rinse in 0.25X
TBE for 2 min.

Fig. 2. Immunoprecipitations were performed with anti-Fragile X mental retardation protein
(FMRP) (Lane 1), anti-Fragile X-related proteins (FXR)-1P (Lane 3), and anti-FXR2P (Lane 4)
antibodies using a human lymphoblastoid cell line from a normal individual. As a negative
control, immunoprecipitation was also performed on a fragile X cell line, using an anti-FMRP
antibody (Lane 2). The immunoprecipitated RNAs were isolated, 3'-end labeled with [5'-32P]-
pCp, and resolved by electrophoresis on 15% denaturing polyacrylamide gels. The bands for
microRNAs and their precursors are indicated. The 32P-label RNA size marker (Ambion) for
10 to 100 nucleotides was run in parallel on the left.
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2. Finally, UV crosslink the RNA to the membranes using a UV crosslinker (120 mJ burst
during 30 s).

3.4.3. Probe Preparation

3.4.3.1. DOUBLE-STRANDED DNA TRANSCRIPTION TEMPLATE PREPARATION

1. Resuspend the oligonucleotide template to 100 µM (100 pmol/µL).
2. Hybridize the oligonucleotide template to the T7 Promoter Primer.

a. In a microcentrifuge tube mix the following:
Amount Component
2 µL T7 promoter primer
6 µL DNA hybridization buffer
2 µL oligonucleotide template (100 µM)

b. Heat the mixture to 70ϒC for 5 min, and leave at room temperature for 5 min to allow
hybridization.

3. Fill in with Klenow DNA polymerase.
a. Add the following to the hybridized oligonucleotides:

Amount Component
2 µL 10X Klenow reaction buffer
2 µL 10X deoxyribonucleoside triphosphate mix
4 µL Nuclease-free water
2 µL Exo–Klenow

b. Incubate for 30 min at 37ϒC.

3.4.3.2. IN VITRO TRANSCRIPTION

1. Assemble the transcription reactions at room temperature and incubate for 10 to 30 min at
37ϒC.

Amount Component
Up to 20 µL nuclease-free water
1 µL double-stranded DNA template
2 µL 10X transcription buffer
1 µL 10 mM ATP
1 µL 10 mM cytidine triphosphate
1 µL 10 mM guanosine triphosphate
5 µL α-32P-uridine triphosphate
2 µL T7 RNA Polymerase

2. Add 1 µL deoxyribonuclease I to the transcription reaction and incubate for 10 min at 37ϒC
to remove the template DNA.

3.4.4. Prehybridization
Prehybridize the membrane in 10 mL of prehybridization solution for at least 1 h at

65ϒC. After prehybridizing, remove and discard the prehybridization solution.

3.4.5. Hybridization
Add 10 mL of hybridization solution. Hybridize the blot in approx 10 mL of North-

ern blot hybridization solution containing at least 4 ↔ 105 cpm of 5' end-labeled anti-
sense probe(s) for 8 to 24 h, with gentle agitation, at room temperature.
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3.4.6. Wash and Expose
After hybridization, remove the hybridization solutions.

1. Wash blot with approx 10 mL wash solution. Agitate at room temperature for 5 min. Remove
and discard the wash solution.

2. Repeat the wash two more times.
3. Wash once at 42ϒC (or ~10ϒC lower than the estimated melting temperature [Tm] of probe);

add approx 10 mL wash solution. Agitate at 42ϒC for 5–10 min. Remove and discard the
wash solution.

4. Wash one more time at 42ϒC for 20 min.
5. After the final wash, wrap the blots in plastic wrap and expose to X-ray film or a phos-

phorimager screen, according to the manufacturer’s instructions (Fig. 3). The latter method
allows quantification of the amount of signal present in each band (1 h).

4. Notes
1. Immunoprecipitation. During the immunoprecipitation process, it is critical to control the

RNase activity using extra RNase inhibitors. Reducing the time of immunoprecipitation
could also effectively prevent RNA degradation. Therefore, immunoprecipitation overnight
is not recommended and, in general, 1 to 2 h should be enough. In addition, it is important
to include a negative control during the immunoprecipitation. In our case, the negative con-
trol is Fmr1 KO mouse. It is likely that antibody used in immunoprecipitation might also
nonspecifically interact with some RNAs. Indeed, some RNAs could also be immunopre-
cipitated even from Fmr1 KO mice (Figs. 1 and 2).

2. Microarray analysis. Different platforms of microarray could also be used in a similar assay.
Before target preparation, RNAs should be purified through RNeasy column (Qiagen).
Otherwise, the labeling efficiency will be interfered with. In addition, the fold of enrich-
ment used to determine the mRNAs that specifically interact with FMRP is arbitrary at
this stage. Ideally, one or two known mRNA ligands could be used as internal controls to
determine how many folds of enrichment should be used.

Fig. 3. Northern blot is used to detect the association between Fragile X mental retardation
protein and miR-199a in mouse brain. The RNAs of INPUT (Lane 2), immunoprecipitate (IP)
from wild type (Lane 3), and IP from knockout (Lane 4) were probed for miR-199a. The 32P-
labeled RNA size marker (Ambion) for 10 to 100 nucleotides was run in parallel in Lane 1.
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3. Labeling small RNAs. The RNAs used here should be isolated with Trizol or other RNA
isolation reagents that would not remove small RNAs. The RNeasy column, which is
required for microarray analysis, should not be used here because it will remove most
small RNAs.

4. Northern blot. To prepare the template for in vitro transcription, an oligonucleotide con-
taining specific miRNA sequences along with an 8-base sequence complementary to the 3'
end of T7 promoter primer should be designed and synthesized. Because, in general,
miRNAs are AU-rich, the hybridization and washing should be less stringent than when
probing mRNA. In addition, some miRNAs are almost identical to each other, with only a
one- or two-nucleotide difference. In this case, it will be very difficult to distinguish those
miRNAs by Northern blot. Alternatively, one could design a probe specifically for each
miRNA to perform the RNase protection assay (21).
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Summary

Recent studies have shown that the microRNA (miRNA) pathway is an evolutionarily
conserved endogenous pathway that is important for normal development. Mature miRNAs
are excised from precursors in a stepwise process and subsequently incorporated into an
RNA-induced silencing complex (RISC), which mediates either cleavage of the target
messenger RNA (mRNA) or translational repression, depending on the complementarity
between the miRNA and its target mRNA. In this chapter, we describe in vitro precursor
(pre)-miRNA processing assays using Drosophila Schneider-2 (S2) cell lysates and immu-
nopurified materials.

Key Words: miRNA; pre-miRNA; RNAi; Dicer; RISC; Drosophila; S2 cell.

1. Introduction
miRNAs are small, single-stranded cellular RNAs consisting of 21 to 23 nucleo-

tides (nt) that function as guide molecules by binding to complementary sites on target
mRNAs to control gene expression at the posttranscriptional level in plants and ani-
mals (1–4). Many miRNAs show distinctive temporal- and tissue-specific expression
patterns in different tissues, including embryonic stem cells and neurons, suggesting
an important role for miRNAs in the regulation of endogenous gene expression (1–4).
miRNAs are encoded in the genome and transcribed as long primary transcripts (pri-
miRNAs) by RNA polymerase II (4–6). miRNAs are excised from pri-miRNAs in a
stepwise process. First, the pri-miRNA is cleaved into an approx 70-nt hairpin-shaped
precursor, called the pre-miRNA, by the Drosha–Pasha/DiGeorge syndrome critical
region 8 complex in the nucleus (7–10). The pair of cuts made by Drosha establishes
either the 5' or 3' end of the mature miRNA (11). The pre-miRNA possesses a 3' over-
hang of 2 nt (4–6,11), and contains the mature miRNA of approx 22 nt in either the 5' or
3' half of its stem (5). Subsequently, the pre-miRNA is exported to the cytoplasm and
further processed by Dicer (12–14). Only one of the two strands is then predominantly
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incorporated into a RISC, which mediates either cleavage of the target mRNA or trans-
lational repression, depending on the complementarity between the miRNA and its
target mRNA, as is the case for small interfering RNAs (15–17). Every RISC contains
a member of the Argonaute protein family, which tightly binds the RNA in the com-
plex (16, 17). In addition to Argonaute proteins, a number of other proteins, including
fragile X mental retardation protein, have been reported to be associated with RISCs
(18, 19). Although Argonaute proteins have been shown to be directly responsible for
the target mRNA cleavage process (20, 21), the mechanism of the translational repres-
sion mediated by RISCs remains unknown. Recent studies have shown that Dicer action
is not only required for loading small RNAs into RISCs, but also for RISC formation
and function (22–24). Therefore, studies of Dicer and its interacting partners will pro-
vide clues for how RISCs repress the translation of the target mRNAs.

In this chapter, we describe in vitro pre-miRNA processing assays for characterizing
Dicer and its partners. These in vitro assays have enabled us to demonstrate that the pro-
cessing of Drosophila pre-miRNAs to mature miRNAs by Dicer-1 requires the double-
stranded RNA-binding domain protein, Loquacious (Loqs) (25,26). These in vitro assays
will be useful for studying many aspects of miRNA biogenesis, as well as the expression
of genes regulated by miRNAs.

2. Materials
1. Cloning vectors harboring phage promoters: pBluescript SK (Stratagene, La Jolla, CA) or

equivalent.
2. MEGAscript kit (Ambion, Austin, TX).
3. [α-32P]uridine triphosphate (UTP).
4. Gel-filtration columns: Micro Bio-Spin Columns P-30 Tris, RNase-Free (Bio-Rad, Hercules,

CA).
5. Precipitation carriers: Quick-Precip Solution (EdgeBioSystems, Gaithersburg, MD), linear

acrylamide, glyco-gen, and so on.
6. 7.5% acrylamide denaturing gel: 0.5X Tris–borate–ethylenediaminetetraacetic acid, 7 M

urea, 1% glycerol, and 7.5% acrylamide.
7. Polyacrylamide gel electrophoresis equipment.
8. Elution buffer: 0.5 M ammonium acetate, 1 mM ethylenediaminetetraacetic acid, and 0.2%

sodium dodecylsulfate.
9. 5X processing buffer: 150 mM HEPES-KOH, pH 7.4, 500 mM KOAc, 10 mM MgOAc,

and 25 mM dithiothreitol (DTT).
10. Drosophila S2 cells.
11. Schneider’s Drosophila medium (Invitrogen, Carlsbad, CA) supplemented with 10% fetal

calf serum.
12. Spinner flasks for large-scale culturing of S2 cells.
13. Protease inhibitors: Pefabloc SC (Roche, Basel, Switzerland); or leupeptin, pepstatin, and

aprotinin.
14. Hypotonic buffer: 30 mM HEPES-KOH, pH 7.4, 2 mM MgOAc, 5 mM DTT, and protease

inhibitors.
15. Lysis buffer: 30 mM HEPES-KOH, pH 7.4, 100 mM KOAc, 2 mM MgOAc, 5 mM DTT,

20% glycerol, and protease inhibitors.
16. Imaging plates: BAS-MS2040 (Fujifilm, Tokyo, Japan).
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17. BAS-2500 imaging system (Fujifilm).
18. Anti-Flag M2 agarose beads (Sigma, St. Louis, MO).
19. IP150 buffer: 30 mM HEPES-KOH, pH 7.4, 150 mM KOAc, 2 mM MgOAc, 5 mM DTT,

0.1% Nonidet P-40, and protease inhibitors.
20. IP800 buffer: 30 mM HEPES-KOH, pH 7.4, 800 mM KOAc, 2 mM MgOAc, 5 mM DTT,

0.1% Nonidet P-40, and protease inhibitors.
21. Wash buffer: 30 mM HEPES-KOH, pH 7.4, 100 mM KOAc, 2 mM MgOAc, 5 mM DTT,

and protease inhibitors.
22. Peptide elution buffer: 30 mM HEPES-KOH, pH 7.4, 100 mM KOAc, 2 mM MgOAc, 5

mM DTT, 400 µg/mL of 3X Flag peptide (Sigma), 10% glycerol, and protease inhibitors.
23. Concentrator columns: Microcon (Millipore), Apollo concentrator (Orbital Biosciences),

and so on.

3. Methods
The methods described in this chapter outline:

1. The preparation of pre-miRNA from pri-miRNA.
2. The preparation of lysates from S2 cells for in vitro processing of pre-miRNA.
3. The preparation of immunoprecipitates from S2 cells for in vitro processing of pre-miRNA.
4. In vitro pre-miRNA processing assays.

3.1. Preparation of Pre-miRNA
To prepare pre-miRNA for in vitro processing, three methods can be used:

1. Transcription of the pre-miRNA by phage RNA polymerases.
2. Chemical synthesis of the pre-miRNA.
3. Preparation of the pre-miRNA from its pri-miRNA.

In the first method, the use of phage RNA polymerases, such as T7 and T3 polymer-
ases, and DNA templates containing phage polymerase promoter sequences allow suffi-
cient amounts of pre-miRNAs to be obtained. T7 or T3 transcription is the standard
method of producing RNA, because it is easy, quick, and produces relatively good qual-
ity RNA compared with solid-phase synthesis. The RNA obtained can be uniformly
labeled with 32P. However, because, for example, T7 strongly prefers to start with a gua-
nine (G) (and GG is even better), this method cannot be used for producing precursors
with accurate sequences unless they have a G residue at the 5' end. The second method
uses a commercially available chemical synthesis service to make the pre-miRNAs.
The synthesized pre-miRNAs are then 5' end-labeled by T4 polynucleotide kinase for
in vitro processing, such that only miRNAs located in the 5' half of their precursors can
be detected after processing. In other words, one cannot use this method for miRNAs
located in the 3' half of their precursors. Furthermore, accurate (5' and 3' ends) sequences
for most pre-miRNAs have not yet been determined. The third method uses nuclear
lysates to generate pre-miRNAs from pri-miRNAs. Although relatively small amounts
of pre-miRNAs can be prepared using this method, the pre-miRNAs will have their
natural pre-miRNA characters, including accurate sequence length and characteristic
end structures. We describe this third method in detail to demonstrate the pre-miRNA
processing activity of S2 cytoplasmic lysates and immunopurified Dicer-1.
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3.1.1. Pri-miRNA Transcription
DNA templates for pri-miRNA transcription contain a pre-miRNA stem-loop and

its flanking sequence (>50 bases) (7) under the control of a phage RNA polymerase pro-
moter, such as T7, T3, or SP6. For example, the template for generating radiolabeled
pri-miRNA-bantam by in vitro transcription (27) was obtained by nested polymerase
chain reaction amplification of Drosophila genomic DNA. The gel-purified polymer-
ase chain reaction fragment containing pre-miRNA-bantam and the sequences cover-
ing 180 nt upstream and 130 nt downstream from the Drosha-cleavage sites was cloned
into the EcoRV site of the pBluescript SK vector in the same direction as the T3 pro-
moter. The plasmid was digested with ClaI at the 3' end of the pri-miRNA and gel puri-
fied to create a transcription template (see Note 1).

The pri-miRNA was transcribed in the presence of [α-32P]UTP, according to the
manufacturer’s instructions (MEGAscript, Ambion), with the exception of the UTP con-
centration, which was decreased to 1:200 to enhance the incorporation of radioactive
UTP. The detailed protocol follows:

1. Combine the following transcription reaction mixture in a total volume of 20 µL:
a. 2 µL adenosine triphosphate (ATP) solution.
b. 2 µL cytidine triphosphate solution.
c. 2 µL guanosine triphosphate solution.
d. 1 µL of 1:100-diluted UTP solution.
e. 2 µL of 10X reaction buffer.
f. More than 0.5 µg of template DNA.
g. 1 µL [α-32P]UTP.
h. 2 µL enzyme mix.

2. Incubate the transcription reaction solution at 37°C for 2 h.
3. Add 1 µL of DNase I and incubate at 37°C for 15 min.
4. Gel filtrate with a P-30 column, according to the manufacturer’s instructions (Bio-Rad),

to remove any unincorporated nucleotides.
5. Purify the transcribed RNA by phenol extraction followed by ethanol precipitation in the

presence of a precipitation carrier.
6. Isolate the pri-miRNA by acrylamide denaturing gel electrophoresis as follows:

a. Separate the RNA by 7.5% acrylamide denaturing gel electrophoresis.
b. Excise the gel piece containing the pri-miRNA from the gel.
c. Crush the gel piece into small pieces with a disposable pipet tip.
d. Add 400 µL (>two gel volumes) of elution buffer.
e. Rotate at 37°C overnight to elute the RNA.
f. Remove the gel pieces and collect the supernatant.
g. Purify the pri-miRNA by phenol extraction and ethanol precipitation in the presence of

a precipitation carrier.
7. Refold the pri-miRNA by heating at 95°C for 2 min, followed by 37°C for 1 h.

3.1.2. Processing of Pri-miRNAs Into Pre-miRNAs Using Nuclear Lysates
Previously, Kim and colleagues showed that nuclear extracts prepared from mam-

malian cells were capable of releasing pre-miRNAs from pri-miRNAs in vitro (6, 11).
Subsequently, Hannon and colleagues showed that this pri-miRNA processing activity
was also exhibited by Drosophila S2 cell extracts (7). In vitro processing of the pri-miRNA
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was performed according to these previously reported methods, with some modifica-
tions (6, 8, 11). The detailed protocol follows:

1. Prepare the following processing reaction mixture in a total volume of 1 mL:
a. 0.5X processing buffer.
b. 0.5 mM ATP.
c. 10 mM Creatine phosphate.
d. 30 µg/mL Creatine kinase (prepare just before use).
e. 0.1 U/µL RNasin Plus RNase inhibitor (Promega).
f. 10 ng/µL Yeast RNA.
g. 500 µL Nuclear lysate (see Subheading 3.2.).
h. 1 ↔ 105 cpm pri-miRNA.

2. Incubate at 26°C for 2 h.
3. Purify the RNA by phenol extraction followed by ethanol precipitation in the presence of

a precipitation carrier.
4. Isolate the pre-miRNA by gel electrophoresis, as described in Subheading 3.1.1., step 6.

The pre-miRNA can be detected as a clear band of 60 to 70 nt in length (see Fig. 1).
5. Refold the pre-miRNA, as described in Subheading 3.1.1., step 7.

3.2. Preparation of Drosophila S2 Cell Lysates
for In Vitro Processing of miRNAs

The Drosophila melanogaster S2 cell line has been proven to be a useful system for
analyzing gene functions (28). In particular, RNAi-based reverse-genetic methods have
been widely applied to study gene functions in S2 cell cultures (29).

S2 cells were grown at room temperature (25°C) under normal atmosphere in
Schneider’s Drosophila medium supplemented with 10% fetal calf serum at a cell
density of 5 ↔ 105 to 5 ↔ 106 cells/mL. Nuclear and cytoplasmic lysates of Drosophila
S2 cells were used for processing the pri- and pre-miRNA, respectively. The detailed
protocol follows:

1. Culture 5 ↔ 108 cells (100 mL culture) in a 250-mL spinner flask.
2. Harvest the cells by centrifugation (5 min at 400g to 500g), and wash twice with phosphate-

buffered saline.
3. Suspend the cells in 2 mL of hypotonic buffer.
4. Incubate on ice for 10 to 15 min.
5. Lyse the cells by passing five times through a 30-gage needle attached to a syringe.
6. Centrifuge at 500g for 20 min, and separate the supernatant (S500) and precipitate (P500)

into two tubes.
7. Add 100 mM KOAc to the S500, and centrifuge at maximum speed (17,400g) for 15 min

to obtain the supernatant as a cytoplasmic lysate.
8. Wash the P500 twice with hypotonic buffer.
9. Suspend the washed materials in 1 mL of lysis buffer.

10. Lyse the nuclei by sonication (see Note 2).
11. Centrifuge at maximum speed (17,400g) for 15 min to obtain the supernatant as a nuclear

lysate.

3.3. In Vitro Pre-miRNA Processing
Processing of the pre-miRNA is performed as follows:
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1. Combine the following processing reaction mixture in a total volume of 10 µL:
a. 0.5X Processing buffer.
b. 0.5 mM ATP.
c. 10 mM Creatine phosphate.
d. 30 µg/mL Creatine kinase (prepare just before use).
e. 0.1 U/µL RNasin Plus RNase inhibitor.
f. 10 ng/µL Yeast RNA.
g. 5 µL Cytoplasmic lysate.
h. 200 to 2000 cpm pre-miRNA.

2. Incubate at 26°C for 30 to 60 min.
3. Purify the RNA.
4. Separate in a 12 to 15% acrylamide denaturing gel.
5. Expose the gel to an imaging plate and visualize the signals using the BAS-2500 system.

Fig. 1. Processing of the primary (pri)-microRNA (miRNA) into precursor (pre)-miRNA.
The products of the processing mixture, in which the pri-miRNA (pri-miR-bantam) had been
processed into the pre-miRNA (pre-miR-bantam) by a nuclear lysate, were resolved in a 7.5%
acrylamide denaturing gel and visualized by autoradiography. The pre-miRNA is detected as a
clear band of 60 nucleotides in length. This pre-miRNA was extracted from the gel, purified,
and used for the in vitro processing reaction.
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When purified factors, such as the immunopurified Dicer-1 protein, are used instead
of cytoplasmic lysates, use 1X processing buffer to adjust the buffer concentration,
and incubate for 2 h (see Subheading 3.4.).

3.4. Immunopurification of Dicer-1 for Processing of Pre-miRNAs
One way to examine the functional connection between a protein of interest and

pre-miRNA processing is to investigate whether depletion of the protein from cells by
RNAi has any effect on the production of the mature miRNA from the precursor (25,
26). Another way, which is complementary to the RNAi-based method, is to examine
the requirement for a protein of interest in pre-miRNA processing using in vitro process-
ing assays with purified materials. Dicer-1, which is an essential component for pre-
miRNA processing in Drosophila (23), will be used to illustrate in vitro pre-miRNA
processing assays with purified materials. The detailed protocol follows:

1. Culture S2 cells stably expressing Dicer-1 tagged with a Flag epitope (Flag–Dicer-1) under
the control of the metallothionein promoter using the pRmHa-C-FLAG-His vector (see
ref. 30).

2. Harvest 108 cells and wash twice with phosphate-buffered saline buffer.
3. Suspend the cells in 1 mL of IP150 buffer.
4. Lyse the cells by sonication.
5. Centrifuge at maximum speed (17,400g) for 20 min.
6. Incubate the supernatant with anti-Flag M2 agarose beads for 1 h.
7. Wash the beads twice with IP150 buffer.
8. Wash the beads three times with IP800 buffer.
9. Wash the beads once with wash buffer.

10. Add 500 µL of peptide elution buffer and rotate for 30 min to elute the bound fraction.
11. Concentrate the eluate with a concentrator column.
12. Measure the amount of proteins in the eluate by Western blot analysis or silver staining.
13. For processing of pre-miRNAs use 1X processing buffer to adjust the buffer concentra-

tion, and incubate for 2 h.

Flag–Dicer-1 purified under harsher conditions (high salt), in which Dicer-1 is
stripped of most of its associated proteins, can be used to examine the requirement for its
associated proteins in pre-miRNA processing. Furthermore, purified fractions or recom-
binant proteins can be added back into in vitro pre-miRNA processing reactions with
Flag–Dicer-1 purified under the high-salt conditions to identify and/or characterize
proteins that either stimulate or inhibit Dicer-1 action in pre-miRNA processing (see
Fig. 2).

4. Notes
1. Do not use restriction enzymes with activities that leave 3' overhanging ends (such as KpnI,

PstI, and so on) to linearize the plasmid template, because these 3' overhanging ends could
result in a low level of transcription.

2. Intensive sonication tends to result in a loss of activity for pri-miRNA processing because
of heating. To avoid this loss of activity, shorter periods of sonication (e.g., 5 s) with long
intervals (>2 min) are recommended. Alternatively, dounce homogenization on ice can be
used to prevent the occurrence of heating.
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Summary

Eukaryotic CDC6 gene function is required for the initiation of DNA replication and is a
key regulatory protein during cell cycle progression. The human CDC6 gene is not expressed
in most normal tissues, in contrast with its marked expression in proliferating cancer cells.
An effective way to explore the gene functions of CDC6 is to knock-down the CDC6 messen-
ger RNA (mRNA) and examine the phenotypic consequences. In this chapter, we describe
the construction of a lentivirus vector to express a CDC6 DNA segment. The transcript is
able to fold by itself because the sense and antisense regions are complementary. There is
a 9-nucleotide (nt) loop region allowing for the short hairpin RNA (shRNA) to form. Cellular
ribonucleases process the shRNA into a functional short interfering RNA (siRNA). Down-
regulation of Cdc6 protein is confirmed by Western blots.

Key Words: Lentivirus vector; shRNA; siRNA; Cdc6; cell cycle progression.

1. Introduction
Eukaryotic Cdc6 is required for the initiation of DNA replication and is a key regu-

latory protein during cell cycle progression (1, 2). In humans, CDC6 has a very low copy
number in normal cells, and the protein has a very short half-life (15–30 min in HeLa
cells) (3). Because Cdc6 is an essential component in triggering initiation of DNA rep-
lication in human cells, the expression level of human CDC6 could be closely related to
the cell growth rate. To knock-down its mRNA may reveal phenotypic consequences,
allowing us to explore its gene functions. The human CDC6 gene has other unique
properties that make it a compelling target for cancer therapy. It is not expressed in most
normal tissues, in contrast with its marked expression in proliferating cancer cells. As
expected, the Cdc6 protein has been used as a marker of brain tumors (4) and cervical
cancers (5). In those tissues, Cdc6 expression is elevated in highly proliferative cells.
Therefore, abrogation of CDC6 mRNA or Cdc6 protein in cancer cells may effectively
block cell proliferation (6).
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RNA interference (RNAi) is a mechanism of posttranscriptional gene silencing in
which double-stranded RNA corresponding to a gene (or a region) of interest is intro-
duced into a cell, resulting in degradation of the corresponding mRNA (7, 8). Unlike
antisense technology, the RNAi persists for multiple cell divisions. RNAi is, there-
fore, an extremely simple yet powerful method for assaying gene function. By making
a targeted knockout at the RNA level via RNAi, a vast number of genes can be assayed
quickly and economically. In many cases, the in vitro RNAi approach can substitute
for transgenic knockout mouse studies. Vectors derived from HIV are capable of deliv-
ering genes into many different cell types, including primary cells. Recent studies
demonstrate that these vectors can mediate stable and high-level siRNA expression in
mammalian cells. HIV vectors pseudotyped with the G protein of vesicular stomatitis
virus can be concentrated to extremely high titers by ultracentrifugation (9). Because
downregulation of CDC6 mRNA by siRNA may inhibit cell proliferation or lead to cell
death, it may not be possible to derive stable siRNA expressing cell lines with low
levels of the Cdc6 protein. Thus, highly efficient delivery of the siRNA gene into a
majority of the cells by a vector system, such as HIV, may become important to assess
the phenotype of Cdc6 downregulation.

In this chapter, we describe the construction of a lentivirus vector to express a CDC6
DNA segment. The transcript is able to fold onto itself because the sense and antisense
regions are able to base pair, forming a shRNA. The cellular ribonuclease (RNase) III
enzyme, Dicer, processes the shRNA into a functional siRNA. Downregulation of Cdc6
protein is confirmed by Western blots.

2. Materials
2.1. Molecular Cloning and Plasmid Preparation
1. Plasmid pBP-hTERT/P: a 1.5-kb human telomerase reverse transcriptase (hTERT) promoter

is cloned in the vector pBluescript-SK(−) (Stratagene, La Jolla, CA). The DNA fragment
contains an MluI site at its 5' end and XhoI sites at its 3' end (Fig. 1A).

2. Plasmid pCMV-VSV-G DNA is the expression vector for the G protein of vesicular stoma-
titis virus (VSV-G) (9).

3. Plasmid pTHTN is the parental plasmid, which contains the HIV-1 genome DNA with env
and nef gene deletions; therefore, it is replication incompetent.

4. Restriction enzymes: MluI, BgLII, BamHI, HindIII, and XhoI.
5. Quick ligation kit (New England Biolabs, Beverly, MA; cat. no. M2200S).
6. Escherichia coli competent cells (Stb12; Stratagene; cat. no. 10268-019).
7. Qiagen Maxi prep (cat. no. 12162).

2.2. Cell Culture Media and Transfection
1. Dulbecco’s modified Eagle’s medium (DMEM).
2. Iscove’s modified Dulbecco’s medium (IMDM).
3. RPMI-1640 medium.
4. 10% fetal bovine serum.

2.3. Western Blots
1. Bio-Rad sodium dodecylsulfate electrophoresis system and 12.5% sodium dodecylsulfate

polyacrylamide.
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2. Anti-human CDC6 mouse monoclonal antibody (Sigma; cat. no. C0224).
3. Anti-mouse IgG–horseradish peroxidase conjugate (Kirkegaurd Perry Lab; cat. no. 074-1806).
4. Lumi-Light Western blotting substrate (Roche; cat. no. 12015 200 01).

3. Methods

3.1. Construction of a Lentivirus Vector That Expresses Anti-Cdc6 shRNA

3.1.1. Synthesis of Complementary Oligonucleotides
1. A complementary DNA fragment that can form a hairpin structure is prerequisite for the

construction. The basic template is: template-5: GATCCCC {XX} TTCAAGAGA {YY}
TTTTTGGAAA with a BamHI extrusion (underline) at one end; and template 3: AGCT
TTTCCAAAAA {XX} TCTCTTGAA {YY} GGG with a HindIII extrusion (underline)
at another end. {XX} and {YY} represent the selected DNA fragment. They are complemen-
tary, and usually 19-nt long. In our case, two Cdc6 19-nt complement sequences are used:

Fig. 1. Construction of anti-Cdc6 RNA interference (RNAi) expression vectors. (A) Plasmid
pBP-hTERT/P contains a 1.5-kb human telomerase reverse transcriptase promoter, which is
cloned in the vector pBluescript-SK(−) (Strategene). The cloning sites are indicated. The shaded
bar indicates the hTERT/P promoter region. (B) A hairpin structure of oligonucleotide Cdc6_5-
A and its complementary strand Cdc6_3-A are blunt ended and inserted into the EcoRV site of
the vector, and (C) The lentiviral vector pTHTD6Ai that expresses anti-Cdc6 RNAi is shown.
This HIV pseudotyped vector contains the HIV-1 genome DNA with env and nef gene deletions.
It is replication incompetent. Its transduction ability is complemented by the G protein of vesic-
ular stomatitis virus (VSV-G).
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{XX}: AGGCACTTGCTACCAGCAA and {YY}: TTGCTGGTAGCAAGTGCCT. There
is a 9-nt loop region (boldface in the middle), allowing for the shRNA to form (Fig. 1B).

2. After incorporating the Cdc6 sequences inside the {XX} and {YY} regions, a pair of
complementary oligonucleotides are synthesized: Cdc6_5-A (64-mer): GATCCCC AGGC
ACTTGCTACCAGCAA TTCAAGAGA TTGCTGGTAGCAAGTGCCT TTTTTGGAAA,
and Cdc6_3-A (64-mer): AGCTTTTCCAAAAA AGGCACTTGC TACCAGCAA TCTC
TTGAA TTGCTGGTAGCAAGTGCCT GGG (see Notes 1 and 2).

3. Dissolve equal amount of oligonucleotide 10 µM Cdc6_5-A and 10 µM Cdc6_3-A in
50 mM Tris-HCl, pH 7.0; 50 mM NaCl; 5 mM MgCl2; heat denature at 94ϒC for 5 min;
and cool the tube slowly for reannealing the double-stranded oligonucleotides (see Fig. 1
legend).

3.1.2. Link the Reannealed shRNA to the hTERT Promoter
to Form an Expression Cassette
1. The human hTERT promoter has been shown to be particularly efficient in the expression

of shRNA. The hTERT/P-shRNA cassette is constructed first.
2. To construct the cassette, add approx 0.5 µg of the vector pBP-hTERT/P to 25 µL of a

solution containing 2.5 µL of 10X reaction buffer, and 1 µL each of BgLII and HindIII.
Incubate the tube at 37ϒC for 90 min.

3. Load onto a 0.8% agarose gel. Isolate the linearized vector fragment (~5 kb) from the gel,
using QIAquick Gel Extraction kit (cat. no. 28706). Elute the digested pBP-hTERT/P in
10 µL of sterile water.

4. Add 10 µL of 2X ligation buffer, 7 µL of digested pBP-hTRET/P, 2 µL of reannealed oligo-
nucleotides, and 1 µL of T4 DNA ligase to a tube. Incubate at room temperature for 10 min.

5. Transform the ligation mixture into Stb12 competent cells: add 5 µL of ligation mixture
into a tube with 50 µL of competent cells on ice for 30 min, and heat shock at 37ϒC for 1
min. Add 0.5 mL SOC, shaking in a 37ϒC air-shaker for 30 min. Plate the mixture onto a
Luria-Bertani plate containing 100 µg/mL ampicillin.

6. Pick single colonies for a plasmid Miniprep. Confirm the insert by DNA sequencing in a
0.5-mL tube containing 0.75 µg of plasmid DNA and 5 pmoles of T7 primer (5'-GTAATA
CGACTCACTATAGGGC-3') in a 20-µL reaction mixture.

7. The hTRET/P-D6Ai cassette DNA fragment can be excised from the construct using MluI
and XhoI digestion.

3.1.3. Construction of Anti-Cdc6 RNAi HIV Expression Vector
1. Digest the plasmid pTHTN, which is the parental HIV vector, with MluI and XhoI. Both

restriction sites are downstream of the tat and rev genes. Isolate the linearized, approx 14-kb
backbone from the agarose gel.

2. In parallel, isolate the approx 1.7-kb hTERT/P-D6Ai cassette from the pBS-hTERT/P-
D6Ai with MluI and XhoI digestion.

3. Perform ligation, transformation, and screening as described in Subheading 3.1.2.
4. The resulting vector is designated as pTHTD6Ai, as shown in Fig. 1C.

3.2. Cell Cultures and Transduction

3.2.1. Cell Lines
1. Human embryonic kidney cell line 293T, maintained in DMEM supplemented with 10%

fetal bovine serum, 100 U/mL penicillin, and 100 µg/mL streptomycin, at 37ϒC in a 5%
CO2 incubator.
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2. Human neuroblastoma cell line CHLA 255, maintained in a complete Iscove’s modified
Dulbecco’s medium.

3. HeLa cell line, maintained in DMEM.
4. MCF7 cell line, maintained in complete RPMI-1640 medium.

3.2.2. Transfection
1. Two-plasmid cotransfection is used to generate HIV-1-based recombinant virus. The first

plasmid, pTHTD6Ai, is described in Subheading 3.1.3. The second plasmid, pCMV-VSV-
G, provides VSV-G to complement the env deletion in the pTHTD6Ai. Both plasmids are
purified using a Qiagen Maxi-prep plasmid isolation kit.

2. Seed 5.0 ↔ 106 293T cells in 75-cm2 tissue culture flasks and culture cells overnight.
3. Transfect 10 µg of pTHTD6Ai and 2 µg  of pCMV-VSV-G, using calcium phosphate pre-

cipitation.
4. Harvest viral particles from supernatant 36 to 60 h after transfection. Centrifuge the virus-

containing medium at 5000g for 5 min, pass the supernatant through a 0.45-µm filter, and
store at −80ϒC.

5. The titer of viral particles can be determined using a HIV-1 p24 enzyme-linked immu-
nosorbent assay kit (Coulter Inc., Miami, FL) (see Note 3).

3.2.3. Transduction
1. Seed 0.2 ↔ 106 of the HeLa, MCF7, or CHLA255 cells in a 60-cm2 dish. Prepare duplicate

dishes for each experiment. Culture cells overnight.
2. Transduce the cells with the VSV-G pseudotyped Cdc6 siRNA HIV vector at a multiplic-

ity of infection (m.o.i.) of 1.0, in the presence of 4 µg/mL polybrene. Change the medium
after 16 h of incubation (see Note 4).

3. Culture cells 2 d before harvesting for the preparation of cell extracts (see Note 5).
4. The Cdc6 protein is determined by Western blot, using an anti-human CDC6 monoclonal

antibody (clone DCS-180; 2 µg of IgG protein per milliliter of blotting buffer; Sigma)
(see Note 6).

5. Detected signal with Lumi-Light Western blotting substrate (Roche).

4. Notes
1. A 19-nt sequence is usually selected for siRNA studies. There are many software pro-

grams available to design RNAi segments, either online or from commercial companies.
However, the basic principles of designing siRNAs are the same, i.e., the selected region
originates at least 50- to 100-nt downstream of the translation start site to avoid regulatory
proteins (uridine triphosphate-binding proteins and/or translational initiation complex), the
sequence content will be roughly 50% G/C, and the sense strand should have a sequence
structure of AA(N19)TT or AA(N21). The addition of two (deoxy)thymidines at the end
of a RNA oligo usually makes the oligo more nuclease resistant. The selected sequences
should be followed by a search of the National Center for Biotechnology Information data-
base to ensure that only the specific gene (or region) is targeted by the designed siRNA.

2. Even if using the most sophisticated software, there is no guarantee that the designed
segment will yield the expected result. We designed another anti-Cdc6 RNAi fragment,
CAGGATGACCTTGAGCCAA, following the same procedure. However, the second frag-
ment did not knock-down the Cdc6 protein. Therefore, using two or three regions of a
specific gene is recommended for knock-down experiments.
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3. The titer of viral particles can be determined by a HIV-1 p24 enzyme-linked immuno-
sorbent assay kit. Usually a range of 0.2 to 1.5 µg/mL of p24 gag protein can be measured,
according to our protocol. One HIV virus particle usually contains approx 20 pmoles of
p24 gag protein, and 1 pg p24 is approximately equivalent to 5000 infection units. We use
a m.o.i of approx 1, because a higher m.o.i may induce apoptosis of the host cells.

4. The infected cells can be selected by adding puromycin (3 µg/mL final concentration), and
using a second vector containing a puromycin-resistant gene (at a 1:10 ratio), and record-
ing the drug-resistant colonies. To determine the integration of the recombinant virus in the
genome of infected cells, genomic DNA is isolated and is subjected to digesting with the
appropriate restriction enzymes. The HIV-1-specific DNA can be detected via Southern
blot hybridization.

5. To measure the integrated HIV-1 proviral DNA, generate a long terminal repeat (LTR)-Tag.
The quantity of the LTR-Tag can be determined using [32P] radioactivity. To ensure that
no replication-competent virus was produced in the infected cells, collect the supernatant
and incubate the supernatant with fresh cells. Determine the LTR-Tag from the genomic
DNA of the fresh cells. The prepared LTR-Tag can be used in the ligation-mediated poly-
merase chain reaction for detecting any HIV-1 virus DNA.

6. Our Western blot shows that Cdc6 protein is significantly reduced in all tested cancer cell
lines. Particularly, the upper band of Cdc6 (presumably, its phosphorylated form) is abol-
ished in CHLA255 and MCF2 cells. Because of high levels of Cdc6 in HeLa cells, resid-
ual Cdc6 is still present in the transfected cells (Fig. 2).
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Summary

MicroRNAs (miRNAs), small single-stranded regulatory RNAs capable of interfering
with intracellular messenger RNAs (mRNAs) that contain either complete or partial
complementarity, are useful for the design of new therapies against cancer polymorphism
and viral mutation. Numerous miRNAs have been reported to induce RNA interference
(RNAi), a posttranscriptional gene-silencing mechanism. Recent evidence also indicates
that they are involved in the transcriptional regulation of genome activities. They were first
discovered in Caenorhabditis elegans as native RNA fragments that modulate a wide range
of genetic regulatory pathways during embryonic development, and are now recognized as
small gene silencers transcribed from the noncoding regions of a genome. In humans, nearly
97% of the genome is noncoding DNA, which varies from one individual to another, and
changes in these sequences are frequently noted to manifest clinical and circumstantial
malfunction. Type 2 myotonic dystrophy and fragile X syndrome were found to be associ-
ated with miRNAs derived from introns. Intronic miRNA is a new class of miRNAs derived
from the processing of nonprotein-coding regions of gene transcripts. The intronic miRNAs
differ uniquely from previously described intergenic miRNAs in the requirement of RNA
polymerase (Pol)-II and spliceosomal components for its biogenesis. Several kinds of
intronic miRNAs have been identified in C. elegans, mouse, and human cells; however,
neither function nor application has been reported. Here, we show for the first time that
intron-derived miRNA is not only able to induce RNAi in mammalian cells but also in fish,
chicken embryos, and adult mice, demonstrating the evolutionary preservation of this gene
regulation system in vivo. These miRNA-mediated animal models provide artificial means
to reproduce the mechanisms of miRNA-induced disease in vivo and will shed further light
on miRNA-related therapies.

Key Words: MicroRNA (miRNA); RNA interference (RNAi); RNA polymerase type
II (Pol II); RNA splicing; intron; RNA-induced gene-silencing complex (RISC); gene silenc-
ing in vivo.
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1. Introduction
Nearly 97% of the human genome is noncoding DNA, which varies from one species

to another, and changes in these sequences are frequently noted to manifest clinical and
circumstantial malfunction. Numerous nonprotein-coding genes are recently found to
encode miRNAs, which are responsible for RNA-mediated gene silencing through RNAi-
like pathways (1–3). RNAi is a posttranscriptional gene-silencing mechanism that can
be triggered by small regulatory RNA molecules, such as miRNA and small interfering
RNA (siRNA). miRNAs, small single-stranded regulatory RNAs capable of interfering
with intracellular mRNAs that contain either complete or partial complementarity, are
useful for the design of new therapies against cancer polymorphism and viral mutation
(4,5). This flexible characteristic is different from double-stranded siRNAs because a
much more rigid complementarity is required for siRNA-induced RNAi gene silencing.
miRNAs were first discovered in C. elegans as native RNA fragments that modulate a
wide range of genetic regulatory pathways during embryonic development (6). Cur-
rently, varieties of natural miRNAs have been found to be derived from hairpin-like RNA
precursors in almost all eukaryotes, including yeast (Schizosaccharomyces pombe),
plant (Arabidopsis spp.), nematode (C. elegans), fly (Drosophila melanogaster), fish,
mouse, and human; they have been found to involve intracellular defense against viral
infections and regulation of certain gene expressions during development (7–17). In
contrast, natural siRNAs were abundantly discovered in plants and low-level animals
(worms and flies), but rarely in mammals (18,19). The intronic miRNA is a new class of
miRNAs derived from the processing of gene introns. As shown in Fig. 1, the intronic
miRNAs differ uniquely from previously described intergenic miRNAs in the require-
ment of Pol II and spliceosomal components for their biogenesis (20,21). We have shown
for the first time that these intron-derived miRNAs are able to induce RNA interference
in not only human and mouse cells, but also in zebrafish, chicken embryos, and adult
mice, demonstrating the evolutionary preservation of the intron-mediated gene regula-
tion through miRNA-associated mechanisms in vertebrates in vitro and in vivo. These
findings suggest an intracellular miRNA-mediated gene regulatory system, fine-tuning
the degradation of protein-coding mRNAs (22).

The introns occupy the largest proportion of noncoding sequences in the protein-
coding DNA of a genome. The transcription of the genomic protein-coding DNA gener-
ates precursor (pre)-mRNA, which contains four major parts, including a 5'-untranslated
region (UTR), a protein-coding exon, a noncoding intron, and a 3'-UTR (23). In broad
definition, both 5'- and 3'-UTRs can be seen as a kind of intron extension; however,
their processing during mRNA translation is different from the intron located between
two protein-coding exons, termed the in-frame intron. The in-frame intron can be up
to several tens of kilobase nucleotides long and was thought to be a huge genetic waste
in gene transcripts. Recently, this stereotype misunderstanding was changed with the
discovery of intronic miRNAs. Approximately 10 to 30% of some spliced introns are
found in the cytoplasm, with moderate half-lives (24, 25). The biogenic process of intro-
nic miRNA presumably involves five steps (Fig. 1). First, miRNA is generated as a long
primary precursor miRNA (pri-miRNA) encoded within a gene transcript (pre-mRNA)
by Pol II (20, 26). Second, the pre-mRNA is excised by spliceosomal components and/or
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Drosha-like ribonuclease (RNase) III endonucleases to release hairpin-like intronic struc-
tures and form pre-miRNA (20, 27). Third, the pre-miRNA is exported out of the
nucleus, probably by Ran–guanosine triphosphate and a receptor Exportin-5 (28, 29).
In the cytoplasm, Dicer-like nucleases cleave the pre-miRNA to form mature miRNA.

Fig. 1. Comparison of biogenesis and RNA interference (RNAi) mechanisms among small
interfering RNA (siRNA), intergenic (exonic) microRNA (miRNA) and intronic miRNA. siRNA
is likely formed by two perfectly complementary RNAs transcribed from two different promoters
(remains to be determined) and further processing into 19- to 22-bp duplexes by the ribonuclease
(RNase) III familial endonuclease, Dicer. The biogenesis of intergenic miRNAs, e.g., lin-4 and
let-7, involves a long transcript primary precursor (pri-miRNA), which is probably generated
by RNA polymerase (Pol) II or III RNA promoters, whereas intronic miRNAs are transcribed
by the Pol II promoters of its encoded genes and coexpressed in the intron regions of the gene
transcripts (pre-messenger RNA [mRNA]). After RNA splicing and further processing, the spliced
intron may function as a pri-miRNA for intronic miRNA generation. In the nucleus, the pri-miRNA
is excised by Drosha RNase to form a hairpin-like pre-miRNA template and then exported to
the cytoplasm for further processing by Dicer* to form mature miRNAs. The Dicers for siRNA
and miRNA pathways are different. All three small regulatory RNAs are finally incorporated
into a RNA-induced-silencing complex, which contains either strand of siRNA or the single-
strand of miRNA. The effect of miRNA is considered more specific and less adverse than that of
siRNA because only one strand is involved. However, siRNAs primarily trigger mRNA degra-
dation, whereas miRNAs can induce either mRNA degradation or suppression of protein synthe-
sis depending on the sequence complementarity to the target gene transcripts.
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Lastly, the mature miRNA is incorporated into a ribonuclear particle (RNP), which
becomes the RNA-induced gene-silencing complex (RISC), capable of executing RNAi-
associated gene-silencing effects (30, 31). Although the in vitro model of siRNA-asso-
ciated RISC assembly has been reported, the link between the final miRNA maturation
and the RISC assembly remains to be determined. The characteristics of Dicer and RISC
have been reported to be distinct between the siRNA and miRNA mechanisms (32, 33).
In zebrafish, we have recently observed that the stem-loop structure of pre-miRNAs is
involved in the strand selection for mature miRNA during RISC assembly (21). These
findings suggest that the duplex structure of siRNA may be not essential for the assem-
bly of miRNA-associated RISC. Conceivably, a careful step to distinguish the individ-
ual properties and differences between miRNA and siRNA biogenesis would facilitate
our understanding of the evolutional and functional relationship between these two
RNA-mediated gene-silencing pathways. In addition, the differences may provide clues
for the prevalence of native siRNAs in invertebrates and their rarity in mammals.

The definition of intronic miRNA is based on two factors; first, they must share the
same promoter with their encoded genes, and second, they are spliced out of the tran-
script of their encoded genes and further processed into mature miRNAs. Although
some of the currently identified miRNAs are encoded in the genomic intron region of
a gene but in the opposite orientation to the gene transcript, those miRNAs are not
intronic miRNAs because they neither share the same promoter with the gene nor need
to be released from the gene transcript by RNA splicing. The promoters of those miRNAs
are located in the antisense direction to the gene, likely using the gene transcript as a
potential target for the antisense miRNAs. For example, let-7c was found to be an inter-
genic miRNA located in the antisense region of a gene intron.

To date, more than 90 intronic miRNAs have been identified using bioinformatic
approaches (34, 35), but the functions of the vast majority of these intronic molecules
remain to be determined. According to the strictly expressive correlation of intronic
miRNAs to their encoded genes, one may speculate that the levels of condition-speci-
fic, time-specific, and individual-specific gene expressions are determined by interac-
tions of different miRNAs on single or multiple genes. This interpretation accounts
for a more accurate genetic expression of various traits, and any dysregulation of the
interactions, thus, will result in genetic diseases. For instance, monozygotic twins fre-
quently demonstrate slightly, but definitely distinguishing, disease susceptibility and
physiological behaviors. For instance, a long CCTG expansion in intron 1 of the zinc
finger protein-9 gene has been correlated to type 2 myotonic dystrophy in one twin
with a higher susceptibility (36). Although the expansion motif confers high affinity
to certain RNA-binding proteins, the interfering role of intron-derived expansion frag-
ments remains to be elucidated. Another more-established example, involving intronic
expansion fragments in its pathogenesis, is fragile X syndrome, which represents approx
30% of human inherited mental retardation. An intronic CGG repeat (rCGG) expansion
in the 5'-UTR of the FMR1 gene is the causative mutation in 99% of individuals with
fragile X syndrome (37). FMR1 encodes an RNA-binding protein, fragile X mental retar-
dation protein, which is associated with polyribosome assembly in an RNP-dependent
manner, and is capable of suppressing translation through an RNAi-like pathway. Fragile
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X mental retardation protein also contains a nuclear localization signal and a nuclear
export signal for shuttling certain mRNAs between the nucleus and cytoplasm (38).
Jin et al. proposed an RNAi-mediated methylation model in the CpG region of the FMR1
rCGG expansion, which is targeted by a hairpin RNA derived from the 3'-UTR of the
FMR1 expanded allele transcript (37). The Dicer-processed hairpin RNA triggers the
formation of RNA-induced initiator of transcriptional gene silencing on the homologous
rCGG sequences and leads to heterochromatin repression of the FMR1 locus. These
examples suggest that natural evolution gives rise to more complexity and more vari-
ety of introns in higher animals and plants for coordinating their vast gene expression
volumes and interactions; therefore, any dysregulation of miRNAs derived from introns
may lead to genetic diseases involving intronic expansion or deletion, such as myotonic
dystrophy and fragile X mental retardation.

To understand diseases caused by dysregulation of intronic miRNAs, an artificial
expression system is needed to recreate the function and mechanism of the miRNA in
vitro and in vivo. The same approach may be used to design and develop therapies for
the disease. Using artificial introns carrying hairpin-like pre-miRNA, we successfully
generated mature miRNA molecules with a full capacity to trigger RNAi-like gene
silencing in human prostate cancer (LNCaP), human cervical cancer (HeLa), and rat
neuronal stem (HCN-A94-2) cells (20, 39). The artificial intron of Fig. 2A was located
in a mutated HcRed1 red fluorescent membrane protein (rGFP) gene to form a recom-
bined SpRNAi–rGFP gene, in which the functional fluorescent structure was disrupted
by the splicing-competent RNA intron (SpRNAi) insertion. Thus, we were able to deter-
mine the occurrence of intron splicing and rGFP–mRNA maturation through the appear-
ance of red fluorescent emission on the membranes of transfected cells. There is no
homology or complementarity between the SpRNAi–rGFP gene and its expression vec-
tors. After transfection of SpRNAi–rGFP genes containing synthetic inserts homolo-
gous to a targeted gene exon, we found that a hairpin insert comprising both sense and
antisense exon strands resulted in maximal effects of gene silencing. As shown in Fig. 2,
the transfection of various SpRNAi–rGFP genes targeting the nucleotides 279 to 303
open-reading frame region of the enhanced Aequorea victoria green fluorescent pro-
tein (eGFP) was found to be highly significant (n = 4; p < 0.01) in silencing eGFP pro-
tein expression. The use of eGFP-positive HCN-A94-2 rat neuronal stem cells offered
an excellent visual aid to observe the decreased green fluorescent emission of eGFP in
the red fluorescent rGFP reporter gene-expressing cells. Silencing of eGFP was detected
42 to 48 h after transfection, indicating a potential requirement for precise timing of the
production of sufficient small interfering intron inserts from the SpRNAi–rGFP gene.
Quantitative knock-down levels of eGFP protein were significantly altered (Fig. 2B),
and there were modest reduction rates of 56 ± 6% for the transfection of inserts homolo-
gous to the sense strand of the eGFP target, of 50 ± 4% for the antisense strand of the
GFP target, and a significant rate of 81 ± 2% for the hairpin inserts containing both
strands of the eGFP target. No knockdown specificity to eGFP was detected by the trans-
fection of intron-free rGFP gene, or for the SpRNAi–rGFP gene containing hairpin
inserts homologous to either integrin-β1 exon 1 or to the human immunodeficiency virus
(HIV)-1 gag-p24 gene. The Western blot results shown in Fig. 2C confirmed the knock-



300 Lin and Ying

Fig. 2. Strategy for analysis of intronic microRNA (miRNA) mechanisms using artificial
SpRNAi–rGFP gene vectors. (A) The SpRNAi–rGFP gene consists of a 5'-RNA promoter (P),
an artificial intron (SpRNAi) flanked with two red fluorescent proteins (rGFP) exon fragments,
and a 3'-proximity of transcription and translation termination codons (Ts). The construct of
SpRNAi includes a 5'-splice donor site (DS), a 3'-splice acceptor site (AS), a poly-pyrimidine
tract (PPT), a branch-point domain (BrP) and an inserted pre-miRNA oligonucleotide (insert)
in the 5'-proximity of SpRNAi between the DS and BrP sites. During messenger RNA (mRNA)
maturation, the SpRNAi is spliced out of the SpRNAi–rGFP pre-mRNA and further processed
into miRNAs for gene silencing, whereas the mature rGFP mRNA is translated into rGFP for
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Fig. 2. (Continued) target identification. (B) Simultaneous expression of rGFP and silencing of
Aequorea victoria green fluorescent protein (eGFP) by various SpRNAi–rGFP transfections.
At 24 h after transfection, approximate total cell numbers and eGFP-positive cell populations
were observed with very few apoptotic or differentiated cells, whereas no detectable silencing of
eGFP occurred. The RNA interference (RNAi) effect was detected 42 h after transfection, show-
ing that the gene knock-down potency of the SpRNAi–rGFP genes containing inserts homolo-
gous to hairpin-eGFP were much greater than the sense-eGFP, which was approximately equal
to the antisense-eGFP, which was much greater than the hairpin-human immunodeficiency
virus (HIV) p24 (negative controls). (C) Western blot analyses confirmed the knock-down
potency of (B). The lanes from left to right indicate the SpRNAi–rGFP transfection with genes
containing various inserts homologous to the open-reading frame of eGFP, namely: 1, rGFP(−)
(blank controls); 2, hairpin-integrin-β1 exon 1 (negative controls); 3, hairpin-HIV gag-p24; 4,
sense-eGFP; 5, antisense-eGFP; 6, hairpin-eGFP; and 7, rGFP∆ (DS-defective controls).

down specificity observed and demonstrated that such a gene-silencing effect is deter-
mined by the hairpin structures of the pre-miRNA inserts.

The intron-derived miRNA system is able to be activated in a specific cell type under
the control of a Pol II-directed transcriptional machinery. Our research group was the
first to discover the biogenesis of miRNA-like precursors from the 5'-proximal intron
regions of gene transcripts (pre-mRNAs) produced by the mammalian Pol II. Depend-
ing on the promoter of the miRNA-encoded gene transcript, intronic miRNA is coex-
pressed with its encoding gene in the specific cell population, which activates the
promoter and expresses the gene. This type of miRNA generation relies on the coupled
interaction of nascent Pol II-mediated pre-mRNA transcription and intron excision,
occurring within certain nuclear regions proximal to genomic perichromatin fibrils (4,20,
40, 41). After Pol II RNA processing and splicing excision, some of the intron-derived
miRNA fragments can form mature miRNAs and effectively silence the target genes
through the RNAi mechanism, whereas the exons of pre-mRNA are ligated together to
form a mature mRNA for protein synthesis (4, 20). Because miRNAs are single-stranded
molecules insensitive to double-stranded RNA-dependent protein kinase (PKR)- and
2',5'-oligoadenylate synthetase (2-5A)-induced interferon systems, the use of this Pol
II-mediated miRNA generation can be safe in vitro and in vivo, preventing the cyto-
toxic effects of double-stranded RNAs (dsRNAs) and siRNAs. Interferon-induced pro-
tein kinase PKR can trigger cell apoptosis, whereas activation of the interferon-induced
2-5A system leads to extensive cleavage of single-stranded RNAs (i.e., mRNAs) (42,
43). Although both the PKR and the 2-5A systems contain dsRNA-binding motifs that
are highly conserved for binding to dsRNAs, these motifs do not bind to either single-
stranded RNAs or RNA–DNA hybrids. These findings indicate a new function for mam-
malian introns in intracellular miRNA generation and gene regulation, which can be
used as a tool for analysis of gene functions, improvement of current RNAi technology,
and development of gene-specific therapeutics against cancers and viral infections.

The components of the Pol II-mediated SpRNAi system include several consensus
nucleotide elements, consisting of a 5'-splice site, a branch-point domain, a poly-pyri-
midine tract, and a 3'-splice site (Fig. 2A). Additionally, a pre-miRNA insert sequence



302 Lin and Ying

is placed within the artificial intron between the 5'-splice site and the branch-point
domain. This portion of the intron would normally form a lariat structure during RNA
splicing and processing. We currently know that spliceosomal U2 and U6 small nuclear
RNPs, both helicases, may be involved in the unwinding and excision of the lariat
RNA fragment into pre-miRNA; however, the detailed processing remains to be eluci-
dated. Further, the SpRNAi contains translation stop codon domains in its 3'-proximal
region to facilitate the accuracy of RNA splicing, which, if present in a cytoplasmic
mRNA, would signal the diversion of a splicing-defective pre-mRNA to the nonsense-
mediated decay pathway and, thus, cause the elimination of any unspliced pre-mRNA
in the cell. For intracellular expression of the SpRNAi, we need to insert the SpRNAi
construct into the DraII cleavage site of a rGFP gene from mutated chromoproteins of
coral reef Heteractis crispa. The cleavage of rGFP at its 208th nucleotide site by the
restriction enzyme, DraII, generates an AG–GN nucleotide break, with three recessing
nucleotides in each end, which forms 5' and 3' splice sites, respectively, after the SpRNAi
insertion. Because this intronic insertion disrupts the expression of functional rGFP, it
becomes possible to determine the occurrence of intron splicing and rGFP–mRNA
maturation via the appearance of red fluorescent emission around the membrane surface
of the transfected cells. The rGFP also provides multiple exonic splicing enhancers to
increase RNA-splicing efficiency.

To test the requirement of a siRNA-like duplex construct in miRNA-associated RISC
(miRISC) assembly, the pre-miRNAs were designed to contain perfectly matched stem
arm domains. Although most of the native pre-miRNAs contain a mismatched area
in their stem arms, it is not necessary for us to construct an imperfectly paired stem
arm to trigger RNAi-related gene silencing. Previous studies have demonstrated that a
mature miRNA can be generated by placing a perfectly matched siRNA duplex in the
miR-30 pre-miRNA structure (27, 44). Further, there are many genes not subjected to the
regulation of native miRNAs, in particular, eGFP, which can be otherwise silenced by
intracellular transfection of a pre-miRNA containing a perfectly matched stem arm
construct. Therefore, we define a mature miRNA based on its biogenetic function and
mechanism, rather than the structural complementarity of its precursor. In this view,
any small hairpin RNA can be a pre-miRNA, if a mature miRNA is successfully pro-
cessed from the small hairpin RNA and further assembled into miRISC for target gene
silencing.

This designed miRNA system has been tested in zebrafish in vivo. The foregoing
establishes the fact that intronic miRNAs can be used as an effective strategy to silence
specific target genes in vivo. We first tried to resolve the structural design of pre-miRNA
inserts for the best gene-silencing effect and found that a strong structural bias exists
in the selection of a mature miRNA strand during assembly of the RNAi effector,
RISC. RISC is a protein–RNA complex that directs either target gene transcript degra-
dation or translational repression through the RNAi mechanism. Formation of siRNA
duplexes has been reported to play a key role in assembly of the siRNA-associated
RISC. The two strands of the siRNA duplex are functionally asymmetric, but assembly
into the RISC complex is preferential for only one strand. Such preference is determined
by the thermodynamic stability of each 5'-end base pairing in the strand. Based on this
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siRNA model, the formation of miRNA and its complementary miRNA (miRNA*)
duplexes was thought to be an essential step for the assembly of miRISC. If this were
true, no functional bias would be observed in the stem-loop of a pre-miRNA. Neverthe-
less, we observed that the stem-loop of the intronic pre-miRNA was involved in the
strand selection of a mature miRNA for RISC assembly in zebrafish. In these experiments,
we constructed miRNA-expressing SpRNAi–rGFP vectors, as previously described (4,
20); and two symmetric pre-miRNAs, miRNA–stem-loop–miRNA* ( �) and miRNA*
–stem-loop–miRNA (�), were synthesized and inserted into the vectors, respectively.
Both pre-miRNAs contained the same double-stranded stem arm region, which was
directed against the eGFP nucleotide 280 to 302 sequence. Because the intronic insert
region of the SpRNAi–rGFP recombined gene is flanked with a PvuI and an MluI restric-
tion site at the 5'- and 3'-ends, respectively, the primary insert can be easily removed
and replaced by various gene-specific inserts (e.g., anti-eGFP) possessing cohesive ends.
By changing the pre-miRNA inserts directed against different gene transcripts, this
intronic miRNA generation system provides a valuable tool for genetic and miRNA-
associated research in vivo.

To determine the structural preference of the designed pre-miRNAs, we isolated the
zebrafish small RNAs by mirVana® miRNA isolation columns (Ambion, Austin, TX)
and precipitated all potential miRNAs complementary to the target eGFP region by latex
beads containing the target RNA sequence. One effective miRNA identity, miR-eGFP
(280/302), was verified in the transfections of the 5'-miRNA–stem-loop–miRNA*-3'
construct, as shown in Fig. 3A (gray-shading sequences). Because the effective mature
miRNA was detected only in the zebrafish transfected by the 5'-miRNA–stem-loop–
miRNA*-3' construct, the miRISC seems to preferably interact with the � construct
rather than the � pre-miRNA. The eGFP expression was constitutively driven by the
β-actin promoter located in almost all cell types of the zebrafish, whereas Fig. 3B shows
that transfection of the SpRNAi–rGFP vector into the transgenic (UAS:gfp) zebrafish
coexpressed rGFP, serving as a positive indicator for the miRNA generation in the
transfected cells. This approach has been successfully used in several mouse and human
cell lines to demonstrate RNAi effects (20, 39). We applied the liposome-capsulated
vector (total 60 µg) to the fish and found that the vector easily penetrated almost all
tissues of the 2-wk-old zebrafish larvae within 24 h, achieving fully systemic delivery
of the miRNA effect. The indicator rGFP was detected in both of the fish transfected
by either 5'-miRNA*–stem-loop–miRNA-3' or 5'-miRNA–stem-loop–miRNA*-3' pre-
miRNA, whereas the silencing of target eGFP expression (green) was observed only
in the fish transfected by the 5'-miRNA–stem-loop–miRNA*-3' pre-miRNA (Fig. 3B,
C). The suppression level in the gastrointestinal tract was found to be less effective,
probably because of the high RNase activity in this region. Because switching the stem-
loop position has changed the 5'-end thermostability of the siRNA-like stem arm, result-
ing in different miRNA maturation patterns, we suggest that the stem-loop of a pre-
miRNA may be involved in Dicer recognition and strand selection of a mature miRNA
for effective RISC assembly and the resultant gene silencing. Given that the cleavage
site of Dicer in the stem arm determines the strand selection of mature miRNA (27),
the stem-loop may function as a determinant for the recognition of a special cleavage
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Fig. 3. Structural preference of microRNA (miRNA)–miRNA* asymmetry in miRNA-induced
gene-silencing complex (RISC) in vivo. Different preferences of RISC assembly were observed
by transfection of 5'-miRNA*–stem loop–miRNA-3' (�) and 5'-miRNA–stem loop–miRNA*-
3' (�) pre-miRNA constructs in zebrafish, respectively. (A) Based on the RISC assembly rule
of small interfering RNA (siRNA), the processing of both � and � should result in the same
siRNA duplex for RISC assembly; however, the experiments demonstrate that only the � con-
struct was used in RISC assembly for silencing target EGFP. Because the miRNA is predicted to
be complementary to its target messenger RNA, the “antisense” (black bar) refers to the miRNA
and the “sense” (white bar) refers to its complementarity, miRNA*. One mature miRNA,
namely miR-Aequorea victoria green fluorescent protein (eGFP)-(280/302), was detected in the
�-transfected zebrafish, whereas the � transfection produced another kind of miRNA, miR*-
EGFP(301/281), which was partially complementary to the miR-eGFP(280/302). (B) In vivo
gene-silencing efficacy was only observed in the transfection of the � pre-miRNA construct,
but not the � construct. Because the color combination of eGFP and rGFP displayed more red
than green (as shown in deep orange), the expression level of the target eGFP (green) was
significantly reduced in �, whereas the miRNA indicator RGFP (red) was evenly present in all
vector transfections. (C) Western blot analysis of the eGFP protein levels confirmed the spe-
cific silencing result seen in (B). No detectable gene silencing was observed in fish without
(Ctl) and with liposome-only (Lipo) treatments. The transfection of either a U6-driven siRNA
vector (siR) or an empty vector (Vctr) without the designed pre-miRNA insert resulted in no
gene silencing significance.
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site. Therefore, different from the dual open-ends of siRNA, a hairpin-like pre-miRNA
has the advantage of using its stem-loop structure to control the asymmetry of the
miRNA maturation for more-efficient RISC assembly.

The consistent evidence of miRNA-induced gene-silencing effects in mammalian
cell lines and zebrafish demonstrates the preservation of an ancient intron-mediated
gene regulation system in eukaryotes. In these in vitro and in vivo models, the intron-
derived miRNAs determine the activation of RNAi-associated gene-silencing path-
ways. We herein provide the first evidence for the biogenesis and function of intronic
miRNAs, both in vitro and in vivo. Given that natural evolution gives rise to more
complexity and more variety of introns in higher animal and plant species for coordinat-
ing their vast gene expression volumes and interactions, dysregulation of these miRNAs
because of intronic expansion or deletion will likely cause genetic diseases, such as
myotonic dystrophy and fragile X mental retardation. Thus, gene expression produces
not only a gene transcript for its own protein synthesis but also intronic miRNAs,
capable of interfering with the expression of other genes. Based on this concept, the
expression of a gene results in the gain of function of the gene and loss of function of
other genes that contain complementarity to the mature intronic miRNAs. An array of
genes can swiftly and accurately coordinate their expression patterns with each other
through the mediation of their intronic miRNAs, bypassing the time-consuming trans-
lation processes under quickly changing environments. Conceivably, intron-mediated
gene regulation may be as important as the mechanisms by which transcription factors
regulate the gene expression. It is likely that intronic miRNA is able to trigger cell tran-
sitions quickly in response to external stimuli without tedious protein synthesis. Unde-
sired gene products are reduced by both transcriptional inhibition and/or translational
suppression via miRNA regulation. This could enable a rapid switch to a new gene
expression pattern without the need to produce various transcription factors. This regula-
tory property of miRNAs may serve as one of the most ancient gene modulation systems
before the emergence of proteins. According to the variety of miRNAs and the com-
plexity of genomic introns, a thorough investigation of miRNA variants in the human
genome will markedly improve the understanding of genetic diseases and improve the
design of miRNA-based drugs. Learning how to exploit such a novel gene regulation
system for future therapies will be a forthcoming challenge.

2. Materials

2.1. Synthetic Oligonucleotides Used for SpRNAi–rGFP
Gene Construction
1. Sense SpRNAi sequence: 5'-dephosphorylated GTAAGTGGTC CGATCGTCGC GACG

CGTCAT TACTAACACTAT CATACTTATC CTGTCCCTTT TTTTTCCACA GCTAG
GACCT TCGTGCA-3' (100 pmol/µL in autoclaved ddH2O).

2. Antisense SpRNAi sequence: 5'-phosphorylated TGCACGAAGG TCCTAGCTGT GGA
AAAAAAA GGGACAGGAT AAGTATGATA GTTAGTAATG ACGCGTCGCG ACG
ATCGGAC CACTTAC-3' (100 pmol/µL in autoclaved ddH2O).

3. 2X Hybridization buffer: 200 mM KOAc, 60 mM HEPES-KOH, 4 mM MgOAc, pH 7.4 at
25ϒC.
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4. 0.5 µg/µL pHcRed1-N1/1 plasmid vector (BD Biosciences, Palo Alto, CA).
5. Incubation chambers at 94ϒC, 65ϒC, and 4ϒC.

2.2. Restriction Enzyme Digestion and Sequential Ligation
With Cohesive Ends
1. 10X L buffer: 100 mM Tris-HCl, pH 7.5 at 37ϒC, 100 mM MgCl2, and 10 mM dithiothreitol

(DTT).
2. Restriction enzymes, including DraII, BfrI, NheI, and BsmI.
3. DraII digestion reaction mix: 14 µL autoclaved ddH2O, 4 µL of 10X L buffer, and 2 µL

DraII; prepare the reaction mix just before use.
4. DraII/BfrI digestion reaction mix: 2 µL autoclaved ddH2O, 4 µL of 10X L buffer, 2 µL

DraII, and 2 µL BfrI; prepare the reaction mix just before use.
5. 10X Ligation buffer: 660 mM Tris-HCl, pH 7.5 at 20ϒC, 50 mM MgCl2, 50 mM DTT, and

10 mM adenosine triphosphate (ATP).
6. 5 U/µL T4 DNA ligase.
7. Ligation reaction mix: 4 µL autoclaved ddH2O, 4 µL of 10X ligation buffer, and 2 µL T4

ligase; prepare the reaction mix just before use.
8. 10X M buffer: 100 mM Tris-HCl, pH 7.5 at 37ϒC, 500 mM NaCl, 100 mM MgCl2, and 10

mM DTT.
9. NheI digestion reaxtion mix: 4 µL autoclaved ddH2O, 4 µL of 10X M buffer, and 2 µL

NheI; prepare the reaction mix just before use.
10. 10X H buffer: 500 mM Tris-HCl, pH 7.5 at 37ϒC, 1 M NaCl, 100 mM MgCl2, and 10 mM

DTT.
11. BsmI digestion reaction mix: 4 µL autoclaved ddH2O, 4 µL of 10X H buffer and 2 µL

BsmI; prepare the reaction mix just before use.
12. 10 U/µL T4 polynucleotide kinase.
13. Ligation/phosphorylation reaction mix: 2 µL autoclaved ddH2O, 4 µL of 10X ligation

buffer, 2 µL T4 ligase, and 2 µL T4 polynucleotide kinase; prepare the reaction mix just
before use.

14. Incubation chambers at 65ϒC, 37ϒC, 16ϒC, and 4ϒC.
15. 1% agarose gel electrophoresis.
16. Gel extraction kit (Qiagen, Valencia, CA).
17. Microcentrifuge: 17,900g.

2.3. Cloning of the SpRNAi–rGFP Gene Construct
1. 10X H buffer: 500 mM Tris-HCl, pH 7.5 at 37ϒC, 1 M NaCl, 100 mM MgCl2, and 10 mM

DTT.
2. Restriction enzymes, including XhoI and XbaI.
3. XhoI/XbaI digestion reaction mix: 2 µL autoclaved ddH2O, 4 µL of 10X H buffer, 2 µL

XhoI, and 2 µL XbaI; prepare the reaction mix just before use.
4. 10X Ligation buffer: 660 mM Tris-HCl, pH 7.5 at 20ϒC, 50 mM MgCl2, 50 mM DTT, and

10 mM ATP.
5. 5 U/µL T4 DNA ligase.
6. Ligation reaction mix: 4 µL autoclaved ddH2O, 4 µL of 10X ligation buffer, and 2 µL T4

ligase; prepare the reaction mix just before use.
7. Low salt Luria-Bertani culture broth.
8. Expand cloning kit (Roche Diagnostics, Indianapolis, IN).
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9. DH5α transformation-competent E. coli cells (Roche).
10. 10X MgSO4 solution: 1 M MgSO4.
11. 1X CaCl2 solution: 0.1 M CaCl2.
12. 10X Glucose solution: 1 M glucose.
13. Incubation shaker: 37ϒC; 285 rpm vortex.
14. Incubation chambers: 37ϒC, 16ϒC, and 4ϒC.
15. Luria-Bertani agar plate containing 50 mg/mL kanamycin.
16. Spin Miniprep kit (Qiagen).
17. Microcentrifuge: 17,900g.

2.4. Insertion of Pre-miRNA Into the SpRNAi–rGFP Gene Construct
1. Sense pre-miRNA sequence: 5'-GTCCGATCGT CAAGAAGATG GTGCGCTCCT GGA

TCAAGAG ATTCCAGGAG CGCACCATCT TCTTCGACGC GTCAT-3' (100 pmol/µL
in autoclaved ddH2O).

2. Antisense pre-miRNA sequence: 5'-ATGACGCGTC GAAGAAGATG GTGCGCTCCT
GGAATCTCTT GATCCAGGAG CGCACCATCT TCTTGACGAT CGGAC-3' (100 pmol/
µL in autoclaved ddH2O).

3. 2X Hybridization buffer: 200 mM KOAc, 60 mM HEPES-KOH, and 4 mM MgOAc, pH
7.4 at 25ϒC.

4. 10X H buffer: 500 mM Tris-HCl, pH 7.5 at 37ϒC, 1 M NaCl, 100 mM MgCl2, and 10 mM
DTT.

5. Restriction enzymes, including PuvI and MluI.
6. PuvI/MluI digestion reaction mix: 2 µL autoclaved ddH2O, 4 µL of 10X H buffer, 2 µL

PuvI, and 2 µL MluI; prepare the reaction mix just before use.
7. 10X Ligation buffer: 660 mM Tris-HCl, pH 7.5 at 20ϒC, 50 mM MgCl2, 50 mM DTT, and

10 mM ATP.
8. 5 U/µL T4 DNA ligase.
9. Ligation reaction mix: 4 µL autoclaved ddH2O, 4 µL of 10X ligation buffer, and 2 µL T4

ligase; prepare the reaction mix just before use.
10. Incubation chambers: 65ϒC, 37ϒC, and 16ϒC.
11. 1% agarose gel electrophoresis.
12. Gel extraction kit (Qiagen).
13. Microcentrifuge: 17,900g.

2.5. Liposomal Transfection of the SpRNAi–rGFP Gene Construct
1. RPMI-1640 cell culture medium, serum-free.
2. FuGENE transfection reagent (Roche).
3. Cell culture incubator.

3. Methods

3.1. Synthetic Oligonucleotides Used for SpRNAi–rGFP
Gene Construction

The SpRNAi artificial intron is formed by hybridization of the sense and antisense
SpRNAi sequences, which are synthesized to be perfectly complementary to each other.
Both of the SpRNAi sequences must be purified by polyacrylamide gel electrophore-
sis (PAGE) before use and stored at −20ϒC.
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1. Hybridization: mix the sense and antisense SpRNAi sequences (5 µL for each sequence)
in 10 µL of 2X hybridization buffer, heat to 94ϒC for 3 min, and cool to 65ϒC for 10 min.
Stop the reaction on ice.

3.2. Restriction Enzyme Digestion
and Sequential Ligation With Cohesive Ends

Two rGFP exons are provided by DraII cleavage of the pHcRed1-N1/1 plasmid
vector between the 881st and 882nd nucleotide site, forming an AG–GN nucleotide
break with 5'-G(T/A)C protruding nucleotides in the cleaved ends. The 5'-GTC pro-
truding nucleotides need to be removed from the end of the first exon for blunt-end
ligation, whereas the 5'-GAC protruding end of the second exon is used to ligate with
the 3'-DraII-restricted end of the SpRNAi intron. After the ligation of the SpRNAi
intron and the second rGFP exon, add the first rGFP exon to the 5' end of the ligated
sequence by blunt-end ligation, so as to form a complete SpRNAi–rGFP gene cassette
(see Note 1).

1. DraII cleavage: add the DraII digestion reaction mix to the SpRNAi hybrid. Add the DraII/
BfrI digestion reaction mix to 30 µL of the pHcRed1-N1/1 plasmid vector. Incubate both
of the reactions at 37ϒC for 4 h and stop the reaction on ice.

2. Purification of the DraII- and DraII/BfrI-digested sequences: load and run the above reac-
tions from step 1 in 1% agarose gel electrophoresis and cut out of the DraII-digested SpRNAi
hybrid sequence and two other oligonucleotide fragments (one 1760 bp and another 715 bp),
which are derived from the DraII/BfrI-cleaved pHcRed1-N1/1 plasmid vector. Separately
recover these three oligonucleotide sequences into different tubes in 30 µL autoclaved
ddH2O, using the gel extraction columns and following the manufacturer’s suggestions.
Store the 1760-bp pHcRed1-N1/1 fragment at 4ϒC for 2 wk before use (see Note 2).

3. Ligation: mix 15 µL of the DraII-digested SpRNAi hybrid sequence with 15 µL of the 715
bp pHcRed1-N1/1 fragment and add the ligation reaction mix. Incubate the reaction at
16ϒC for 16 h and stop the reaction on ice.

4. Purification of the ligation product: load and run the ligation in 1% agarose gel electro-
phoresis and cut out the ligated sequence (~800 bp) using a clean surgical blade. Recover
the sequence in one tube of 30 µL autoclaved ddH2O, using the gel extraction column and
following the manufacturer’s suggestions.

5. Cleavage by NheI and BsmI: add the BsmI digestion reaction mix to the ligation product.
Add the NheI digestion reaction mix to the 1760-bp pHcRed1-N1/1 fragment. Incubate
both of the reactions at 37ϒC for 4 h and stop the reaction on ice.

6. Purification of the NheI and BsmI-digested sequences: load and run the reactions in 1%
agarose gel electrophoresis and cut out the NheI- and BsmI-digested sequences, respec-
tively, using a clean surgical blade. Recover the two oligonucleotide sequences in one tube
of 30 µL autoclaved ddH2O, using the gel extraction columns and following manufac-
turer’s suggestions.

7. Ligation: add the ligation/phosphorylation reaction mix to the extraction. Incubate the
reaction at 16ϒC for 16 h and stop the reaction on ice.

8. Purification of the ligation product: load and run the ligation in 1% agarose gel electrophor-
esis and cut out the ligated sequences using a clean surgical blade. Recover the sequence
in one tube of 30 µL autoclaved ddH2O, using the gel extraction column and following the
manufacturer’s suggestions. The final ligation product forms the SpRNAi–rGFP gene cas-
sette (see Note 1).
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3.3. Cloning of the SpRNAi–rGFP Gene Construct
To express the SpRNAi–rGFP gene in transfected cells, clone the SpRNAi–rGFP

gene cassette into the pHcRed1-N1/1 plasmid vector, replacing the original HcRed
protein sequence. Because the functional fluorescent structure of HcRed is disrupted
by the SpRNAi intron insertion, one can determine the occurrence of intron splicing
and miRNA maturation through the appearance of red fluorescent emission on the cell
membranes. The red rGFP serves as a visual indicator for the generation of intronic
miRNAs. This intron-derived miRNA system is activated under the control of cytomega-
lovirus-IE promoter.

1. Cleavage by XhoI and XbaI: add the XhoI/XbaI digestion reaction mix to the SpRNAi–
rGFP gene cassette and the pHcRed1-N1/1 plasmid vector, respectively. Incubate both of
the reactions at 37ϒC for 4 h and stop the reactions on ice.

2. Purification of the XhoI/XbaI-digested sequences: load and run the reactions in 1% agar-
ose gel electrophoresis and cut out the XhoI/XbaI-digested SpRNAi–rGFP sequence and
the 4000-bp pHcRed1-N1/1 fragment, respectively, using a clean surgical blade. Recover
the two oligonucleotide sequences in one tube of 30 µL autoclaved ddH2O, using the gel
extraction column and following the manufacturer’s suggestions.

3. Ligation: add the ligation reaction mix to the extraction. Incubate the reaction at 16ϒC for
16 h and stop the reaction on ice.

4. Plasmid amplification: transfect the ligation product into the DH5α transformation-compe-
tent E. coli cells using the expand cloning kit and following the manufacturer’s suggestions.

5. Plasmid recovery: isolate and collect the amplified SpRNAi–rGFP plasmid in one tube of
30 µL autoclaved ddH2O, using a spin Miniprep filter and following the manufacturer’s
suggestions.

3.4. Insertion of Pre-miRNA Into the SpRNAi–rGFP Gene Construct
The SpRNAi–rGFP vector does not contain any intronic pre-miRNA structure. Because

the intronic insert region of the SpRNAi–rGFP vector is flanked with a PvuI and an
MluI restriction site at the 5'  and 3' ends, respectively, the primary insert can be easily
removed and replaced by various gene-specific inserts (e.g., anti-eGFP) possessing cohe-
sive ends (see Note 3).

1. Hybridization: mix the sense and antisense pre-miRNA sequences (5 µL for each sequence)
in 10 µL of 2X hybridization buffer, heat to 94ϒC for 3 min, and cool to 65ϒC for 10 min.
Stop the reaction on ice.

2. Cleavage by MluI and PvuI: add the MluI/PvuI digestion reaction mix to the SpRNAi–rGFP
vector and the pre-miRNA hybrid construct, respectively. Incubate the reaction at 37ϒC
for 4 h and stop the reaction on ice.

3. Purification of the MluI/PvuI-digested sequences: load and run the reactions in 1% agar-
ose gel electrophoresis and cut out the MluI/PvuI-digested SpRNAi–rGFP sequence and
the pre-miRNA fragment, respectively, using a clean surgical blade. Recover the two oli-
gonucleotide sequences in one tube of 30 µL autoclaved ddH2O, using the gel extraction
column and following the manufacturer’s suggestions.

4. Ligation: add the ligation reaction mix to the extraction. Incubate the reaction at 16ϒC for
16 h and stop the reaction on ice.

5. Plasmid amplification: transfect the ligation product into the DH5α transformation-compe-
tent E. coli cells using the expand cloning kit and following the manufacturer’s suggestions.
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6. Plasmid recovery: isolate and collect the amplified SpRNAi–rGFP plasmid in one tube of
30 µL autoclaved ddH2O, using a spin Miniprep filter and following the manufacturer’s
suggestions (Note 4).

3.5. Liposomal Transfection of the SpRNAi–rGFP Gene Construct
To increase transfection efficiency, we use liposomal reagents to facilitate the deliv-

ery of the SpRNAi–rGFP vector into target cells.

1. Preparation of FuGENE: add 6 µL of the FuGENE reagent into 100 µL of RPMI-1640
medium in a clean tube and gently mix the solution, following the manufacturer’s sugges-
tions. Add 20 µg (in less than 50 µL) of the SpRNAi–rGFP vector into the liposomal
dilution from Subheading 3.4., step 6, and gently mix the solution following the manu-
facturer’s suggestions. Store the mixture at 4ϒC for 30 min.

2. Transfection: add the mixture into the center of the cell culture and gently mix the cell
culture medium.

3. Cell culture: culture the treated cells in a cell culture incubator under the condition essen-
tial for the cell type.

4. Notes
1. Because of the low efficiency of blunt-end ligation and 5'-nucleotide hydrolysis of the first

rGFP exon, the chance to obtain a correct SpRNAi–rGFP gene sequence is approx 1 in 50
(2%). The final SpRNAi–rGFP gene sequence must be confirmed by DNA sequencing.

2. Because there is no enzymatic method to remove the 5'-protruding trinucleotide of the
first rGFP exon, we need to use hydrolysis, which takes approx 2 to 3 wk to remove three
nucleotides from the end of an oligonucleotide sequence.

3. The synthetic pre-miRNA sequences that we present here are directed against the 279 to
303-nt region of enhanced eGFP. The principle for designing an intronic pre-miRNA insert
is to synthesize two mutually complementary oligonucleotides, including one 5'-GTCCG
ATCGTC, 19- to 27-nt antisense target gene sequence—TCAAGAGAT (stem-loop)—19-
to 27-nt sense target gene sequence, CGACGCGTCAT-3'; and another 5'-ATGACGGTCG,
19- to 27-nt antisense target gene sequence—ATCTCTTGA (stem-loop)—19- to 27-nt sense
target gene sequence, GACGATCGGAC-3'. The hybridization of these two oligonucleo-
tide sequences forms the intronic pre-miRNA insert, which contains a 5'-PuvI and a 3'-
Mlu1 restriction site for further ligation into the intron region of an SpRNAi–rGFP gene
cassette. All synthetic oligonucleotides must be purified by PAGE to ensure their highest
purity and integrity.

4. The sequence of the final SpRNAi–rGFP gene cassette and its pre-miRNA insert must be
confirmed by DNA sequencing.
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Summary

Prediction of microRNA (miRNA) candidates using computer programming has identi-
fied hundreds and hundreds of genomic hairpin sequences, of which, the functions remain to
be determined. Because direct transfection of hairpin-like miRNA precursors (pre)-miRNAs
in mammalian cells is not always sufficient to trigger effective RNA-induced gene-silenc-
ing complex (RISC) assembly, a key step for RNA interference (RNAi)-related gene silenc-
ing, we developed an intronic miRNA-expressing system to overcome this problem, and
successfully increased the efficiency and effectiveness of miRNA-associated RNAi induc-
tion in vitro and in vivo. By insertion of a hairpin-like pre-miRNA structure into the intron
region of a gene, this intronic miRNA biogenesis system has been found to depend on a
coupled interaction of nascent precursor messenger RNA transcription and intron excision
within a specific nuclear region proximal to genomic perichromatin fibrils. The intronic
miRNA was transcribed by RNA type II polymerases, coexpressed with a primary gene
transcript, and excised out of its encoding gene transcript by intracellular RNA splicing
and processing mechanisms. Currently, some ribonuclease III endonucleases have been
found to be involved in the processing of spliced introns and probably facilitating the
intronic miRNA maturation. Using this miRNA-expressing system, we have shown for the
first time that the intron-derived miRNAs were able to induce strong RNAi effects in not
only human and mouse cells but also zebrafish, chicken embryos, and adult mice. Based on
the strand complementarity between the designed miRNA and its target gene sequence, we
have also developed a miRNA isolation protocol to purify and identify the mature miRNAs
generated by the intronic miRNA-expressing system. Several intronic miRNA identities and
structures are currently confirmed to be active in vitro and in vivo. According to this proof-
of-principle method, we now have the knowledge to design pre-miRNA inserts that are
more efficient and effective for the intronic miRNA-expressing system.

Key Words: MicroRNA (miRNA) biogenesis; gene cloning; RNA interference (RNAi);
RNA-induced gene-silencing complex (RISC); asymmetric assembly; zebrafish.

1. Introduction
More than 90 intronic miRNAs have been identified using bioinformatic approaches

to date (1), but the functions of the vast majority of these intronic molecules remain to
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be determined. According to the strictly expressive correlation of intronic miRNAs to
their encoded genes, one may speculate that the levels of condition-specific, time-spe-
cific, and individual-specific gene expression are determined by interactions of differ-
ent miRNAs on single or multiple genes. This interpretation accounts for more-accurate
genetic expression of various traits, and any dysregulation of the interactions, thus,
will result in genetic disease. For instance, monozygotic twins frequently demonstrate
slightly, but definitely distinguishing, disease susceptibility and physiological behav-
iors. For instance, a long CCTG expansion in intron 1 of the zinc finger protein-9 gene
has been correlated to type 2 myotonic dystrophy in one twin with a higher suscepti-
bility (2). Given that the expansion motif confers high affinity to certain RNA-binding
proteins, the interfering role of intron-derived expansion fragments remains to be eluci-
dated. Another more-established example, involving intronic expansion fragments in its
pathogenesis, is fragile X syndrome, which represents approx 30% of human inherited
mental retardation. Intronic CGG repeat (rCGG) expansion in the 5'-untranslated region
of the FMR1 gene is the causative mutation in 99% of individuals with fragile X syn-
drome (3). FMR1 encodes an RNA-binding protein, fragile X mental retardation pro-
tein, which is associated with polyribosome assembly in an RNP-dependent manner
and capable of suppressing translation through an RNAi-like pathway. Fragile X men-
tal retardation protein also contains a nuclear localization signal and a nuclear export
signal for shuttling certain mRNAs between the nucleus and cytoplasm (4). Jin et al.
proposed an RNAi-mediated methylation model in the CpG region of the FMR1 rCGG
expansion, which is targeted by a hairpin RNA derived from the 3'-untranslated region
of the FMR1 expanded allele transcript (3). The Dicer-processed hairpin RNA triggers
the formation of RNA-induced initiator of transcriptional gene silencing on the homol-
ogous rCGG sequences and leads to heterochromatin repression of the FMR1 locus.
These examples suggest that natural evolution gives rise to more complexity and more
variety of introns in higher animals and plants for coordinating their vast gene expres-
sion volumes and interactions; therefore, any dysregulation of miRNAs derived from
introns may lead to genetic diseases involving intronic expansion or deletion, such as
myotonic dystrophy and fragile X mental retardation.

Fig. 1. Structural preference of microRNA (miRNA)–miRNA* asymmetry in miRNA-induced
gene-silencing complex (miRISC) in vivo. (A) We demonstrated that only the � construct was
used in effective miRISC assembly. Because the miRNA is predicted to be complementary to
its target messenger RNA, the “antisense” (black bar) refers to the miRNA and the “sense”
(white bar) refers to its complementarity, miRNA*. (B) Two designed mature miRNA identities
were found only in the �-transfected zebrafish, namely miR-green fluorescent protein (EGFP)-
(280/302) and miR-EGFP(282/300). (C) In vivo gene-silencing efficacy was only observed in
the transfection of the � pre-miRNA construct, but not the � construct. Because the mixture
color of EGFP and red fluorescent protein (RGFP) displayed more red than green (as shown in
deep orange), the expression level of target EGFP (green) was significantly reduced in �, whereas
the miRNA indicator, RGFP (red), was evenly present in all vector transfections. A strong strand
selection was observed in favor of the 5'-stem-loop strand of the designed pre-miRNAs in RISC.
(D) Western blot analysis of protein expression levels confirmed the specific EGFP-silencing
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Fig. 1. (Continued) result of (C). No detectable gene silencing was observed in fish without
(Ctl) and with liposome only (Lipo) treatments. The transfection of either a U6-driven small
interfering RNA vector (siR) or an empty vector (Vctr) without the designed pre-miRNA insert
resulted in no gene-silencing significance.

To understand the diseases caused by dysregulation of intronic miRNAs, an artificial
expression system is needed to recreate the function and mechanism of the miRNA in
vivo. The same approach may be used to develop and test therapies for the disease.
Using artificial introns carrying hairpin-like pre-miRNA, we successfully generated
mature miRNA molecules with full function in triggering RNAi-like gene silencing in
zebrafish (5). We introduced hairpin-like pre-miRNAs into 2-wk-old zebrafish larvae
and successfully tested the processing and functional significance of different miRNA–
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miRNA* structures using an intronic miRNA-expressing system that was described pre-
viously (6, 7). The miRNA expression was driven by a cytomegalovirus IE promoter,
which has been well established as a viable approach for manipulation of gene expres-
sion in zebrafish (8). Based on conventional reasoning, the stem-loop structure located
in either end of the miRNA–miRNA* duplex should be equally cleaved by Dicer to
form small interfering RNA (siRNA); therefore, functional bias would not be observed
in the stem-loop. However, we unexpectedly observed different gene-silencing responses
when the transfection results from a pair of symmetric hairpin constructs between 5'-
miRNA*–stem-loop–miRNA-3' and 5'-miRNA–stem-loop–miRNA*-3' pre-miRNAs
were compared; both contained the same perfectly matched siRNA-like duplex stem
arm (shown in Fig. 1A). Different mature miRNAs were identified from the transfec-
tions of the pre-miRNAs, suggesting that the stem-loop structures of these pre-miRNAs
can affect Dicer recognition and result in different asymmetry of the siRNA-like stem-
arm construct. This type of asymmetry leads to strand selection of the mature miRNA
for effective RISC assembly.

To determine the structural preference of the hairpin pre-miRNAs, we isolated the
small RNAs in zebrafish using mirVana® miRNA isolation columns (Ambion, Austin,
TX) and precipitated all potential miRNAs complementary to the target green fluores-
cent protein (EGFP) region using latex beads containing the target RNA sequence. The
designed pre-miRNA constructs were directed against the target EGFP messenger RNA
sequence nucleotides 280–302 in the transgenic (UAS:gfp) zebrafish, of which, the
EGFP expression was constitutively driven by the β-actin promoter in almost all cell
types. As shown in Fig. 1B, two major miRNA identities were verified to be active
(gray-shading sequences). Because of the fast turn-over rate of small RNAs in vivo (9,
10), the shorter miR-EGFP(282/300) is likely to be a stably degraded form of the miR-
EGFP(280/302). The first 5'-cytosine (labeled by an asterisk) of the miR-EGFP(280/
302) was not included in the designed target region and probably provided by the origi-
nal intron sequence because the cytosine (C*) is the most adjacent nucleotide to the 5'-
end of the designed pre-miRNA structure in the intron. Because the effective miR-EGFP
(280/302) miRNA was detected only in the zebrafish transfected by the 5'-miRNA–stem-
loop–miRNA*-3' construct (�), the stem-loop of the construct �, rather than the con-
struct �, pre-miRNA is able to determine the correct antisense EGFP domain for micro-
RISC (miRISC) assembly. Because Dicer cleavage resulted in distinct mature miRNAs
from both pre-miRNA constructs (Fig. 2), switching the pre-miRNA stem-loop did not
affect the normal process of miRNA maturation; however, the resulting mature miRNAs
differed in orientation. One possibility for this preference is that the structure and/or
sequence of the stem-loop preferably facilitates miRNA maturation from one orienta-
tion over the other. Alternatively, the stem-loop may change the Dicer recognition and,
thus, may generate differently asymmetric profiles to the pre-miRNA stem arm. In either
case, the cleavage site of Dicer in the pre-miRNA stem arm determines the strand selec-
tion of a mature miRNA, and the pre-miRNA stem-loop likely functions as a determi-
nant for the recognition of the special cleavage site. Based on this proven principle of
the intronic pre-miRNA structures, we are now able to design correct and effective
pre-miRNA inserts for the intronic miRNA-expressing systems.
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Fig. 2. Bias of microRNA (miRNA)–miRNA* asymmetry in miRNA-induced gene-silencing
complex (miRISC) in vivo. Different preferences of RISC assembly were observed in the trans-
fections of 5'-miRNA*–stem-loop–miRNA-3' (�) and 5'-miRNA–stem-loop–miRNA*-3' (�)
pre-miRNA constructs in zebrafish, respectively. Based on the assembly rule of siRISC assem-
bly, the processing of both � and � pre-miRNAs should result in the same siRISC assembly;
however, the present experiments demonstrate that only the � construct was able to silence target
EGFP. An effective mature miRNA, namely miR-EGFP(280/302), was detected in the �-trans-
fected zebrafish directed against target EGFP, whereas transfection of the � construct produced
a different mature miRNA, miR*-EGFP(301/281), which was partially complementary to the miR-
EGFP(280/302) and possessed no gene-silencing effects on EGFP expression.

2. Materials
2.1. Small RNA Isolation
1. mirVana miRNA isolation kit (Ambion, Austin, TX).
2. Incubation chambers: 65ϒC and 4ϒC.
3. 1X Nuclease-free hybridization buffer: 100 mM KOAc, 30 mM HEPES-KOH, and 2 mM

MgOAc, pH 7.4 at 25ϒC (see Note 1).
4. Microcentrifuge: 17,900g (see Note 2).

2.2. Complementary Affinity Precipitation and Poly(A) Tailing
1. Synthetic 5'-fluorescein-linked oligonucleotides homologous to the target gene sequence

(Sigma-Genosys), e.g., as shown here, a synthetic anti-EGFP oligonucleotide 5'-fluorescein-
AGAAGATGGT GCGCTCCTGG A-3' (100 pmol/µL in diethylpyrocarbonate [DEPC]-
treated ddH2O).

2. Anti-fluorescein monoclonal antibody, biotin-conjugated (Invitrogen, Carlsbad, CA).
3. Streptavidin bead suspension (Invitrogen).
4. Incubation shaker: 25ϒC, 120 rpm.
5. Incubation chambers: 65ϒC and 4ϒC.
6. Microcentrifuge: 17,900g.
7. DEPC-treated H2O: Stir double distilled water with 0.1% DEPC for longer than 12 h and

autoclave twice at 120ϒC under approx 1.2 kgf/cm2 for 20 min.
8. RNA tailing: Poly(A) tailing kit (Ambion, Austin, TX).

2.3. Complementary DNA Generation and Polyacrylamide Gel
Purification
1. Oligo(dT)20 primer: 5'-dephosphorylated TTTTTTTTTT TTTTTTTTTT-3' (100 pmol/µL

in DEPC-treated ddH2O).
2. 100 U/µL SuperScript II MMLV reverse transcriptase and 5X reverse transcription buffer

(250 mM Tris-HCl, pH 8.3, 250 mM KCl, 15 mM MgCl2, and 10 mM dithiothreitol).
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3. Reverse transcription mix: 8 µL of DEPC-treated ddH2O, 6 µL of 5X reverse transcription
buffer, 2 µL of 10 mM deoxyribonucleoside triphosphate mix (10 mM each for deoxyade-
nosine triphosphate, deoxyguanosine triphosphate, deoxycytosine triphosphate, and
deoxythymidine triphosphate), 1 µL of 25 U/µL ribonuclease inhibitor, 2 µL of SuperScript
II MMLV reverse transcriptase; prepare the reaction mix just before use.

4. Incubation chambers: 94ϒC, 65ϒC, 42ϒC, and 4ϒC.
5. Electrophoresis system for polyacrylamide gel (Bio-Rad, Hercules, CA).
6. 15% Tris–borate–ethylenediaminetetraacetic acid/urea polyacrylamide gel for oligonucleo-

tides (Bio-Rad).
7. Mini whole gel eluter (Bio-Rad).

3. Methods

3.1 Small RNA Isolation
The small intracellular RNAs (fewer than 200 nucleotides) are isolated and collected

on a glass-fiber filter using the mirVana miRNA isolation kit. These small RNAs include
5S ribosomal RNA, transfer RNA, small nucleolar RNA (snoRNA), small nuclear
RNA, small mitochondrial noncoding RNA (smnRNA), miRNA, and probably siRNA.

1. Small RNA isolation: apply 100 to 107 cells to a mirVana miRNA isolation reaction, fol-
lowing the manufacturer’s protocol. Collect the final RNAs in 30 µL of 1X nuclease-free
hybridization buffer.

3.2. Complementary Affinity Precipitation and Poly(A) Tailing
Small RNAs complementary to the target sequence are recovered by binding to fluo-

rescein-linked target oligonucleotides and then precipitated by further binding to biotin-
conjugated anti-fluorescein monoclonal antibodies and streptavidin beads. The resulting
small RNAs are protected by adding poly(A) tails in their 3'-termini using Escherichia
coli poly(A) polymerase I.

1. Complementary annealing: add 2 µL of synthetic 5'-fluorescein-linked oligonucleotides
to the isolated small RNAs and mix well. Incubate the mixture in an incubation chamber at
65ϒC for 5 min, then transfer the mixture to an incubation shaker at 25ϒC for 30 min.

2. Precipitation: add 10 µL of the biotin-conjugated anti-fluorescein monoclonal antibodies
to the mixture and incubate in an incubation shaker at 25ϒC for 30 min. Add 10 µL of
streptavidin bead suspension to the mixture and continue to incubate in an incubation shaker
at 25ϒC for 30 min. Precipitate the bound RNAs by centrifugation at 17,900g for 10 min and
discard the supernatant. Dissolve the pellet in 10 µL of DEPC-treated ddH2O.

3. Poly(A) RNA tailing: add poly(A) tails to the 3'-termini of the purified RNAs using E.
coli poly(A) polymerase I, following the manufacturer’s suggestions.

4. Reaction stop: heat the reaction at 94ϒC for 2 min and cool on ice immediately. Precipitate
the beads by centrifugation at 17,900g for 10 min and transfer the supernatant to a clean new
tube.

3.3. Complementary DNA Generation
and Polyacrylamide Gel Purification

The starting material is approx 1 µg of the poly(A)-tailed small RNAs. The comple-
mentary DNAs are synthesized by reverse transcription from the poly(A)-tailed small
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RNAs with the oligo(dA) primer. The use of MMLV reverse transcriptase also adds a
short poly(dC) tail in the 3'-end of each cDNA sequence, which is used for DNA sequenc-
ing in conjunction with a poly(dG)10 primer.

1. Primer annealing: mix 10 µL of the RNA supernatant with 1 µL oligo(dT)20 primer, heat to
65ϒC for 5 min to minimize secondary structures, and cool on ice.

2. Complementary DNA (cDNA) synthesis: add 14 µL of the reverse transcriptase mix to the
hybrids, heat to 42ϒC for 20 min and cool on ice.

3. Denaturation of RNA–cDNA hybrids: heat the reaction at 94ϒC for 2 min and cool on ice
immediately.

4. Polyacrylamide gel electrophoresis: load and run the denatured cDNAs on a 15% Tris–
borate–ethylenediaminetetraacetic acid/urea gel and recover each cDNA band using the mini
whole gel eluter system, following the manufacturer’s suggestions. The cDNAs thus obtained
are ready for DNA sequencing using the poly(dG)10 primer. The resulting cDNA sequences
are perfectly complementary to the miRNAs, from which the cDNAs are reverse transcribed
(see Note 3).

4. Notes
1. Autoclave the 1X hybridization buffer twice at 120ϒC under approx 1.2 kgf/cm2 for 20 min.
2. Relative centrifugal force (RCF) (g) = (1.12 ↔ 10−5) (rpm)2r, where r is the radius in cen-

timeters measured from the center of the rotor to the middle of the spin column, and rpm
is the speed of the rotor in revolutions per minute.

3. Although most of the native pre-miRNAs contain mismatched areas in their stem arms, it
is not necessary for us to construct an imperfect paired stem arm to trigger RNAi-related
gene silencing. Previous studies have demonstrated that a mature miRNA can be generated
by placing a perfectly matched siRNA duplex in the miR-30 pre-miRNA structure (11, 12).
Furthermore, there are many genes not subjected to the regulation of native miRNAs, in
particular, EGFP, which can be otherwise silenced by intracellular transfection of the pre-
miRNA containing a perfectly matched stem-arm construct. Therefore, we define a mature
miRNA based on its biogenetic function and mechanism, rather than the structural comple-
mentarity of its precursor. In this view, any small hairpin RNA can be a pre-miRNA if a
mature miRNA is successfully processed from the small hairpin RNA and further assembled
into miRISC for target gene silencing.
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Summary

Transgenic animal models are valuable tools for testing gene functions and drug mecha-
nisms in vivo. They are also the best similitude of a human body for etiological and patho-
logical research of diseases. All pharmaceutically developed drugs must be proven safe
and effective in animals before approval by the Food and Drug Administration to be used
in clinical trials. To this end, the transgenic animal models of human diseases serve as a
front line for drug evaluation. However, there is currently no transgenic animal model for
microRNA (miRNA) research. miRNAs, small single-stranded regulatory RNAs capable
of silencing intracellular gene transcripts that contain either complete or partial com-
plementarity to the miRNAs, are useful for the design and development of new therapies
against cancer polymorphism and viral mutation. Recently, varieties of natural miRNAs
have been found to be derived from hairpin-like RNA precursors in almost all eukaryotes,
including yeast (Schizosaccharomyces pombe), plant (Arabidopsis), nematode (Cae-
norhabditis elegans), fly (Drosophila melanogaster), fish, mouse, and human, involving
intracellular defense against viral infections and regulation of certain gene expressions
during development. To facilitate the miRNA research in vivo, we have developed a state-
of-the-art transgenic strategy for silencing specific genes in zebrafish, chicken, and mouse,
using intronic miRNAs. By insertion of a hairpin-like pre-miRNA structure into the intron
region of a gene, we have found that mature miRNAs were successfully transcribed by
RNA polymerase (Pol)-II, coexpressed with the encoding gene transcript, and excised out
of the encoding gene transcript by natural RNA splicing and processing mechanisms. In
conjunction with retroviral transfection systems, the hairpin-like pre-miRNA construct was
further inserted into the intron of a cellular gene for tissue-specific expression regulated by
the gene promoter. Because the retroviral vectors were randomly integrated into the genome
of its host cell, the most effective transgenic animal can be selected and propagated to be a
stable transgenic line for future research. Here, we have shown for the first time that
transgene-like animal models were generated using the intronic miRNA-expressing system
described previously, which has been proven to be useful for both miRNA research and in
vivo evaluation of miRNA-associated target genes.

Key Words: MicroRNA (miRNA); RNA interference (RNAi); transgenic animal; type
II RNA polymerase (Pol II); RNA splicing; intron; embryonic development.
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1. Introduction
Conventional transgenic animal models rely on the use of antisense oligonucleotide

and dominant-negative technologies to generate loss-of-function mutants in vivo. Anti-
sense oligonucleotides complementary to a gene transcript (messenger RNA [mRNA])
directly bind to the mRNA and either degrade the target mRNA or suppress the trans-
lation of the gene; whereas dominant-negative methods generate defective proteins to
negatively compete with a targeted normal protein function. Both methods contain prob-
lems for transgenic animal research. Single-stranded antisense DNA or RNA, including
phosphothio-, methylthio-, and morpholino-oligonucleotides, are inefficient, effective
only for a short time, and usually require a pharmacological (nearly toxic) dosage to
be effective. However, dominant-negative proteins cannot completely eliminate nor-
mal protein function and frequently generate inconsistent results because of variable
cellular conditions. To circumvent these problems, recent approaches using RNA inter-
ference (RNAi) mechanisms provide a stable, effective, and highly specific alternative
(1, 2). RNAi is a posttranscriptional gene-silencing phenomenon triggered by small reg-
ulatory RNAs, such as small interfering RNA (siRNA) and miRNA (3, 4). These small
RNA molecules usually function as gene silencers, interfering with intracellular expres-
sion of genes complementary to the small RNAs. miRNAs, small single-stranded regu-
latory RNAs capable of interfering with intracellular mRNAs that contain either com-
plete or partial complementarity, are useful for the design of new therapies against
cancer polymorphism and viral mutation (1, 4). This flexible characteristic is different
from double-stranded siRNAs because a much more rigid complementarity is required
for siRNA-induced RNAi gene silencing. Currently, varieties of natural miRNAs have
been found to be derived from hairpin-like RNA precursors in almost all eukaryotes,
including yeast (Schizosaccharomyces pombe), plant (Arabidopsis spp.), nematode
(Caenorhabditis elegans), fly (Drosophila melanogaster), fish (Danio rerio), avian,
mouse, and human, and have been found to be involved in intracellular defense against
viral infections and regulation of life-essential gene expressions during development
(5–15). Because of these advantages, we used miRNA as a tool for transgenic animal
research.

Most protein-coding genes are transcribed by Pol II, which is very inefficient in gen-
erating short RNA sequences of fewer than 100 nucleotides (nt); thus, the minimal
mRNA size in eukaryotes is usually greater than 300 nt (16, 17). To generate the short
transcripts of siRNA (19–23 bp), current vector-based RNAi systems used Pol III pro-
moters to transcribe the siRNA. The application of Pol III-directed siRNA-expressing
vectors has been found to offer better efficacy and stability for RNAi induction in many
cell lines in vitro (2, 18–20); nevertheless, several in vivo studies (21, 22) using the Pol
III-mediated siRNA system have failed to provide tissue-specific effectiveness in the
targeted cell population because of the ubiquitous existence of Pol III activity in almost
all cell types. Moreover, because the read-through effect of Pol III frequently occurs
on a short transcription template if lacking the proper codon termination, long siRNA
could be synthesized and cause unexpected cytotoxicity (23, 24). Such a problem can
also result from the competitive conflict between the Pol III promoter and another viral
promoter of the vector (i.e., long terminal repeat and cytomegalovirus promoters).
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Furthermore, Sledz et al. and we have noted that high-dose siRNA (e.g., >250 nM in
human T-cells) can trigger interferon-induced toxicity similar to that of long double-
stranded RNA (dsRNA) (25, 26). It is known that interferon-induced double-stranded
RNA-dependent protein kinase (PKR) can trigger cell apoptosis, whereas activation
of the interferon-induced 2',5'-oligoadenylate synthetase system leads to extensive
nonspecific cleavage of single-stranded RNAs (i.e., mRNAs) (27). Both the protein
kinase R and 2',5'-oligoadenylate synthetase systems contain dsRNA-binding motifs
that are highly conserved for binding to dsRNAs, but these motifs are relatively insen-
sitive to single-stranded RNAs. Because miRNAs are single-stranded RNA molecules,
a Pol II-mediated miRNA generation system provides a much safer and less toxic means
for both in vitro and in vivo applications of gene regulation (28). These findings indicate
the advantages of Pol II-mediated intronic miRNA generation and its related gene regula-
tion, which can be used as a tool for analysis of gene functions, improvement of current
RNAi technology, and development of gene-specific therapeutics and transgenic animals.

We are the first research group to discover the biogenesis of miRNA-like precursors
(pre-miRNAs) from the 5'-proximal intron regions of primary gene transcripts (pre-
mRNAs) produced by the mammalian Pol II (29) (Fig. 1A). Depending on the promoter
of the miRNA-encoded gene transcript, intronic miRNA is coexpressed with its encod-
ing gene in the specific cell population, which activates the promoter and expresses the
gene. Using artificial introns carrying pre-miRNA structures, we have successfully gen-
erated mature miRNA molecules with full function in triggering RNAi-related gene
silencing in human prostate cancer (LNCaP), human cervical cancer (HeLa), and rat
neuronal stem cell lines in vitro, and in zebrafish in vivo (29, 30). The artificial intron
(SpRNAi) was placed in a mutated HcRed1 red fluorescent membrane protein (RGFP)
gene to form a recombined SpRNAi–RGFP gene cassette, in which the functional fluo-
rescent structure was disrupted by the intron insertion. Therefore, we were able to deter-
mine the occurrence of intron splicing and miRNA maturation through the appearance
of red fluorescent emission on the cell membranes. The red RGFP here serves as a
visual indicator for the generation of intronic miRNAs. This intron-derived miRNA sys-
tem is activated under the control of specific Pol II promoters. As shown in Fig. 1B, after
Pol II RNA processing and splicing excision, some of the intron-derived miRNA frag-
ments form mature miRNAs and effectively silence the target genes through the RNAi
mechanism, whereas the exons of the encoding gene transcript are ligated together to
form a mature mRNA for protein synthesis (e.g., RGFP). Based on this miRNA genera-
tion model, we have tested various pre-miRNA constructs, and observed that the pro-
duction of intron-derived miRNA fragments originated from the 5'-proximity of the
intron sequence between the 5'-splice site and the branching point. These miRNAs were
able to trigger strong suppression of genes possessing more than 70% complementarity
to the miRNA sequences, whereas nonhomologous miRNAs, i.e., an empty intron with-
out the pre-miRNA insert, an intron with an off-target miRNA insert (negative control),
and a splicing-defective intron, showed no silencing effects on the targeted gene. Simi-
lar results can be reproduced in the zebrafish directed against target enhanced green
fluorescent protein (EGFP) expression (Fig. 1C), indicating the consistent preservation
of the intronic miRNA biogenesis system in vertebrates. Further, no effect was detected
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Fig. 1. Biogenesis and function of intronic microRNAs (miRNAs). (A) The native intronic
miRNA is cotranscribed with a precursor (pre)-messenger RNA (mRNA) by Pol II and cleaved
out of the pre-mRNA by the RNA splicing machinery, the spliceosome. The spliced intron with
hairpin-like secondary structures is further processed into mature miRNAs capable of trigger-
ing RNA interference (RNAi) effects, whereas the ligated exons become a mature mRNA for
protein synthesis. (B) We designed an artificial intron containing pre-miRNA, namely SpRNAi,
mimicking the biogenesis processes of the native intronic miRNAs. (C) When a designed miR-
EGFP(280/302)–stem-loop RNA construct was tested in the EGFP-expressing transgenic (UAS:
gfp) zebrafish, we detected a strong RNAi effect only on the target EGFP (lane 4). No detectable
gene-silencing effect was observed in other lanes. From left to right: 1, blank vector control (Ctl);
2, miRNA–stem-loop targeting human immunodeficiency virus-p24 (mock); 3, miRNA without
stem-loop (anti); and 5, stem-loop–miRNA* complementary to the miR-EGFP(280/302) sequence
(miR*). The off-target genes, such as vector red fluorescent membrane protein (RGFP) and fish
actin were not affected, indicating the high target specificity of miRNA-mediated gene silenc-
ing. (D) Three different miR-EGFP(280/302) expression systems were tested for miRNA bio-
genesis. From left to right: 1, vector expressing intron-free RGFP, no pre-miRNA insert; 2, vector
expressing RGFP with an intronic 5'-miRNA–stem-loop–miRNA*-3' insert; and 3, vector simi-
lar to the construct in lane 2, but with a defected 5'-splice site in the intron. In Northern blot
analysis probing the miR-EGFP(280/302) sequence, the mature miRNA was released only from
the spliced intron that resulted from the vector construct in lane 2 in the cell cytoplasm.

on off-target genes, such as RGFP and β-actin, suggesting the high specificity of miRNA-
directed RNAi. We have confirmed the identity of the intron-derived miRNAs, which
were approx 18- to 25-nt, approximately similar to the newly identified intronic miRNAs
in C. elegans (31). Moreover, the intronic small RNAs isolated by guanidinium-chloride
ultracentrifugation can elicit strong, but short-term gene-silencing effects on the homol-
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ogous genes in transfected cells, indicating their temporary RNAi effects (1). Thus, the
long-term (>1 mo) gene-silencing effect that we observed in vivo, using the Pol II-medi-
ated intronic miRNA system, is likely maintained by constitutive miRNA production
from the vector rather than the from stability of the miRNAs.

We have successfully tested the feasibility of localized gene silencing in chicken
embryos in vivo using the intronic miRNA approach and discovered that the interac-
tion between pre-mRNA and genomic DNA may be essential for the miRNA biogene-
sis. The in vivo model of chicken embryos has been widely used in the research of
developmental biology, signal transduction, and flu vaccine development. As an exam-
ple, the β-catenin gene was selected because it plays a critical role in biological devel-
opment and ontogenesis (32). β-Catenin is known to be involved in the growth control
of skin and liver tissues in chicken embryos. The loss-of-function of β-catenin is lethal
in many transgenic animals. As shown in Fig. 2, experimental results demonstrated
that the miRNAs derived from a predesigned intronic pre-miRNA construct transfected
in the cell nucleus were capable of inhibiting β-catenin gene expression in the liver
and skin of developing chicken embryos. This is because of the mechanism by which
the intronic miRNA generation relies on a coupled interaction of nascent Pol II-directed
pre-mRNA transcription and intron excision occurring proximal to genomic perichro-
matin fibrils. This observation also indicates that the pre-mRNA–genomic DNA recom-
bination may facilitate new miRNA generation by Pol II RNA excision for relatively
long-term gene silencing. Alternatively, Pol II may function as an RNA-dependent RNA
polymerase for producing more siRNAs, because mammalian Pol II has been reported
to possess RNA-dependent RNA polymerase activities (33, 34). Taken together, the
data suggest that Pol II-mediated RNA generation and excision is involved in intronic
miRNA biogenesis, resulting in single-stranded small RNAs of approx 20 nt, compara-
ble to the general sizes of Dicer-processed miRNAs frequently observed in the regula-
tions of numerous developmental events.

To examine the transgenic model of intronic miRNAs, we transfected chicken em-
bryos with the SpRNAi–RGFP construct containing a hairpin anti-β-catenin pre-miRNA
structure, which was directed against the protein-coding region of the chicken β-catenin
gene sequence (NM205081) with perfect complementarity. A perfectly complementary
miRNA theoretically directs target-mRNA degradation more efficiently than translational
repression. Using embryonic day 3 chicken embryos, a dose of 25 nM of the SpRNAi–
RGFP construct was injected into the body region close to where the liver primordia
would form (Fig. 2A). For efficient delivery into target tissues, the construct was mixed
with the FuGENE liposomal transfection reagent (Roche Biomedicals, Indianapolis, IN).
A 10% (v/v) fast green solution was concurrently added during the injection as a dye
indicator. The mixtures were injected into the ventral side, near the liver primordia,
below the heart, using heat-pulled capillary needles. After injection, the embryonic
eggs were sealed with sterilized scotch tape and incubated in a humidified incubator at
39°C to 40°C until day 12, when the embryos were examined and photographed under a
dissection microscope. Several malformations were observed, however the embryos sur-
vived and there was no visible overt toxicity or overall perturbation of embryo develop-
ment. The liver was the closest organ to the injection site and, thus, was most dramatically
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affected in its phenotypes. Other regions, particularly the skin close to the injection
site, were also affected by the diffused miRNA effects. As shown in Fig. 2B, Northern
blot analysis detecting the target β-catenin mRNA expression in the dissected livers
showed that β-catenin expression in the wild-type livers remained normal (lanes 1–3),

Fig. 2. In vivo gene-silencing effects of anti-β-catenin miRNA and anti-noggin miRNA on
special organ development in embryonic chicken. (A) The intronic miRNA-expressing construct
and fast green dye mixtures were injected into the chicken embryos near the liver primordia
below the heart. (B) Northern blots of extracted RNAs from chicken embryonic livers with
(lanes 1–3) and without (lanes 4–6) anti-β-catenin miRNA treatments were shown. All three
knockouts (KO) showed a greater than 98% silencing effect on β-catenin mRNA expression but
housekeeping genes, such as glyceraldehyde phosphate dehydrogenase, was not affected. (C)
Liver formation of the β-catenin KOs was significantly hindered (upper right two panels). Micro-
scopic examination revealed a loose structure of hepatocytes, indicating the loss of cell–cell
adhesion caused by breaks in adherins junctions formed between β-catenin and cell membrane
E-cadherin in early liver development. In severely affected regions, feather growth in the skin
close to the injection area was also inhibited (lower right two panels). Immunohistochemistry
for β-catenin protein expression (brown) showed a significant decrease in the feather follicle
sheaths. H&E, hematoxylin and eosin staining. (D) The lower beak development was increased
by the mandible injection of the anti-noggin pre-miRNA construct (lower panel) in comparison
with the wild type (upper panel). Right panels show bone (alizarin red) and cartilage (alcian
blue) staining to demonstrate the outgrowth of bone tissues in the lower beak of the noggin
KO. Northern blot analysis (insets) confirmed a 60 to 65% decrease of noggin mRNA expres-
sion in the lower beak area.
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whereas those of the miRNA-treated samples was decreased dramatically (lanes 4–6).
The miRNA-silencing effect degraded more than 98% of β-catenin mRNA expression
in the embryonic chicken, but had no influence on the housekeeping gene, glyceralde-
hyde phosphate dehydrogenase (GAPDH) expression, indicating its high target speci-
ficity and very limited interferon-related cytotoxicity in vivo.

After 10 d of primordial injection with the anti-β-catenin pre-miRNA construct, the
embryonic chicken livers showed an enlarged and engorged first lobe, but the sizes of
the second and third lobes of the livers were dramatically decreased (Fig. 2C). Histo-
logical sections of normal livers showed hepatic cords and sinusoidal space with few
blood cells. In the anti-β-catenin miRNA-treated embryos, the general architecture of
the hepatic cells in lobes 2 and 3 remained unchanged; however, there were islands of
abnormal regions in lobe 1. The endothelium development seemed to be defective, and
blood leaked outside of the blood vessels. Abnormal types of hematopoietic cells were
also observed between the space of hepatocytes, particularly dominated by a popula-
tion of small cells with round nuclei and scanty cytoplasm. In severely affected regions,
hepatocytes were disrupted (Fig. 2C, insets) and the diffused miRNA effect further
inhibited the feather growth in the skin area close to the injection site. The results dis-
cussed in Subheading 4.1. showed that the anti-β-catenin miRNA was very effective in
knocking out the targeted gene expression at a very low dose and was effective during a
long period of time (⊕10 d). Furthermore, the miRNA gene-silencing effect seemed to
be very specific, because off-target organs seemed to be normal, indicating that the small,
single-stranded composition of miRNA used possessed no overt toxicity. In another
attempt to silencing noggin expression in the mandible beak area using the same approach
(Fig. 2D), it was observed that an enlarged lower beak morphology was reminiscent of
the previously reported bone morphogenetic protein (BMP)-4-overexpressing chicken
embryos (35, 36). Skeleton staining showed the outgrowth of bone and cartilage tissues
in the injected mandible area (Fig. 2D, right panels), and Northern blot analysis further
confirmed that approx 60% of noggin mRNA expression was knocked out in this region
(insets). Because BMP4, a member of the transforming growth factor-β superfamily, is
known to promote bone development and noggin is an antagonist of BMP2/4/7 genes,
it is not surprising to discover that our miRNA-mediated noggin knockouts created a
morphological change resembling the BMP4-overexpression results previously reported
in chicken and other avian models. Thus, the gene silencing in chicken by the pre-
miRNA transfection presents a great potential of localized transgene-like approach in
creating animal models for developmental biology research.

To test the intronic miRNA effect on adult mammals (Fig. 3), we used the vector-
based miRNA delivery approach, as previously reported in zebrafish. Patched albino
(white) skins of melanin-knockout mice (W-9 black) were created by a succession of
intracutaneous transduction of 50 µg of anti-tyrosinase (Tyr) pre-miRNA construct for 4
d (total, 200 µg). Tyr, a type I membrane protein and a copper-containing enzyme,
catalyzes the critical and rate-limiting step of tyrosine hydroxylation in the biosynthesis
of melanin (black pigment) in skins and hair. After a 13-d incubation, the expression of
melanin was blocked because a loss of its intermediates resulted from the anti-Tyr miRNA-
silencing effect. Contrarily, the blank control and the U6-directed siRNA-transfected
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mice presented normal skin color (black), indicating that the loss of melanin is specifi-
cally effective in the miRNA transfections. Moreover, Northern blot analysis using
RNA–polymerase chain reaction-amplified mRNAs from hair follicles showed a 76.1
± 5.3% reduction of Tyr expression 2-d after the miRNA transfection, consistent with
the immunohistochemistry results from the same skin area, whereas mild, nonspecific
degradation of common gene transcripts was detected in the siRNA-transfected skins
(seen from smearing patterns of both the housekeeping control, GAPDH, and target Tyr
mRNAs). Thus, the results show that use of intronic miRNA vectors provides a power-
ful new strategy for in vivo gene therapy, potentially for melanoma treatment. Under the
same dosage, the miRNA transfections did not cause a detectable cytotoxicity effect,
whereas the induced siRNA transfections showed nonspecific mRNA degradation, as

Fig. 3. In vivo effects of anti-tyrosinase (Tyr) microRNA (miRNA) on the mouse pigment
production of local skins. Transfection of the miRNA induced strong gene silencing of Tyr
messenger RNA (mRNA) expression but not housekeeping glyceraldehyde phosphate dehydro-
genase (GAPDH) expression, whereas expression of U6-directed small interfering RNA (siRNA)
triggered mild nonspecific RNA degradation of both Tyr and GAPDH gene transcripts. Because
Tyr is an essential enzyme for black pigment melanin production, the success of gene silencing
can be observed by a significant loss of the black color in mouse hairs. The red circles indicate
the location of intracutaneous injections. Northern blot analysis of Tyr mRNA expression in local
hair follicles confirmed the effectiveness and specificity of the miRNA-mediated gene-silencing
effects (insets).
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previously reported (25, 26). This underscores the fact that the miRNA is effective even
under in vivo systems, without the side effects of dsRNA. The results also indicate that
this gene-silencing effect is stable and efficient in knocking down the target gene expres-
sion during a relatively long period, because the hair regrowth required at least a 10-d
recovery. Further, it was observed that nontargeted skin hairs seemed normal, which
implies that the intronic miRNA composition possess high specificity and no overt
toxicity. Thus, the intronic miRNA approach offers relatively long-term, effective, and
safe gene manipulation in local animal tissues or organs, preventing the lethal effects of
certain genes in the conventional transgenic animal model.

To date, more than 135 miRNAs have been identified as highly conserved between
mammals and other animals (37). This may be an underestimate because the informa-
tion on unknown 3'-untranslated region sequences in both genomes, nonuntranslated
region targets in the internal regions of gene transcripts, and new ortholog annotation,
such as intronic miRNAs, were not considered. Approximately 10 to 30% of a spliced
intron is exported into the cytoplasm, with moderate half-lives (38). Several types of
intronic miRNA have been identified in C. elegans, mouse, and human genomes (29,
31, 37). Therefore, it is understandable that the current miRNA computing programs do
not fully predict the potential miRNA-like molecules. The finding of intronic miRNAs
has opened new avenues for predicting miRNA varieties. Although there may be more
than one type of new miRNAs to be identified and many new parameters to be gener-
ated from different miRNAs, the similarities and differences among these different
types of miRNAs will provide better understanding of the small regulatory RNA world.
Indeed, a broader definition for various miRNAs in different animal species is needed.

2. Materials

2.1. Preparation of Pre-miRNA Inserts
1. Sense pre-miRNA sequence: 5'-GTCCGATCGTC ATCAAGTCAGCTTGGGTTGCCA TCA

AGAGAT TGGCAACCCAAGCTGACTTGAT CGACGCGTCAT-3' (100 pmol/µL in auto-
claved ddH2O).

2. Antisense pre-miRNA sequence: 5'-ATGACGCGTCG ATCAAGTCAGCTTGGGTTGCCA
ATCTCTTGA TGGCAACCCAAGCTGACTTGAT ACGATCGGAC-3' (100 pmol/µL in
autoclaved ddH2O).

3. 2X Hybridization buffer: 200 mM KOAc, 60 mM HEPES-KOH, and 4 mM MgOAc, pH
7.4 at 25ϒC.

4. Incubation chambers: 94ϒC, 65ϒC, and 4ϒC.

2.2. Change of Pre-miRNA Inserts Located
in the SpRNAi–RGFP Gene Cassette
1. SpRNAi–RGFP gene vector (University of Southern California File #3443).
2. 10X H buffer: 500 mM Tris-HCl, pH 7.5 at 37ϒC, 1 M NaCl, 100 mM MgCl2, and 10 mM

dithiothreitol (DTT).
3. Restriction enzymes, including PuvI and MluI (5 U/µL for each enzyme).
4. PuvI/MluI digestion reaction mix: 12 µL autoclaved ddH2O, 4 µL of 10X H buffer, 2 µL

PuvI, and 2 µL MluI; prepare the reaction mix just before use.
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5. 10X ligation buffer: 660 mM Tris-HCl, pH 7.5 at 20ϒC, 50 mM MgCl2, 50 mM DTT, and
10 mM adenosine triphosphate (ATP).

6. 5 U/µL T4 DNA ligase.
7. Ligation reaction mix: 4 µL autoclaved ddH2O, 4 µL of 10X ligation buffer, and 2 µL T4

ligase; prepare the reaction mix just before use.
8. Incubation chambers: 65ϒC, 37ϒC, and 16ϒC.
9. 1% agarose gel electrophoresis.

10. Gel extraction kit (Qiagen, Valencia, CA).
11. Low-salt Luria-Bertani (LB) culture broth.
12. Expand cloning kit (Roche Diagnostics, Indianapolis, IN).
13. DH5α transformation-competent Escherichia coli cells (Roche).
14. 10X MgSO4 solution: 1 M MgSO4.
15. 1X CaCl2 solution: 0.1 M CaCl2.
16. 10X Glucose solution: 1 M glucose.
17. Incubation chambers: 42ϒC and 4ϒC.
18. Incubation shaker: 37ϒC, 285 rpm vortex.
19. Luria-Bertani agar plate containing 50 µg/mL kanamycin.
20. Spin Miniprep kit (Qiagen).
21. Microcentrifuge: 17,900g.

2.3. Cloning of the SpRNAi–RGFP Gene Cassette Into a Viral Vector
1. Retroviral vector: e.g., replication-competent avian sarcoma virus (RCAS) vector.
2. 10X H buffer: 500 mM Tris-HCl, pH 7.5 at 37ϒC, 1 M NaCl, 100 mM MgCl2, and 10 mM

DTT.
3. Restriction enzymes, including XhoI and XbaI.
4. XhoI/XbaI digestion reaction mix: 2 µL autoclaved ddH2O, 4 µL of 10X H buffer, 2 µL

XhoI, and 2 µL XbaI; prepare the reaction mix just before use.
5. 10X ligation buffer: 660 mM Tris-HCl, pH 7.5 at 20ϒC, 50 mM MgCl2, 50 mM DTT, and

10 mM ATP.
6. 5 U/µL T4 DNA ligase.
7. Ligation reaction mix: 4 µL autoclaved ddH2O, 4 µL of 10X ligation buffer, and 2 µL T4

ligase; prepare the reaction mix just before use.

2.4. Viral Packaging and Titer Quantitation
1. Serum-free RPMI-1640 cell culture medium.
2. FuGENE transfection reagent (Roche).
3. Chicken embryonic fibroblast cell culture.
4. Cell culture incubator.
5. Lentivirus purification kit (Cell Biolabs).
6. Microcentrifuge: 17,900g.

3. Methods

3.1. Preparation of Pre-miRNA Inserts
The intronic pre-miRNA insert is formed by hybridization of the sense and antisense

pre-miRNA sequences, which are synthesized to be perfectly complementary to each
other. Both of the SpRNAi sequences must be purified by polyacrylamide gel electro-
phoresis before use and stored at −20ϒC.
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1. Hybridization: mix the sense and antisense pre-miRNA sequences (5 µL for each sequence)
in 10 µL of 2X hybridization buffer, heat to 94ϒC for 3 min, and cool to 65ϒC for 10 min.
Stop the reaction on ice.

3.2. Change of Pre-miRNA Inserts Located
in the SpRNAi–RGFP Gene Cassette

Because the intronic insert region of the SpRNAi–RGFP vector is flanked with a PvuI
and an MluI restriction site at its 5' and 3' ends, respectively, the primary pre-miRNA
insert can be easily removed and replaced by various gene-specific inserts (e.g., anti-
EGFP) possessing cohesive ends (see Note 1).

1. Cleavage by MluI and PvuI: add the PuvI/MluI digestion reaction mix to the 20 µL of
SpRNAi–RGFP vector and the pre-miRNA hybrid, respectively. Incubate the reaction at
37ϒC for 4 h and stop the reaction on ice.

2. Purification of MluI and PvuI-digested sequences: load and run the reactions in 1% agar-
ose gel electrophoresis and cut out the MluI- and PvuI-digested SpRNAi–RGFP sequence
and the pre-miRNA fragment, respectively, using a clean surgical blade. Recover the two
oligonucleotide sequences in one tube of 30 µL autoclaved ddH2O, using the gel extrac-
tion column and following the manufacturer’s suggestions.

3. Ligation: add the ligation reaction mix to the extraction. Incubate the reaction at 16ϒC for
16 h and stop the reaction on ice.

4. Plasmid amplification: transfect the ligation product into the DH5α transformation-compe-
tent E. coli cells using the expand cloning kit and following the manufacturer’s suggestions.

5. Plasmid recovery: isolate and collect the amplified SpRNAi–RGFP plasmid from the DH5α
transformation-competent E. coli cells into a tube of 30 µL autoclaved ddH2O, using a spin
Miniprep filter and following the manufacturer’s suggestions (see Note 2).

3.3. Cloning of the SpRNAi–RGFP Gene Cassette Into a Viral Vector
To express the SpRNAi–RGFP gene in chicken embryos, transfer the SpRNAi–RGFP

gene cassette from the pHcRed1-N1/1 plasmid vector to the RCAS vector. Because the
functional fluorescent structure of HcRed is disrupted by the SpRNAi intron insertion,
one can determine the occurrence of intron splicing and miRNA maturation through
the appearance of red fluorescent RGFP emission on the cell membranes. The RGFP
protein also serves as a quantitative marker for measuring the titer activity of the pre-
miRNA-expressing RCAS virus using flow cytometry. This intron-derived miRNA
system is activated under the control of the Xenopus elongation factor 1-α enhancer
promoter located in the RCAS vector.

1. Cleavage by XhoI and XbaI: add the XhoI/XbaI digestion reaction mix to the pHcRed1-
N1/1 plasmid vector containing an SpRNAi–RGFP gene cassette and the RCAS retroviral
vector, respectively. Incubate both of the reactions at 37ϒC for 4 h and stop the reactions
on ice.

2. Purification of XhoI/XbaI-digested sequences: load and run the reactions in 1% agarose gel
electrophoresis and cut out the XhoI/XbaI-digested SpRNAi–RGFP sequence and the large
RCAS fragment, respectively, using a clean surgical blade. Recover the two oligonucleo-
tide sequences in one tube of 30 µL autoclaved ddH2O using the gel extraction column and
following the manufacturer’s suggestions.
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3. Ligation: add the ligation reaction mix to the extraction. Incubate the reaction at 16ϒC for
16 h and stop the reaction on ice.

3.4. Viral Packaging and Titer Quantitation
To increase transfection efficiency, we use liposomal reagents to facilitate the deliv-

ery of the SpRNAi–RGFP vector into the packaging cells.

1. Preparation of FuGENE: add 6 µL of the FuGENE reagent into 100 µL of RPMI-1640
medium in a clean tube and gently mix the solution, following the manufacturer’s sugges-
tions. Add 20 µg (in less than 50 µL) of the SpRNAi–RGFP vector into the liposomal
dilution and gently mix the solution, following the manufacturer’s suggestions. Store the
mixture at 4ϒC for 30 min.

2. Transfection: add the mixture into the center of the chicken embryonic fibroblast cell
culture and gently mix the cell culture medium. Culture the transfected cells in a cell cul-
ture incubator at 37ϒC and 5% CO2 for 48 to 72 h.

3. Purification of viral particles: harvest and concentrate the viral particles from the medium
suspension using a lentivirus purification filter, following the manufacturer’s protocol (see
Note 3).

4. Notes
1. The synthetic pre-miRNA sequences that we show here are directed against the 5'-coding

region of the chicken β-catenin gene sequence (NM205081, sense 110–131 nt) with per-
fect complementarity. The principal rule for designing an intronic pre-miRNA insert is to
synthesize two mutually complementary oligonucleotides, including one 5'-GTCCGATC
GTC, 19- to 27-nt antisense target gene sequence—TCAAGAGAT (stem-loop)—19- to
27-nt sense target gene sequence, CGACGCGTCAT-3'; and another 5'-ATGACGGTCG,
19- to 27-nt antisense target gene sequence—ATCTCTTGA (stem-loop)—19- to 27-nt sense
target gene sequence, GACGATCGGAC-3'. The hybridization of these two oligonucleo-
tide sequences forms the intronic pre-miRNA insert, which contains a 5'-PuvI and a 3'-Mlu1
restriction site for further ligation into the intron region of an SpRNAi–RGFP gene cassette.
All synthetic oligonucleotides must be purified by polyacrylamide gel electrophoresis to
ensure their highest purity and integrity.

2. The sequence of the final SpRNAi–RGFP gene cassette and its pre-miRNA insert must be
confirmed by DNA sequencing.

3. The RGFP protein can serve as a quantitative marker for measuring the titer levels of the
pre-miRNA-expressing RCAS virus using either flow cytometry or the lentivirus quantita-
tion kit (Cell Biolabs). The RGFP-specific monoclonal antibody can be purchased from
BD Biosciences (Palo Alto, CA).
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Summary

MicroRNAs (miRNAs) form a large class of small regulatory RNAs in eukaryotes.
Although they share a common processing pathway and certain structural features, in gen-
eral, there is no detectable sequence similarity among miRNAs from a given organism. On
the other hand, many miRNAs are members of a family of a few, often very similar, para-
logs. It is, thus, of interest to trace the evolutionary history of individual miRNAs, to iden-
tify the timing of gene duplications, and to study relationships between the histories of
different miRNA families. Some miRNAs are transcribed from polycistronic primary tran-
scripts. In these cases, we will study the evolution of entire clusters.

Key Words: MicroRNA; noncoding RNA; clusters; molecular evolution; gene phylogeny.

1. Introduction

1.1. General Features of miRNAs
MicroRNAs form an abundant class of small, noncoding RNAs (ncRNAs). The

mature sequences, of 22 nucleotides (nt) in length, are excised from approx 70- to 100-
nt-long precursors (pre-miRNA), which fold into stem-loop structures required for the
maturation process. First, the nuclear ribonuclease III, Drosha, cuts off the pre-miRNAs
from longer primary precursors, and the pre-miRNAs are exported to the cytoplasm
via the Exportin-5 pathway. The cytoplasmic ribonuclease III, Dicer, then excises the
mature miRNA, which binds to its target sites in messenger RNA (mRNA) or DNA.

There are two major evolutionary constraints on miRNA genes:

1. The mature sequence must recognize its target and, thus, keep its sequence unchanged.
Otherwise, the target sequence would have to coevolve. Because miRNAs are believed to
target multiple genes, this scenario of coevolution becomes less likely, at least for miRNAs
with high numbers of different target genes.

2. Maturation of miRNAs requires a stem-loop fold of the pre-miRNA. Mutations in one arm
of the pre-miRNA can be compensated by subsequent changes in the other arm of the
imperfect stem.
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Thus, miRNAs show sufficient variation to provide phylogenetic signals. Neverthe-
less, high sequence conservation allows detection of homologous genes across genomes
by simple basic local alignment search tool (BLAST) searches and subsequent valida-
tion by determining the secondary structure and selecting for stem-loops.

Figure 1A shows the multiple sequence alignment of mir-19b-2 precursors of vari-
ous vertebrates reflecting the discussed constraints. The mature sequence remains almost
unchanged.

1.2. miRNA Detection and Validation
The two properties listed in Subheading 1.1. make it relatively simple to detect miRNA

genes using comparative genomics. Such an approach is implemented, e.g., in the pro-
grams MiRscan (1) and miRseeker (2). Furthermore, miRNAs can be detected based
on their increased thermodynamic stability. Randfold (3) compares the minimum
free energy (mfe) structures of a sequence with those inferred from those obtained by
randomly shuffling the original sequence. miRNAs exhibit significant lower mfe struc-
tures indicated by p-values of less than 0.05. miRNAs in plants, in contrast to animals,
usually function by binding complementary to their target mRNAs. Thus, plant miRNAs
can be found by extracting those hairpin structures that contain sequence motifs comple-
mentary to an mRNA (3–5).

However, in this chapter, we do not focus on the discovery of novel miRNA families.
To study the phylogeny of miRNAs, we need methods to find additional members of
a miRNA family with at least one known member. As we shall see, this can be achieved
by more or less straightforward application of blastn (6). A recent paper (7) shows
that erpin can be used effectively to discover distant relatives of a given miRNA
family. In contrast to blast, which performs searches based on sequence information
alone, erpin searches a combination of sequence and secondary structure patterns
(8). Once a number of candidate sequences have been identified, standard methods for
computing multiple sequence alignments, in particular clustalw (9), can be used
(see ref. 10 for a description in the same series).

RNA secondary structures play an important role in miRNA bioinformatics because
(1) the pre-miRNAs have characteristic hairpin structures and (2) miRNAs are usually
significantly more stable than randomized sequences with the same base composition.
miRNA candidates that have been identified based on sequence similarities can, there-
fore, be validated by checking their secondary structure and, possibly, also their ther-
modynamic stability.

RNA secondary structure calculations are based on a relatively simple dynamic pro-
gramming approach that is described in detail, e.g., in ref. 11. Two software packages,

Fig. 1. (Opposite page) The prediction of RNA consensus secondary structures using
RNAalifold requires a multiple sequence alignment in Clustalw format. Such alignment
can be viewed using ClustalX (A). The mature miRNA in this alignment of several mir-19b-
2 homologs is indicated by a run of asterisks in the more 3' half of the sequences. The conven-
tional presentation of a secondary structure (B) is also shown as a dot plot (C) and a mountain
plot (D). The basepair probabilities correspond to the intensity of the dots and bars, respectively.
The darker they appear, the more likely a base pair is formed.
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which are equivalent in their basic functions, are frequently used: mfold (12,13) and
the Vienna RNA Package (14). The latter package also contains methods for deal-
ing with alignments of RNA sequences, a feature that provides a convenient way of vali-
dating miRNA candidates. RNAalifold (15) computes the most stable structure that
can be formed by a group of aligned sequences. It uses the same dynamic programming
approach as the folding of a single sequence and averages the energetic contribution of
each sequence. If a family of related RNA sequences folds into a common RNA struc-
ture, RNAalifold will predict this structure with an energy close to the average fold-
ing energy of each individual sequence. If the sequences do not fold into a common
structure, however, RNAalifold returns, at most, the few base pairs that can be formed
simultaneously by all of the aligned sequences, i.e., a structure that is nearly unfolded.

1.3. Phylogenetic Analysis
miRNA gene phylogenies are not special among molecular phylogenies. Thus, stan-

dard methods of phylogeny reconstruction can be used. Here, we use the phylip pack-
age (16) (see ref. 17 for a detailed description in this series). As is the case for all
RNAs that have evolutionarily conserved RNAs, the two sides of a stem do not evolve
independently. This is also particularly true for ribosomal RNAs. We can, however,
neglect this effect here, because the mature miRNA is almost absolutely conserved
and, hence, does not contribute to distances or parsimony scores.

One problem with the reconstruction of phylogenetic relationships from short nucleic
acid sequences is that the quality of the sequence alignments rapidly declines when
the pair-wise sequence identity falls below 50 or 60%. The precursor sequences of
paralogous miRNAs are often below this threshold. One possibility to obtain informa-
tion on the oldest nodes in the gene phylogenies is to use pair-wise similarity measures
that do not depend on multiple sequence alignments.

In ref. 18, we introduced an approach that uses the significance of pair-wise sequence
alignments as a measure of similarity. The method works as follows: the identity score
s(I,J) for the pair-wise alignment of two precursor miRNAs, I and J, is computed using
the fast approximate Wilbur-Lipman algorithm (19), which is implemented in the pair-
wise alignment step of the clustalw program. The mean score, m, and the variance,
v, are estimated from a sample of 1000 alignments pairs of sequences that are obtained
by randomly shuffling I and J. The z-score:

z(I, J) = [s(I, J) − m] /  v

is a good statistical measure for relatedness of I and J. If the score distribution of the
alignments were known, we could convert the z-score directly into a p-value. In prac-
tice, z-values smaller than, say, 2, indicate that I and J have no statistically significant
sequence similarities, whereas much large values of z imply significant relatedness.

The z-score values are then used in a standard weighted pair group method using
arithmetic averaging (WPGMA) clustering procedure. The result of the clustering algo-
rithm, in turn, is a tree, in which we are interested only in the old nodes, i.e., those with
relatively small z-scores. Individual clusters (subtrees) within this tree are analyzed in
the conventional way (using multiple sequence alignments). The complete gene phy-
logeny is then combined from the results of the two methods.

—
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1.4. Typographical Conventions
a. Constant width font is used for program names, variable names, and other literal

text, such as input and output in the terminal window.
b. Lines starting with a “#” within a literal text block are commands. You should type the

text following the # into your terminal window, finishing by pressing return. (The # sig-
nifies the command line prompt, which may look different on your system).

c. All other lines within a literal text block are the output from the command that was typed.

2. Materials

2.1. miRNA Databases
Several ncRNA databases emerged during the past years. For miRNAs, miRBase

(20) is the most used. It has two aims: a searchable database of published miRNAs and
a so-called “gene hunter.” New unpublished miRNAs can be uploaded and will be
integrated into the database after publication. This strategy provides a stringent nomen-
clature and, furthermore, the possibility of renaming genes.

MicroRNAs from miRBase can be downloaded either from the ftp site (recommended)
or via the web interface. Mature as well as precursor sequences are available in fasta
format. The genome positions refer to the University of California, Santa Cruz genome
browser (21), in which a separate miRNA track is available.

Another rich source for miRNAs is the noncode database (22), but this registry does
not contain a specific miRNA section. Nevertheless, the ncRNAs are assigned to process
function classes, providing information regarding their biological functions.

2.2. Genome Databases
The current genome database of choice is definitely the University of California,

Santa Cruz database. It serves both classic biologists as well as bioinformaticians. For
the selection of genomes available, a large amount of information and genome annota-
tion is provided, even in machine-readable form. Other genomes might be found, e.g.,
at the National Center for Biotechnology Information (23), Ensembl (24), the Depart-
ment of Energy Joint Genome Institute (25), and a variety of sequencing centers.

2.3. Software
The Vienna RNA Package v1.5beta contains a variety of programs, including

RNAfold, RNAalifold, and RNALfold for RNA secondary structure prediction.
The C code, libraries, and Perl modules, as well as a compiled version running under
Windows can be downloaded from our web page (26). Furthermore, a web interface is
available for sequences of a maximum of 4000 bp (mfe only) or 3000 bp (pair prob-
abilities). A detailed tutorial on the usage of the Vienna RNA Package can be found
in ref. 27. In this chapter, we use the National Center for Biotechnology Information
BLAST algorithm v2.2.6 (28). ClustalW (29) and ClustalX (30) are available on
the internet, including online manuals (31,32). The phylip package (33) and docu-
mentation (34), as well as NJ-Plot (35), are also freely available. All programs run
on several platforms. A test version of randfold (3) is ready for download (36). Our
z-scoring can be provided by Andrea Tanzer on request (at@tbi.univie.ac.at.).
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3. Methods

3.1. Installation of Software
For all programs needed, the documentation provides proper installation instruc-

tions. We exclusively use a Linux/UNIX environment for our bioinformatics com-
putations. We strongly recommend this for three reasons:

1. Linux is much cheaper than the alternatives.
2. After an initial (admittedly a bit steep) learning curve, using the command line is much

more efficient than graphical user interfaces, and powerful scripting languages allow one
to automate much of the procedure described in this chapter.

3. Most importantly, most of the more specialized software, i.e., many of the methods that
are not already available as web services, are developed in a UNIX environment. In many
cases, MS Windows and Mac versions are available as well, or can at least be compiled
from the source files for different operating systems. Nevertheless, most of these programs
have only command line interfaces.

Mac users: the new Mac OS X has a UNIX-style operating system underneath the
aqua user interface, hence, you can work on it similar to a Linux box. However, most
of the development environment is not installed by default, but the Xcode tools and
X11 can be found on the Mac OS X installation CD.

Windows users: the cygwin package (37) provides a fairly complete development
environment for MS Windows, including UNIX-style terminals running the usual com-
mand shell programs. This software can be used instead of a generic UNIX operating
system. All examples described in this chapter should work without changes in this
environment. Note, however, that programs need to be compiled from the source files,
downloading Linux binaries will not work (see Note 1).

3.2. Setting Up Databases
Each genome database should be placed in a separate directory. To create blastable

databases, go to the directory and type:

# formatdb −o T −p F −i db.fa −l db.log

where db.fa is your fasta file containing the genomic sequence. For large database
files, see Note 2.

3.3. Detection of Homologous miRNAs

3.3.1. BLAST Searches
To begin, choose a precursor miRNA from miRBase or obtain a sequence of interest

in fasta format. Here, we describe the procedure for detection of homologs of the human
miRNA-17 cluster located on the chromosome X (HsX-17cl) in the genome of the frog
Xenopus tropicalis. You can also search for single miRNAs. The file HsX-17cl.fa is a
multi fasta file consisting of five miRNAs. Xt.fa contains the X. tropicalis genome
(JGI v3; January 2005).

BLAST this sequence against your genome database:

# blastall −p blastn −d Xt.fa −i HsX-17cl.fa −e 1e-2 −m8
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Output:

Hs1-20 scaffold_212 100.00 22 0 0 9 30 656642 656663 0.005 44.1
HsX-18 scaffold_212 88.73 71 8 0 1 71 656753 656823 3e-13 77.8
HsX-20 scaffold_212 100.00 26 0 0 7 32 656918 656943 2e-05 52.0
HsX-19b-2 scaffold_212 96.67 30 1 0 59 88 657067 657096 3e-05 52.0

HsX-92-2 scaffold_212 100.00 28 0 0 44 71 657197 657224 1e-06 56.0

Usually, the BLAST alignments will generally not cover the entire length of the
pre-miRNA. This can be compensated for by extending the blast intervals accord-
ingly. For example, only the sequence positions 7 to 32 of HsX-20 match scaffold 212.
Thus, we have to extract positions 656918 − 7 + 1 = 656912 to 656943 + (71 − 32) =
656982, where 71 is the length of HsX-20. For our example, we compute the follow-
ing approximate coordinates for the Xenopus candidates:

XtX-106aA 656634 656704 scaffold_212
XtX-18A 656753 656823 scaffold_212
XtX-20A 656912 656982 scaffold_212
XtX-19b-2A 657009 657103 scaffold_212
XtX-92-2A 657154 657228 scaffold_212

Next, we retrieve these subsequences from the genomic sequence:

# fastacmd −d Xt.fa −s scaffold_212 −S 1 −L 657009,657103 −l 150
> XtX-cand.fa

Output:

>lcl|scaffold_212:657009-657103 No definition line found
GGTGACTATAGATACCTGCTCCTGTCAGTTTAGCTGGTTTGCATCAGCTGACTATTGTGCTGTG
CAAATCCATGCAAAACTGACTGTGGCTGGGA

You should also think of some preliminary nomenclature for your sequences, e.g.,
Xt-19b-2A for candidate 1 of hsa-mir-19b-2 found in X. tropicalis. The first
10 characters have to be unique because some programs accept names of this length
and truncate longer names. Any text editor can be used to insert a new name into the
fasta file just after the >.

Repeat the procedure for all genomes of interest. For distantly related species, you
may want to adjust the BLAST parameters (see Note 3).

3.3.2. Validation of Primary miRNA Candidates
For each miRNA of the cluster, perform a multiple sequence alignment of all can-

didates using ClustalW, e.g., all mir-19b-2 genes. It will produce an alignment file,
.aln, and a guide tree file, .dnd. Using ClustalW is described in ref. 10.

# clustalw all-19b-2.fa

View the alignment with ClustalX

# clustalx all-19b-2.aln

The sequence of the mature miRNA should be conserved across different species
and, thus, appear as a conserved block of approx 20 nt in the alignment (Fig. 1A).
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ClustalX indicates conserved positions by asterisks. Those candidates that do not con-
tain this conserved block should be removed and further tested, as described in Note 4.

Now we are ready to perform some RNA secondary structure predictions. First, let
us calculate the mfe consensus structure of all candidates:
# RNAalifold -p -noLP < all-19b-2.aln

__CAUUGCUACUUACAAUUAGUUUUG_CAGGUUUGCAGUUCAGCGUAUAUGUGAAUAUAUGGCUGUGCAAAUCCAUGCAAAACUGAUUGUGAUAAUG__

. . . . . . . . . . . ( ( ( ( ( ( ( ( ( ( ( ( ( ( ( . ( ( ( ( ( ( ( ( ( ( . . . ( ( ( ( . . . ( ( ( ( (  . . . . ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) . . ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) . . . . . . . (-22.51 = -23.27 + 0.76)

. . . . . . . . . . . , ( ( ( ( ( ( ( ( ( ( ( ( ( ( . ( ( ( ( ( ( ( ( ( { . . . ( ( ( ( . , , ( ( (  ,  . . . . , )  )  ) ) } ) ) ) ) } ) ) ) ) ) ) ) . .  ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ) ,  . . . . . . . [-24.53]

 frequency of mfe structure in ensemble 0.0377992

RNAalifold produces three files. The secondary structure is drawn in alirna.ps (Fig.
1B). alifold.out is a plain text file containing information regarding each plausible
pair, ranked by credibility. Each line lists the paired bases i and j, the number of incom-
patible sequences, the predicted probability, an entropy measure, and the basepair types
occurring at this position. The dot plot (Fig. 1C) alidot.ps represents these data. Each
possible pair (i, j) is represented by a dot in row i and column j, with area proportional
to its probability and color representing sequence variation.

To produce another representation, called mountain plot (Fig. 1D), run cmount.pl
contained in the Alidot package:

# cmount.pl < alidot.ps > alimount.ps

If you do not get a stem-loop structure, see Note 4.
In addition to the shape and conservation of the secondary structure, Randfold

(3) uses the thermodynamic stability for validation of miRNA candidates (see Subhead-
ing 1.2.).
# randfold −d XtX-cand.fa 1000
Xt1-92-1 -36.00 0.000999
Xt1-19b-1 -39.00 0.000999
[...]
Xt3-93 -40.10 0.000999
Xt3-25 -43.50 0.001998

Here p = 0.000999 is the (very small) fraction of randomized sequences that have a
folding energy smaller than the actual miRNA candidate. The -d flag refers to dinucle-
otide shuffling, and 1000 is the sample size, i.e., the number of randomized sequences
used. All X. tropicalis miRNA candidates show p-values of less than 0.01 and, thus,
are considered putative miRNAs.

This test cannot by itself validate miRNA candidates. However, the overwhelming
majority of miRNAs exhibit very small p-values. Therefore, it is worthwhile to use
this test, particularly if the sequence similarity is low.

3.4. Phylogenetic Analysis
After a set of candidate miRNAs has been detected, phylogenetic analysis is per-

formed. The phylip package is described in detail in ref. 17.

3.4.1. Z-Scoring
Our z-scoring procedure (18) (see Subheading 1.3.) reads multisequence fasta files

and produces a diagonal matrix of z-scores for all pairs of sequences.
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# alall2.pl < all_cand.fa > all_cand.zscore

In principle, any program for constructing trees from distance matrices will be suit-
able for drawing the corresponding z-score tree, e.g., Cluster (38). We use one of our
programs, which converts the z-scoring results into a tree in postscript format.

The z-scoring tree for all members of the mir-17 clusters is shown in Fig. 2. For
explanation of the unusual directions of some of the branches see Note 5a.

3.5. Reconstructing the Evolutionary History
Reconstructing the evolutionary history is the most tricky part for those who are

not familiar with reading phylogenetic trees. Thus, we will explain in detail how to
reconstruct the evolutionary history of the mir-17 cluster based on the z-scoring tree.

3.5.1. Evolution of Subgroups
Reading the z-scoring tree (Fig. 2) from the top to the bottom shows that the whole

cluster falls into three groups: groups 19, 92, and 17. Thus, we propose that the ancient
cluster consisted of three miRNAs. Group 92 is the only one possessing homologs in
invertebrates.

Let us now go through the tree from left to right and within each group from top to
bottom:

1. Group 19: duplication of mir-19 led to 19a and 19b. After the first cluster duplication,
both clusters contained 19a and 19b, because 19a remains in the third cluster of teleost
fishes. After the second cluster duplication, 19a was deleted in cluster 2 and later also lost
in the tetrapod cluster 3 (Fig. 3).

2. Group 92: mir-25 arose during the first cluster duplication, mir-92-1, and mir-92-2 during
the second. No individual gene duplications were detected for this group.

3. Group 17: the history for this group could not be resolved unambiguously because is it is
governed by a series of individual gene duplications and subsequent loss of genes. How-
ever, the following scenario might be the most plausible one: mir-18 arose during the first
duplication of the ancestral mir-17, and mir-93 arose during a subsequent duplication.
After the first cluster duplication, mir-93 was deleted from cluster 1 and mir-18 from the
other cluster. After the first cluster duplication, mir-20 resulted from another duplication
of mir-17.

3.5.2. Putting the Story Together
Next, we have to take into account that the individual clusters reside on different

chromosomes, that miRNAs appear in a certain order within clusters, and that group
17 interleaves with group 19. Taken together, the cluster underwent three duplica-
tions. The first duplication resulted in type I and type II clusters, the second duplica-
tion in type IAa and type IB clusters. The resulting scenario is shown in Fig. 4.

The evolutionary history, however, has to be consistent with the tree of life. To con-
firm the results, perform a phylogenetic analysis of whole clusters using Neighbor-
joining. A detailed description of the whole phylip package can be found in this
series (17).

Type I and type II clusters split early in evolution. Thus, we will analyze them
separately. We produce a phylip infile as follows: align all homologous miRNAs (all
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mir-17/106a, mir-18, mir-20, mir-19a, mir-19b, mir-92, mir-106b, mir-25, and mir-
93). For those species in which a homolog could not be detected, enter a line of gaps.
Make sure that the order of sequences is the same for all multiple alignments. Next,
concatenate the alignments, add a header containing the number of clusters and the
length of the entire cluster (which is the length of the concatenated sequences), and

Fig. 2. Phylogeny of miRNAs of mir-17 clusters using z-scoring. The reconstruction of the
evolutionary history (Fig. 4) of this subgroup of miRNAs is based on this tree.
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Fig. 3. The reconstruction of the evolutionary history of group 19 miRNAs (A) is based on
the z-scoring tree (B). Hs1-mir17 was chosen as the outgroup. For details, see text in Subhead-
ing 3.5.1.
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remove all lines with asterisks and all sequence names except for the first block (mir-
17). Rename the first alignment block with the abbreviation for the species and clusters,
e.g., Hs1. Cross-check the file against the possible infiles for phylip (see Note 5b).
Next, run Neighbor-joining with 1000 bootstrap replicates.

Both, the neighbor-joining trees of type I (Fig. 5A) and type II clusters (Fig. 5B)
clearly reproduce the species tree. Thus, we may consider our reconstruction of the evo-
lutionary history of the mir-17 clusters as plausible (see Note 6).

3.6. Overview
Figure 6 summarizes the procedures described in Subheading 3.3. This outline,

however, might serve as a scaffold for an analysis. In some cases, distinct steps might
require several repeats and optimizations of parameters until they produce useful results.
Distantly related sequences, for instance, are more difficult to detect, and, thus, BLAST
parameters have to be adjusted such that a sufficient but still feasible amount of candi-
dates is obtained. Furthermore, additional and alternative programs may be used.

Fig. 4. Based on the z-scoring tree in Fig. 2, the evolutionary history of the mir-17 clusters
found in several tetrapods was reconstructed. Starting from an ancient cluster of only three genes,
a series of duplications of individual miRNAs as well as whole clusters led to the current situ-
ation found in recent tetrapods and teleost fish. The miRNAs of each cluster can be assigned to
one of three groups corresponding to the ancient mir-17, mir-19, and mir-92. (Revised from
ref. 18.)
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4. Notes
1. Setting up programs and databases. Windows and Mac users beware: whenever you edit

a file using a word processor (such as MS Word), you must save the file as plain text, not
in the word processor’s native file format. Otherwise, your file will also contain the word
processor’s formatting information, which makes it unintelligible to the analysis software,
which inevitably expects plain text as input.

2. Setting up databases. Large databases files often come in compressed form. To run the
blast program you need not unzip the database files. The following command will create
a BLASTable database (see Subheading 3.2.), leaving the original file unchanged:

# zcat db.fa.gz | formatdb −o T −p F −i stdin −l db.log −n db

3. BLAST searches. In general, BLAST hits with E-values greater than 10−2 will not return
reliable miRNA candidates (Subheading 3.3.1.) In those cases in which species are dis-
tantly related, say mouse and nematode, you might want to be less restrictive. There is no
general recipe for such cases, rather, try to get as many hits as possible and filter during
subsequent alignment and folding steps.

4. Validation of primary miRNA candidates. The miRNA candidates that do not contain the con-
served mature miRNA block of approx 20 nt (see Subheading 3.3.2.) are folded individually.

Fig. 5. Neighbor-joining tree of (A) type I and (B) type II clusters. Bootstrap values are
indicated at major branches. The phylogeny of the whole clusters reconstructs the species tree
and, thus, proves the correctness of the evolutionary history shown in Fig. 4. Trees were drawn
using njplot.
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Fig. 6. Overview of methods used in the procedures in this chapter.

In case the consensus structure did not result in a stem-loop, just do the same. RNAfold
reads single or multiple fasta files.

# RNAfold −d2 −noLP < candX.fa
Those that do possess a stem-loop structure are added to the candidate file, cand.fa, others
are discarded. In distantly related species, the mature miRNA might simply have intro-
duced compensatory mutations allowing GU/GC pairs such that the miRNA:target duplex
structure remains unchanged.

5. Phylogenetic analysis
a. Z-Scoring. Because z-scoring is based on a sampling method, negative branch length

might occur (Subheading 3.4.1.). In this case, the branches appear in opposite direc-
tions (see Hs1-19a and Mm-19a in Fig. 2B). For very similar sequences I and J, s(I,J),
s(I,I), and s(J,J) have very similar values. Therefore, sampling errors for the means and
variances may lead to small negative differences, z(I,J) − z(I,I).

b. Neighbor-joining. The most prominent reason for errors when running the phylip
package were incorrect infiles (see Subheading 3.5.2.). Make sure that the number
and length of sequences given in the header are correct and that the individual names
are not longer than 10 characters. The manual included in the package provides very
good examples of various input formats.

6. Reconstructing the evolutionary history. The last step of the analysis described in Subhead-
ing 3.5., however, requires a little intuition. The trees resulting from phylogenetic analysis hardly
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ever reflect an unambiguous evolutionary history, especially when there are duplications
and deletions of individual genes as well as whole clusters.

The most trivial reason for this observation is, of course, the incompleteness and criti-
cal quality of available genome data. Several mammalian genomes have been sequenced
thus far, the same holds for teleost fishes. Most other phyla are represented in genome data-
bases by only one species, if at all. Such missing links can complicate or disable phyloge-
netic reconstructions.

Sequencing errors such as a short stretch of unassigned bases within a sequence or an
additional base in a run of As or Ts might cause tremendous changes in the phylogenetic
tree. GgX-19b-2, for instance, shows evidence of such errors in explaining the unexpected
position within group 92. Furthermore, the boundaries of miRNA precursors have not yet
been defined. We adjust the length of our miRNA candidates to those of the known homo-
logs used for BLAST searches. This step might be optimized with future knowledge.

Last, but not least, the procedure described in this chapter will serve to describe one of
a multitude of possible scenarios of evolutionary events.
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Summary

The discoveries of microRNAs (miRNAs), a class of noncoding RNAs that can regulate
gene expression by translational repression, have opened a new avenue on gene modulation
in mammalian cells. Conceivably, this highly effective method of modulation of gene expres-
sion would be exploited for numerous prospectives, including human, therapeutics. This
chapter offers some perspective, with emphasis on areas that can be further developed.

Key Words: Development; aging; evolution; cancer; gene–gene interaction; gene–
environment interaction; addiction; neurological disease; physiology; immune response.

1. Introduction
1. Apart from the obvious perspective of obtaining a molecular understanding of miRNA as

listed next, this chapter will focus on potential future perspectives and future directions in
miRNA research.
a. Protein composition of RNA-induced silencing complex (RISC).
b. Role of the components of RISC in miRNA gene silencing in vivo.
c. Mechanism by which the maturation of miRNA takes place and how it is regulated.
d. Cytoplasmic factors that affect the maturation of miRNAs.
e. How different primary miRNAs are cleaved into precursor miRNA in the cell nucleus.
f. Means of recognition of primary miRNAs for transport out of the nucleus.
g. Transcription of native miRNAs, the degradation rate of the mature miRNAs.
h. Role of miRNA in DNA/RNA methylation in the inactivation of chromosomes.
i. Biological or molecular methods to identify and test new native miRNAs and their

functions.
j. Generation of a genuine miRNA library.

2. Despite the large body of information available regarding RNA silencing pathways, impor-
tant questions remain unanswered. Issues such as the total number of endogenous targets
of small interfering RNAs and miRNAs in the genome, or the amount of crosstalk between
the different manifestations of RNA silencing, are currently being addressed and might
yet reveal further surprises.
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Sequencing of the human and several animal genomes has provided new genetic insights
into the predispositions for and causes of human diseases, which may lead to new treatments
for patients. The discovery and elaboration of a new class of RNA genes, miRNAs, has pro-
vided a tool for determining functional significance of the genes that have been sequenced.
Furthermore, miRNAs also offer new opportunities for the regulation of gene function
and a probable role in many other yet-to-be-discovered physiological and pathological
challenges to the human genome.

2. miRNA and Biological Manifestation
2.1. Gene–Gene and Gene–Environment Interactions

Organisms, including human beings, frequently demonstrate complex quantitative
traits. During day-in/day-out adaptation to the environment and during the course of
evolution, frequent and continuous gene–gene and gene–environment interactions take
place. miRNA genes are most suitable for studying gene–gene and gene–environment
interactions in human and animal models. Furthermore, miRNA genes with positive
and negative effects on a particular phenotype will certainly be identified in the near
future. Each of these miRNA genes will need to be evaluated in relation to potential
regulators of the protein-coding gene and environmental modulators in physiological
and pharmacogenetic models. Understanding the molecular physiology of such miRNA
gene effects is likely to lead to treatments that are more specific, and to allow the selec-
tion of more appropriate and effective treatment options against diseases.

2.1.1. Normal Physiological and Behavioral Function
is a Result of Gene–Gene and Gene–Environment Interactions

In any particular phase of life, genetic factors explain approx 70% of the variance
in a particular phenotype after adjustment for major modulatory and regulatory factors.
Hormonal factors, diet, and lifestyle interact with those genetic factors over time. For
example, the episodic secretion of gonadotropin-releasing hormone (GnRH) is crucial
for fertility, but the cellular mechanisms and network properties generating GnRH pulses
are not well understood. This intermittent hormonal signal is thought to reflect the
action of a population of synchronized neuronal oscillators, which release a periodic
pulse of hormone into the pituitary portal blood. The effects of gene–gene and gene–
environment interactions on this neuronal oscillator have not been explored. With the
advent of the miRNA era, it is reasonable to hypothesize that miRNAs fine-tune num-
erous physiological events of such a nature to maintain a dynamic homeostasis. For
instance, the intraneuronal oscillator mechanism itself, interneuronal synchronization
of the GnRH population, or even the circadian rhythm in GnRH release, are all possi-
ble targets of miRNA modulation. Future studies should focus on the identification of
miRNAs that modulate burst firing and calcium oscillations, elucidate the roles of
miRNAs identified in minute-to-minute intracellular rhythm generation (and in longer
period oscillations, i.e., circadian rhythmicity in GnRH release), as well as in the net-
work interactions among protein-coding and miRNA genes that play a crucial role in
intercellular synchronization.

Numerous physiological homeostasis events can be studied in similar fashion to
determine the role of to-be-identified miRNAs in minute-by-minute fine-tuning of the
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physiological functions in numerous temporal domains, from milliseconds to years in
duration. Another example is our understanding of blood pressure. The search for the
genetic basis of hypertension has generated a large number of candidate genes, together
with some previously known genes closely associated with various facets of hyperten-
sion; indicating potentially quantitative trait loci in people who are susceptible to hyper-
tension. However, this abundance of information can not pinpoint the means by which
normal blood pressure is maintained. Indeed, a single protein-coding gene or genes can-
not account for the minute-to-minute oscillation of blood pressure, let alone its regula-
tion on a 24-h time base. It is highly likely that the temporal modulation of blood pres-
sure requires polygenic miRNA-mediated fine-tuning of numerous protein-coding genes.

2.1.2. Neurological Disease Is a Result
of Gene–Gene and Gene–Environment Interaction

Many neurological diseases, including neurodegenerative disorders, tumors, and reti-
nal disease are potentially a result of gene–gene and gene–environment interaction. It
is a great challenge to identify appropriate gene targets in diseases, their modulatory
genes (miRNAs), and the biological parameters that determine safe, precise, and effec-
tive delivery of functional miRNA-based therapeutic molecules within the unique envi-
ronment of the nervous system (1, 2).

There is increasing evidence to indicate that miRNAs might play a role in many neu-
rological diseases. An excellent example of neurological disease linked to miRNAs is
fragile X mental retardation, which is caused by absence or mutations of the fragile X
mental retardation protein (FMRP). dFMR1, the Drosophila homolog of FMRP, is a
component of Drosophila RISCs/miRNP (3). FMRP is known to repress the transla-
tion of specific messenger RNAs, and the identification of dFMR1 in RISCs might indi-
cate that miRNAs direct dFMR1 against messenger RNAs whose translation must be
controlled during the normal development of the nervous system. Another example is
the miR-224 gene, which is located within the minimal candidate region of two differ-
ent neurological diseases: early onset parkinsonism and X-linked mental retardation.
As yet, these data are preliminary, but do suggest fertile ground for future studies.

Another example is hereditary spastic paraplegias, a group of neurodegenerative dis-
orders caused by mutations in the spastin gene, which encodes an AAA+ adenosine
triphosphatase related to the microtubule-severing protein, katanin. A Drosophila homo-
log of spastin (D-spastin) was identified recently, and D-spastin RNA interference (RNAi)-
treated or genetic null flies show neurological defects, with protein overexpression
decreasing the density of cellular microtubules. It was observed that D-spastin, similar
to katanin, displays ATPase activity and uses energy from ATP hydrolysis to sever and
disassemble microtubules; disease mutations abolish or partially interfere with these
activities (4).

2.1.3. Addiction Is a Result of Gene–Gene
and Gene–Environment Interactions

Some complex behaviors are likely to be influenced by various genes, environmen-
tal factors, and gene–gene and gene–environment interactions. Increasing evidence
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indicates that brain regions (e.g., nucleus accumbens) and genes (dopamine receptors)
are associated with addiction. The factors increasing the risk for initiation and contin-
uation of substance use and abuse have been identified. Twin and adoption studies are
increasing our understanding of the complex mechanisms involved in substance abuse,
including comorbidity and gene–environment interactions. Conceivably, miRNA stud-
ies and the understanding of the interactions between miRNAs and protein-coding
genes may speed our comprehension of the complex processes involved in drug abuse
and addiction. Therefore, a rigorous understanding of both gene–gene and gene–envi-
ronment interactions will be required to interpret genetic influences on drug addiction
and dependence (5).

Indeed, a miRNA-like approach has been used to silence genes associated with drug
addiction. As has been previously described, the double-stranded RNA that generate
numerous small interfering RNAs and short hairpin RNA are particular forms of miRNA.
A tetraspanin, CD81, is induced in the mesolimbic dopaminergic pathway after cocaine
administration. Silencing endogenous CD81 in vivo, using short hairpin RNA targeted
against this gene, resulted in a significant decrease in chronic cocaine-stimulated loco-
motor activity (6). Certainly, miRNA research may lead to novel treatment strategies,
particularly in high-risk populations, such as cocaine users and alcoholics (7).

2.1.4. Immune Response Is a Result
of Gene–Gene and Gene–Environment Interaction

Asthma is a poorly understood complex trait for which genetic predisposition is fun-
damental in disease etiology. Unraveling the genetic etiology is complicated by the
tremendous influences of the environment and genetic interaction over disease expres-
sion. Parent of origin effects have been observed in a number of population studies on
asthma. The primary focus is to evaluate the current approaches used in identifying the
interrelationship between: (1) certain environmental factors (e.g., allergen exposure
and maternal inheritance) and genetic susceptibility to asthma and its associated pheno-
types, and (2) candidate genes in chromosomal regions that have been linked to asthma
and atopy in ongoing molecular genetics studies.

2.1.5. Cancer Is a Result of Gene–Gene and Gene–Environment Interaction
Increasing evidence indicates that dysregulation of miRNAs, including miR15 and

miR16, let-7, and mi-155/BIC, is associated with certain types of cancer (8–12). It is
likely that gene–miRNA interactions play an important role in cancer. Given that can-
cer develops through the continuous accumulation and selection of genetic and epigene-
tic alterations, allowing cells to survive, replicate, and establish a proliferative profile
abnormally resistant to apoptosis, many genetic components may be involved in such
complicated networks. miRNAs may open a new avenue for better understanding of the
control of cancer. miRNAs may not control the big decisions in cancer initiation, devel-
opment, and metastasis, but, rather, function to fine-tune tissue homeostasis for nor-
mal cell growth. Such regulatory networks consist of miRNAs, which regulate genome
structure and gene expression at many levels, and protein-coding genes in a network
of regulatory interactions at the RNA level. A new logic for the genetic control of com-
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plex processes in cancer formation must be seriously considered, and it is reasonable
to predict that newly identified miRNAs will be associated with the regulatory mecha-
nisms of cell proliferation, apoptosis, migration, and angiogenesis.

2.2. Neuroregulation of Immune Responses
There is an explosion of information regarding expression and action of cytokines

in the immune response in the brain. For instance, inflammation and neurodegenera-
tion characterize multiple sclerosis, as well as many other diseases of the central nervous
system (CNS) (13). The understanding of the molecular pathways that regulate these
processes is of fundamental importance for the development of new therapies. Neural
lesion paradigms in animals can serve as important tools to dissect central features of
human CNS disease. Such models have led to the identification of certain key regula-
tors. However, our knowledge of how neuroregulation of the immune responses, the
process of neurodegeneration, and CNS inflammation are regulated on a genomic level
is very limited. Such knowledge may be essential to unravel disease mechanisms.

Genome-wide mapping of certain phenotypes in experimental conditions has iden-
tified several quantitative trait loci that control cell death, lymphocyte accumulation,
and the action of microglia. Hopefully, this approach may lead to the identification of
critical genes involved in several human CNS diseases (14). For instance, transform-
ing growth factor-β1 and interleukin-10 gene expression is upregulated in more than a
dozen central and peripheral diseases/disorders. The patterns of specific expression of
cytokines differ in these diseases. These cytokines are produced by and act on both
neurons and glial cells. How they interact with each other in the absence of inflamma-
tion in the brain to maintain homeostasis can be studied with the aid of miRNAs. The
possible therapeutic potential of critical protein-coding genes in the CNS will stimulate
research aimed at the role of such genes in regulation of neuroimmunological networks
in the brain.

Several neurotrophic factors are expressed in patients suffering from AIDS dementia
complex (15). Nerve growth factor (NGF) immunoreactivity was found in perivascular
areas and was colocalized with infiltrating macrophages, whereas intense basic fibro-
blast growth factor (bFGF) immunoreactivity was found in cells with a characteristic
astrocytic morphology. The cellular heterogeneity of these findings suggest that a com-
plex neuroimmunomodulatory network consisting of both growth factors and miRNAs
may be the critical feature.

2.3. Evolution and miRNA-Mediated Protein-Coding Gene Expression
The first miRNA was described in worm embryonic morphogenesis. Subsequently,

the miRNA modulatory function was found to be highly conserved in various species,
including humans. It is logical to speculate that miRNAs are involved in the process of
evolution via the fine-tuning of protein-coding genes in development.

One phenomenon which may make it difficult to compare gene expression in em-
bryos of different species is heterochrony—a change in developmental timing during
evolution. Although the same protein-coding genes are involved in pattern formation
in various species, the timing of their expression can affect the intermediate stages of
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embryonic development. The heterochrony of gene expression in embryos could give
important insights into evolutionary and developmental mechanisms (16), particularly
if it is mediated through the action of miRNAs.

It has been suggested that much of the midbrain and hindbrain, as well as the cranio-
facial structures, are newly acquired in the evolution of vertebrates, and do not use the
more ancient Antp-like homeogenes (17). It is highly likely that these tissues have a
different group or groups of spatially specific transcriptional regulators. These regula-
tors or modulators could be protein-coding and/or miRNA genes. Genetic changes in
developmental mechanisms during the evolutionary time course may start with a very
few genotypes which, via gene–miRNA modulation, produce heterogeneous pheno-
types as multiple types of embryos. Within these emergent processes, gene networks
and protein-coding gene cascades link the genotype with morphogenetic units (cellu-
lar modules, namely germ layers, embryonic fields, or cellular condensations), whereas
epigenetic processes, such as miRNA-modulated embryonic induction, tissue interac-
tion, and functional integration, link morphogenetic units to the phenotypes (18).

Theoretically speaking, miRNAs fine-tune the protein–gene cascades so that the size
of an animal is determined; thus, humans grow larger than mice. Certainly, one of the
most astonishing features of human development is that every individual develops the
same organs and grows to approximately the same size, rather than exhibiting the organs
and size of mice or elephants. miRNAs may be involved in the regulation of tissue
growth and size control. Indeed, studies in Drosophila have implicated miRNAs as
important regulators of fly size.

2.4. Developmental Controls and Aging

2.4.1. Development
miRNAs are highly conserved and thought to control the spatial and temporal expres-

sion of genes that may play a direct role in cell–cell signaling in early embryonic devel-
opment. As a result, the morphology of leaves and flowering plants changed because
of the action of miRNA mediated through the posttranscriptional regulation of genes
involved in critical developmental events. Increasing evidence suggests that several
individual miRNA regulatory circuits have ancient origins and have remained intact
throughout the evolution and diversification of plants and animals, potentially includ-
ing human beings. Similarly, miRNAs interacting with certain tissue-specific genes in
human embryonic stem cells have been observed. This type of modulation of gene
expression governing specific traits may function in all or most early embryos of vari-
ous species. For instance, to-be-discovered miRNAs in the self-renewal of stem cells
may allow the experimental use of conserved and divergent pathways in cell cloning
and differentiation. Future research on the development and fine-tuning of RNAi-based
gene silencing vectors that can operate in a temporally and spatially controlled manner
in human stem cells will be valuable.

2.4.2. Aging
miRNAs have been used to examine genes and gene expression either activating or

repressing endogenous transcription factors (19, 20). Indeed, studies in the nematode,
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Caenhorhabditis elegans, have contributed to understanding the mechanisms that con-
trol life-span and aging. By the use of RNAi to knock-down gene expression in conjunc-
tion with microarray analysis, new Forkhead-regulated genes have been identified, which
coordinately regulate the production of small heat-shock proteins to control cell stress-
mediated life-span, thus, establishing a new link between metabolism and longevity (21).

In longevity assurance gene mutant worms with fourfold extended life-spans, RNAi
technology was used to pinpoint the actual biochemical processes in life-span extension
and to determine the downstream signal transduction pathway that modulates life-span
(22, 23). In a similar fashion, longevity may be modifiable through miRNA manipula-
tion. Given that the molecular mechanism of the aging process may be shared in all
organisms, it is easy to predict future studies of the role miRNAs play in longevity in
human beings. Another family of genes that affect life span in C. elegans is the clock
genes, which encode an enzyme required for ubiquinone. Silencing expression of genes
required for ubiquinone biosynthesis by miRNA technology also extends life-span in
C. elegans. Interestingly, a diet enriched in ubiquinone also affects worm longevity.
Because nutritional modulation is one approach to slowing aging experimentally in
rodents (24, 25), it is interesting to speculate regarding the potential role miRNAs may
play in aging in human beings.

3. Concluding Remarks
The field of miRNA research is moving at an impressive pace and generating exciting

results that clearly target RNA interference, transgene silencing, and transposon mobil-
ization, all with diverse implications. A better understanding of this new miRNA-medi-
ated paradigm of functional gene-function regulation may open avenues for gene mod-
ulation as one of the major breakthroughs of the 21st century in the biomedical field.

Acknowledgments
The work was supported by a grant from the National Institutes of Health, CA 85722.

References
1. Wood, M. J., Trulzsch, B., Abdelgany, A., and Beeson, D. (2003) Therapeutic gene silenc-

ing in the nervous system. Hum. Mol. Genet. Spec No 2, R279–R284.
2. Davidson, B. L. and Paulson, H. L. (2004) Molecular medicine for the brain: silencing of

disease genes with RNA interference. Lancet Neurol. 3, 145–149.
3. Siomi, H., Ishizuka, A., and Siomi, M. C. (2004) RNA interference: a new mechanism by

which FMRP acts in the normal brain? What can Drosophila teach us? Ment. Retard. Dev.
Disabil. Res. Rev. 10, 68–74.

4. Roll-Mecak, A. and Vale, R. D. (2005) The Drosophila homologue of the hereditary
spastic paraplegia protein, spastin, severs and disassembles microtubules. Curr. Biol. 15,
650–655.

5. Crabbe, J. C. (2001) Use of genetic analyses to refine phenotypes related to alcohol toler-
ance and dependence. Alcohol Clin. Exp. Res. 25, 288–292.

6. Bahi, A., Boyer, F., Kolira, M., and Dreyer, J. L. (2005) In vivo gene silencing of CD81
by lentiviral expression of small interference RNAs suppresses cocaine-induced behaviour.
J. Neurochem. 92, 1243–1255.



358 Ying et al.

7. Nair, M. P., Schwartz, S. A., Mahajan, S. D., et al. (2004) Drug abuse and neuropatho-
genesis of HIV infection: role of DC-SIGN and IDO. J. Neuroimmunol. 157, 56–60.

8. Calin, G. A., Dumitru, C. D., Shimizu, M., et al. (2002) Frequent deletions and down-
regulation of micro- RNA genes miR15 and miR16 at 13q14 in chronic lymphocytic leuke-
mia. Proc. Natl. Acad. Sci. USA 99, 15,524–15,529.

9. Michael, M. Z., O’Connor, S. M., van Holst Pellekaan, N. G., Young, G. P., and James,
R. J. (2003) Reduced accumulation specific microRNAs in colorectal neoplasia. Mol. Can-
cer Res. 1, 882–891.

10. Takamizawa, J., Konishi, H., Yanagisawa, K., et al. (2004) Reduced expression of the let-7
microRNAs in human lung cancers in association with shortened postoperative survival.
Cancer Res. 64, 3753–3756.

11. Metzler, M., Wilda, M., Busch, K., Viehmann, S., and Borkhardt, A. (2004) High expres-
sion of precursor microRNA-155/BIC RNA in children with Burkitt lymphoma. Genes
Chromosomes Cancer 39, 167–169.

12. Calin, G. A., Sevignani, C., Dumitru, C. D., et al. (2004) Human microRNA genes are fre-
quently located at fragile sites and genomic regions involved in cancers. Proc. Natl. Acad.
Sci. USA 101, 2999–3004.

13. Olsson, T., Piehl, F., Swanberg, M., and Lidman, O. (2005) Genetic dissection of neuro-
degeneration and CNS inflammation. J. Neurol. Sci. 233, 99–108.

14. Vitkovic, L., Maeda, S., and Sternberg, E. (2001) Anti-inflammatory cytokines: expression
and action in the brain. Neuroimmunomodulation 9, 295–312.

15. Boven, L. A., Middel, J., Portegies, P., Verhoef, J., Jansen, G. H., and Nottet, H. S. (1999)
Overexpression of nerve growth factor and basic fibroblast growth factor in AIDS demen-
tia complex. J. Neuroimmunol. 97, 154–162.

16. Richardson, M. K. (1995) Heterochrony and the phylotypic period. Dev. Biol. 172, 412–
421.

17. Lonai, P. and Orr-Urtreger, A. (1990) Homeogenes in mammalian development and the
evolution of the cranium and central nervous system. FASEB J. 4, 1436–1443.

18. Hall, B. K. (2003) Evo-Devo: evolutionary developmental mechanisms. Int. J. Dev. Biol.
47, 491–495.

19. Case, C. C. (2003) Transcriptional tools for aging research. Mech. Ageing Dev. 124, 103–108.
20. Deocaris, C. C., Kaul, S. C., Taira, K., and Wadhwa, R. (2004) Emerging technologies:

trendy RNA tools for aging research. J. Gerontol. A. Biol. Sci. Med. Sci. 59, 771–783.
21. Coffer, P. (2003) OutFOXing the grim reaper: novel mechanisms regulating longevity by

forkhead transcription factors. Sci. STKE 2003, PE39.
22. Kirkwood, T. B. (2003) Genes that shape the course of ageing. Trends Endocrinol. Metab.

14, 345–347.
23. Luo, Y. (2004) Long-lived worms and aging. Redox Rep. 9, 65–69.
24. Morley, J. E., Mooradian, A. D., Silver, A. J., Heber, D., and Alfin-Slater, R. B. (1988)

Nutrition in the elderly. Ann. Intern. Med. 109, 890–904.
25. Nelson, J. F., Karelus, K., Bergman, M. D., and Felicio, L. S. (1995) Neuroendocrine

involvement in aging: evidence from studies of reproductive aging and caloric restriction.
Neurobiol. Aging 16, 837–843.



Index 359

359

Index

A

Adherins, 326
Adipocytes, 57
Aging, 356–357
AGO (argonaute), 2, 8, 14, 33, 73, 159
AIDS dementia, 355
Alcian blue, 326
Alizarian red, 326
AMV, 75
Angiogenesis, 355
Antisense, 6
Antp-like homogenes, 356
AP buffer, 42
Apoptosis, 229, 354
Arabidopsis, 159, 246, 296, 321, 322
Artificial introns, 299–300
AS (3'-splice acceptor site), 300
Asthma, 354
ATP, 38, 45, 46, 306, 330
Avian,

flu, 13
sarcoma virus, 330–332

B

BAC (bacterial artificial chromosome),
58, 61

Bacteriophage, 3
Banl, 191
Basic fibroblast growth factor, 355
B-cell chronic lymphocyte leukemia, 102
Beak, 326
BglI, 58
BLAST, 108, 117, 118, 120, 262, 336,

340, 346, 347, 349
Blastn, 336
BMP4, 327
Bone marrow,

transplantation, 222
transplantation assay, 209, 222

Brain, 356
Brp, 300
Bruce-4, 58
BsmI, 306, 308
β-actin, 326
β-catenin, 326, 328
β-galatosidase assay, 186

C

C2C12 cell line, 182, 184
C57BL/6, 58, 67, 69
Caenorhabditis,

briggasae, 246
elegans, 4, 6, 9, 11, 14, 19, 115, 182,

189, 210, 229, 246, 255, 295,
296, 311, 322, 324, 329

Cancer, 354
Canis familiaris, 105
Caspase, 229, 231
CcR4/POP2, 74, 75
CD 81, 354
Cdc6, 287, 288
Chicken, 13, 321, 325
CHLA, 257, 291
Chondrocytes, 57
Chromosome X (Hs X-17cl), 340
Circadian rhythmicity, 352
Clustal W, 326, 328, 329, 342
Clustal X, 327, 340
CMV, see Cytomegalovirus
cMyc, 140
CNS, 355
Cosuppression, 14
Craniofacial structures, 356
Cre, 64,69



360 Index

CTP, 37
Cy 235–237
Cyo, 235–237
Cytokines, 355
Cytomegalovirus, 51, 322
Cytotoxicity, 322, 327

D

DcP2, 75
Dcr-1, 58, 67, 68
Dendritic cells, 57
DH5α, 307, 309, 330, 331
DiGeorge Syndrome, 12, 19, 20, 33
DGCR5, 20
DGCR8, 12, 33, 36–38, 44, 49, 53
Diabetis mellitus, 102
DIAP1, 231
Dicer, 4, 6, 8, 10, 14, 20, 21, 33, 49, 57,

140, 181, 189, 277, 278, 283,
284, 297, 298, 303

Dicer-like 1, 159
DMEM, 288, 290
DNA–miRNA, 12
DNA–RNA hybrid, 15, 301
DNA/RNA methylation, 351
DNAse I, 45, 256
Donor introns, 6
Dopamine, 354
DraII, 302, 308

DraII/BfrI, 306, 308
Drice, 238
Dronc, 231
Drosha, 10, 14, 19, 20, 21, 33, 34, 37,

38, 44, 46, 49, 53, 139, 140,
297, 335

Drosha–Dasha/DiGeorge syndrome,
277

Drosha–FLAG, 54
Drosophila, 14, 210, 229, 230, 231,

232, 238, 253, 25
Drosophila Ced-4/Apaf-1 homolog, 231
Drosophila melanogaster, 12, 88,

115, 296, 311, 322

Drosophila pseusoobscura, 88
Drosophila S2 cells, 277–281

Drug addiction, 354
DS (5'-splice donor site), 300
dsDNA, 15

E

E2F1, 140
Eaf2, 182–183
E-cadherin, 326
ECL, 263
EGFP, 304, 314, 317, 319, 323, 324
ELL, 182
Embryonic,

development, 13
stem cells, 57, 65, 66, 356

Endothelial cells, 57
Ensembl web interface, 106, 108
Env, 289
Epstein–Barr virus, 102
Erpin, 336
Erythrocytes, 57
Ests, 125
Evolution, 357–358

Evolutionary history, 343, 347, 349
Exons, 3
Exportin-5, 5, 20, 21, 49, 297

miR-EGFP, 314, 315, 317, 324
pEaf2-luc, 182

F

FACS, 212, 215, 323
FASTA, 115, 134
Feather, 326
Fine tuning, 294, 352–356
Fish, 322
Flag–Dcr-1, 284
FLAG–Drosha, 34–37
FLAGM2 (monoclonal antibody), 34,

36, 39
Fly base, 231
Fmr 1 KO, 269, 274
FMR 1 rCGG, 314



Index 361

FMR 1, 298, 299, 314, 353
FMRP, 267, 270, 271
Forkhead-regulated genes, 357
Fragile X syndrome, 103, 267, 295,

298, 299, 305, 315
Fragile-X mental retardation

protein, 353
FRT, 58
FuGENE, 50, 53, 307, 310, 325, 330
FXR-1P, 258, 272
FXR-2P, 258, 272

G

G418, 62, 63, 68
GAL4, 231, 235, 236
Gallus gallus, 105, 246
GAPDH, 326, 327
Gene

cancer, 11
clock, 357
endogenous, 4
homogenous, 4
Hox, 109
jumping, 1
pseudo, 14

Gene function, 1, 11, 13
Gene silencing, 18
Gene splicing, 4
Gene therapy, 1, 11–13
Gene transfer, 4
Gene–environment interactions, 352
Gene–gene interactions, 352
Genetic factors, 352
Genome, 2, 8, 11, 295
Genome database, 329
Genomic perichromatin fibrils, 313
GFP, 218, 223, 232, 235

eGFP, 299–310
rGFP, 297–310

GMR, 231, 236, 237
GnRH (gonadotropin-releasing

hormone), 352
GST, 284

H

HA-DGCR8, 54
HCN-A94-2, 299
HcRed 1, 299
Heat-shock proteins, 357
HEK 293 cells, 34, 35
HeLa cells, 103, 291, 295
Hematopoietic tumor, 11
hen1, 159
Herpes, 13

Herpes virus, 241
Heteractis crispa, 302
Heterochrony, 355–356
HIV, 13, 102, 288

HIV-1 gap-p24, 299
HIV-1, 241, 253, 254
HIV-encoded miRNA, 242, 243,

250, 254
Hox genes, 109
hTERT/P, 289–290
Human 293 T-cells, 50, 52, 53
Hypertension, 353
Hyponastic leaves 1, 159

I

IMDM, 288
Immunofluorescence, 66
In situ hybridization, 10, 161, 163–176
In vitro transcription, 168
Insertional mutagenesis, 11
Integrin-β 1, 299
Interferon, 4, 323, 327
Interleukin-10, 355
Intronic miRNA-expression construct,

326
Introns

artificial, 299, 300
genomic, 298
in-frame, 9, 296

IP (immunoprecipitation), 35, 39, 42,
43, 271, 272

IRES (internal ribosomal entry sites),
183



362 Index

K, L

Kaposi sarcoma virus, 102
Katanin, 353
Keratinocytes, 57
LB (Luria-Bertani), 330
Lenti virus, 287, 330, 332
Lentiviral vector, 184, 287
let-7, 5, 9, 11, 105, 108, 139, 210, 229,

297, 354
let-7c, 6, 298
lin-14, 210
lin-4, 5, 9, 11, 139, 209, 210, 229, 297
lin-41, 102
Liver, 325, 326
LNCaP, 299
Logs, 278
Loss-of-function, 13, 14
loxP, 58
LTR, 217, 218
Luciferase assay, 182, 186
Lung cancer, 102
Lymphocytes, 57

M

MACS, 212, 215, 220
Maize, 159
Mast cells, 57
MCF 7, 291
MEFs, 62, 64, 67, 69
Melanin, 327

knockout mice, 327
Metastasis, 354
Mfes, 88
mfold, 328
mi-155/BIC, 354
Mice, 13
Michael Zucker’s mfold program, 249
Microarray, 143, 151, 241, 268, 269
Microbeads, 152
Microchip, 9
Microprocessor, 14, 19–21, 33, 34, 37,

38, 140, 143, 151, 189, 268,
269

Microtubules, 353
mirMASA, 153
mirVANA RNA isolation, 66, 142, 146,

246
MIR, 160
miR-199a, 274
miR-JAW, 160
miR-N367, 255, 260
miRScan, 336
miRNAs, 1, 4, 7, 8, 10–14, 49–51, 73,

81, 101, 140, 162, 189, 209,
229, 233, 234, 261, 267, 268,
277, 284, 295–298, 301, 304,
318–322, 329, 351–356

evolution of, 349
biogenesis, 33–46
databases, 327
exonic miRNAs,10
intergenic miRNAs, 5, 295, 297
introgenic miRNAs, 1, 5, 10–12,

295–299, 305, 313, 321, 324,
329

intronic miRNA, 5–7
miRNA–mRNA interactions, 115,

159, 230, 233
pre-miRNAs, 5, 10, 19, 29, 49, 50,

57, 89, 241, 275, 277–280,
294, 295, 311, 317, 321, 333

pri-mRNAs, 5, 10, 12, 19, 49, 50,
54, 277, 278, 280, 294, 295,
313, 322

Ref mRNA sequences, 115
registry, 115, 203, 229, 327
sensors, 161
targets, 103, 105–108, 115

MMLV, 78, 242, 317, 319
Mouse, 321, 329
MT 4 cells, 250

HTLV-1, 258
Multiple sclerosis, 355
Mus musculus, 105, 137
Myocytes, 57
Myotonic dystrophy, 295, 298, 299



Index 363

N

NCBI, 117, 118, 329
Ref Seq database, 115

nef, 255, 258, 259, 289
Neomycin, 34
Nested-PCR, 259
Neurodegeneration, 355

Neurodegenerative disorders,
353

Neuronal oscillator, 352
Neurons, 57
NGF (nerve growth factor), 355
NheI, 306, 308
NJ-plot, 329
noggin, 326, 327

noggin knockout, 327
Non-LTR-retrotransposons, 6
Northern blotting, 51, 52, 81, 194, 202,

211, 215, 257, 260, 262, 271,
274, 324, 326

Nuclear,
accumbens, 354
extract, 35, 37, 39, 43

O, P

Oligo(dT)20, 319
Oligo(dA), 319
Oryza sativa, 246
Osteoblasts, 57
Pancreatic islet cells, 57
PARN, 74, 77
PAZ, 4, 14, 20, 21, 58, 73
pCR 2.1-TOPO, 249
PCR, 37
PD 98509, 64
Petunia, 4
p-GEM-T Easy vector, 37
PGK, 58
Phage, 3
pHcRed-N1/1, 308, 309, 331
Phylip package, 329, 348
Pic Tar, 106
PIWI, 14, 73

PKR, 301
PMSF, 35, 46
pNL4-3, 246
Poliomyelitis, 13
poly(dC), 319
poly(dG)10, 319
PPT, 300
Promoters, 6
Pseudouridylation, 3
PTGS, 4, 8, 14
Puromycin, 34, 39, 41
PuvI, 303, 307, 309, 329, 331

R

RACE, 257
Ran-guanosine triphosphate, 297
Rattus norvegicus, 105, 137
RBD, 21
RCAs,330-332
Restriction enzymes,

BamHI, 288
BfrI, 306
BglII, 288
BraII, 306
BsmI, 306
HindIII, 288
MulI, 288, 303, 305, 309
NheI, 306
PuvI/MluI, 329
XbaI, 306
XhoI, 288
XhoI/XbaI, 306, 309, 330, 331

Retinal diseases, 353
Retinovirus, 1
RFAM, 108
RGFP, 324
Ribonuclease,

RNAse II, 33, 189
RNAse III, 3, 5, 10, 15, 20, 21,

33, 49, 140, 181, 288, 313,
335

RNAse VI, 23
Ribosomes, 2



364 Index

RISC, 5, 6, 8, 10, 12, 14, 20, 73–75, 81,
278, 295, 297, 298, 302, 303,
315, 353

RNA alifold, 326, 328, 329
RNA fold, 329
RNA–cDNA hybrids, 319
RNA helicases, 35
RNA hybrid, 88–91, 93–97
RNAi, 4, 11, 12, 14, 15, 49, 57, 229,

277, 288, 289, 295, 296, 299,
301, 313, 315, 321, 322

spRNAi, 301, 307
spRNAi-rGFP, 299–310
spRNAi-RGFP, 323, 325, 329–332

RNA polymerase II (pol II), 2, 3, 10,
295–297, 301, 313, 321–323,
325

RNA polymerase III (pol III), 2, 10,
297, 322

RNAs,
dsRNA, 4, 10, 11, 14, 19, 57, 66,

181, 190, 301, 329
guided RNA, 3
hairpin-like RNAs, 296, 297, 299,

313, 321, 322
hnRNA, 3
mRNA 10, 73, 267, 268, 322, 335
noncoding RNAs, 2, 3, 209, 335, 339
nuclear RNA, 3
rRNA, 3
short hairpin RNAs, 287–288
siRNAs, 1, 4, 10, 14, 73, 181, 182,

287, 288, 296–298, 304, 318,
319, 322, 351

small modulatory dsRNAs, 4
small nuclear RNAs, 318
small RNAs, 1, 2, 11, 15, 192, 196,

199, 318
small temperal RNAs, 4
snRNAs, 3, 16
snoRNAs, 3
ssRNA, 4, 301
tRNA, 2, 318

RNA splicing, 3, 295

RNAi-mediated methylation, 314
RNasin, 45
RNP, 298

rRNP, 3, 14
snoRNP, 318

 RT-PCR, 191, 205

S

SalI, 262
SDS-PAGE, 35, 37, 42, 44
Serate, 235
Severe acute respiratory syndrome

(SARS), 13
SiR, 304, 315
Silver staining, 35, 36, 44
SKI 2/3/8, 74
SP6 RNA polymerase promoter, 23
Spastin, 353
SpeI, 37
StemED, 242
Super Script II, 257
Suprose, 6, 37
SYBR gold stain, 250
SYBR green II, 198

T

Tandem repeats, 6
Target scans, 106
Targetrons, 6
TCA precipitation, 35, 40, 44
TCP genes, 160
TdT, 257, 259, 262
Teleostei, 344
Telomerase, 3
Telomere, 3
Tetrapoda, 344
Tetraspanin, 354
TK, 58
TM 3, 235, 237
TOPO vector, 215
Transforming growth factor-B 1, 355
Transforming growth factor-β super

family, 32
Transgenic animals, 11, 13, 14, 321, 322



Index 365

Transcriptome, 311
Transgenes, 2, 335
Transposons, 1, 6
Ts (termination codons), 300
TTBS, 42
Tyr, 328

U–W

Ubiquinone, 357
UTR, 5, 8, 9, 296, 298
Vaccine (antiviral), 1, 13
Vienna RNA package, 328, 329
VSV-G, 289
Western blotting, 35, 36, 39, 42, 283,

288, 314
Wilbur-Lipman algorithm, 328
WPGMA, 328

X–Z

Xenopus, 182
elongation factor 1-x enhancer

promoter, 331
oocytes, 3

Xist, 8
X-gal, 262

Yeasts, 235, 321, 322

Zebrafish, 10, 13, 304, 313, 315, 316,
317, 321

EGFP-expressing transgenic
(UAS:gfp), 303, 316, 324

Zinc finger protein-9, 314
gene, 298

Zippy, 159, 160
Z-scores, 328, 343, 346, 348

,



METHODS IN MOLECULAR BIOLOGY™ • 342
SERIES EDITOR:  John M. Walker

FEATURES

Methods in Molecular Biology™ • 342
MICRORNA PROTOCOLS
ISBN: 1-58829-581-8     E-ISBN: 1-59745-123-1
ISSN: 1064–3745     humanapress.com

MicroRNA Protocols
Edited by

Shao-Yao Ying
Department of Cell and Neurobiology, Keck School of Medicine,

University of Southern California, Los Angeles, CA

CONTENTS

It is now known that microRNA (miRNA), once thought to be junk, can suppress the expression of
other genes and may be involved in numerous cellular processes, including cell proliferation, apoptosis,
cell differentiation, and development. In MicroRNA Protocols, expert miRNA researchers explain its basic
concepts and introduce the most advanced technologies and techniques for predicting screening, isolating,
and assaying it. The authors provide diverse, novel, and useful descriptions of miRNAs in several species—
including plants, worms, flies, fish, chicks, mice, and humans—and show how they have been employed
to develop miRNA as a potential drug design tool. Highlights include miRNA and their target prediction
by computer analysis, functional assays of miRNA in vitro and in vivo, and transgenic animal models using
miRNA technologies. Additional chapters cover gene regulation, small RNA function, RNA interference
mechanisms, and transgenetics. The protocols follow the successful Methods in Molecular Biology™ series
format, each offering step-by-step laboratory instructions, an introduction outlining the principles behind
the technique, lists of the necessary equipment and reagents, and tips on troubleshooting and avoiding
known pitfalls.

Eminently practical and cutting-edge, MicroRNA Protocols affords biomedical researchers readily
reproducible techniques to understand and study the molecular pathogenesis of disease and design new
therapeutic strategies.

• Most up-to-date protocols and advanced technolo-
gies used in miRNA research

• Readily reproducible methods for functional assays
of miRNA in vitro and in vivo

• Transgenic animal models using miRNA technologies

• Techniques for miRNA prediction by computer
analysis and miRNA isolation

• Study the molecular pathogenesis of disease and
design new therapeutic strategies

The MicroRNA: Overview of the RNA Gene That Modulates Gene
Functions. Structure Analysis of MicroRNA Precursors. Micro-
RNA Biogenesis: Isolation and Characterization of the Micropro-
cessor Complex. Recognition and Cleavage of Primary Micro-
RNA Transcripts. Mouse Embryonic Stem Cells as a Model Genet-
ic System to Dissect and Exploit the RNA Interference Machinery.
MicroRNAs and Messenger RNA Turnover. Prediction of Micro-
RNA Targets. Prediction of Human MicroRNA Targets. Compli-
cations in Mammalian MicroRNA Target Prediction. miRBase:
The MicroRNA Sequence Database. Methodologies for High-
Throughput Expression Profiling of MicroRNAs. In Situ Hybrid-
ization as a Tool to Study the Role of MicroRNAs in Plant Devel-
opment. Usefulness of the Luciferase Reporter System to Test the
Efficacy of siRNA. Cloning MicroRNAs From Mammalian Tis-
sues. Methods for Analyzing MicroRNA Expression and Function
During Hematopoietic Lineage Differentiation. Identifying

MicroRNA Regulators of Cell Death in Drosophila. MicroRNAs
in Human Immunodeficiency Virus-1 Infection. Cloning and
Detection of HIV-1-Encoded MicroRNA. Identification of Mes-
senger RNAs and MicroRNAs Associated With Fragile X Mental
Retardation Protein. In Vitro Precursor MicroRNA Processing
Assays Using Drosophila Schneider-2 Cell Lysates. Downregula-
tion of Human Cdc6 Protein Using a Lentivirus RNA Interference
Expression Vector. Gene Silencing In Vitro and In Vivo Using
Intronic MicroRNAs. Isolation and Identification of Gene-Specif-
ic MicroRNAs. Transgene-Like Animal Models Using Intronic
MicroRNAs. Evolution of MicroRNAs. Perspectives. Index.


	頁面擷取自 342-MicroRNA Protocols.pdf
	342-MicroRNA Protocols.pdf
	MicroRNA Protocols
	Preface
	Contents
	Contributors
	1. The MicroRNA: Overview of the RNA Gene That Modulates Gene Functions
	2. Structure Analysis of MicroRNA Precursors
	3. MicroRNA Biogenesis: Isolation and Characterization of the Microprocessor Complex
	4. Recognition and Cleavage of Primary MicroRNA Transcripts
	5. Mouse Embryonic Stem Cells as a Model Genetic System to Dissect and Exploit the RNA Interference Machinery
	6. MicroRNAs and Messenger RNA Turnover
	7. Prediction of MicroRNA Targets
	8. Prediction of Human MicroRNA Targets
	9. Complications in Mammalian MicroRNA Target Prediction
	10. miRBase:The MicroRNA Sequence Database
	11. Methodologies for High-Throughput Expression Profiling of MicroRNAs
	12. In Situ Hybridization as a Tool to Study the Role of MicroRNAs in Plant Development
	13. Usefulness of the Luciferase Reporter System to Test the Efficacy of siRNA
	14. Cloning MicroRNAs From Mammalian Tissues
	15. Methods for Analyzing MicroRNA Expression and Function During Hematopoietic Lineage Differentiation
	16. Identifying MicroRNA Regulators of Cell Death in Drosophila
	17. MicroRNAs in Human Immunodeficiency Virus-1 Infection
	18. Cloning and Detection of HIV-1-Encoded MicroRNA
	19. Identification of Messenger RNAs and MicroRNAs Associated With Fragile X Mental Retardation Protein
	20. In Vitro Precursor MicroRNA Processing Assays Using Drosophila Schneider-2 Cell Lysates
	21. Downregulation of Human Cdc6 Protein Using a Lentivirus RNA Interference Expression Vector
	22. Gene Silencing In Vitro and In Vivo Using Intronic MicroRNAs
	23. Isolation and Identification of Gene-Specific MicroRNAs
	24. Transgene-Like Animal Models Using Intronic MicroRNAs
	25. Evolution of MicroRNAs
	26. Perspectives
	Index


	v0: 
	v1: 
	v3: 
	v4: 
	v7: 
	v8: 
	v10: 
	v11: 
	v12: 
	v13: 
	v6: 
	v2: 
	v9: 
	v14: 
	v15: 
	v16: 
	v17: 
	v43: 
	v443: 
	v45: 
	v46: 
	v29: 
	v21: 
	v22: 
	v23: 
	v24: 
	v25: 
	v26: 
	v27: 
	v18: 
	v19: 
	v20: 
	v28: 
	v35: 
	v36: 
	v37: 
	v38: 
	v39: 
	v41: 
	v422: 
	v40: 
	v42: 
	v442: 
	v441: 
	v5: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 
	8: 
	9: 
	10: 
	11: 
	12: 
	13: 
	14: 
	15: 
	16: 
	17: 
	18: 
	19: 
	20: 
	21: 
	22: 
	23: 
	24: 
	25: 
	26: 
	27: 
	28: 
	29: 
	30: 
	31: 
	32: 
	33: 
	34: 
	35: 
	36: 
	37: 
	38: 
	39: 
	40: 
	41: 
	42: 
	43: 
	44: 
	45: 
	46: 
	47: 
	48: 
	49: 
	50: 
	51: 
	52: 
	53: 
	54: 
	55: 
	56: 
	57: 
	58: 
	59: 
	60: 
	61: 
	62: 
	75: 
	76: 
	77: 
	78: 
	79: 
	80: 
	81: 
	82: 
	83: 
	84: 
	85: 
	86: 
	87: 
	88: 
	89: 
	90: 
	91: 
	92: 
	93: 
	94: 
	95: 
	63: 
	64: 
	65: 
	66: 
	67: 
	68: 
	69: 
	70: 
	71: 
	72: 
	73: 
	74: 


