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Preface

A large part of this book is the offspring of a series of more than 30 lectures cover-
ing all the aspects of translation that excite us. The lectures have been offered at two
Berlin universities every year for the past decades, and every time the students have
enquired where they can read about the topics of lectures, since none of the classical
textbooks are treating the subjects in depth. When we received the offer from Wiley-
VCH to write a book about the translational machinery, we agreed immediately, as
this gave us a chance to provide future students with an appropriate reference. Fur-
thermore, we felt that the timing was perfect because of the recent advances in
terms of ribosome structure contributed by the cryo-electron microscopy and crystal-
lography groups, which have sharpened our view of ribosome function in a revolu-
tionary way.

It was immediately clear to us that we could not fulfill this enormous task without
the help of specialists in fields where we have limited expertise. This is particularly
true for the topics concerning the history of ribosome research, synthetases, mRNA
decay, recoding events and protein folding, as well as the highly complex areas of
eukaryotic translation, namely, the assembly, initiation and regulation of eukaryotic
ribosomes. We are therefore pleased, grateful and honoured that leading scientists
in these fields accepted our invitation and provided such wonderful contributions.

We would also like to thank all the members of the Nierhaus group, both past and
present, who have participated directly as authors or indirectly with stimulating and
enthusiastic literature discussions every Friday afternoon. Last but not least, we
appreciate the understanding, leniency and wonderful support of Dr. Frank Wein-
reich at Wiley-VCH, who has allowed this book to be as colorful as it is.

Berlin, July 2004 Knud H. Nierhaus and
Daniel N. Wilson
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1
A History of Protein Biosynthesis and Ribosome Research

Hans-Jorg Rheinberger

1.1
Introduction

It is a challenge to write the history of protein synthesis, the structure and function of
ribosomes and of the other components of translation (see Refs. [1, 11-18] for earlier
accounts). Many researchers and research groups have been involved (see Refs. [2-10]
for autobiographical accounts), and widely different experimental systems, methods,
and traditions of skills have been involved. The efforts to elucidate the protein synthe-
sis machinery were scattered all over the world. Nevertheless, a scientific community
of surprising cohesion has developed over time, and a network of shared and stan-
dardized procedures has been established. Although the formal connection that kept
it together was minimal, its meetings have been milestones of a vigorously ongoing
process of investigation for several decades (the meetings took place at Cold Spring
Harbor, New York 1969 and 1974, Madison, Wisconsin 1979, Port Aransas, Texas
1985, East Glacier Park, Montana 1989, Berlin, Germany 1992, Victoria, British
Columbia, Canada 1995, and Helsinggr, Denmark 1999; cf. Refs. [19-26]). Emerging
to a considerable degree out of cancer research at its beginning, the field of protein
synthesis research has only gradually become an integral part of molecular genetics.
To trace the broader context of the emergence of the experimental culture of transla-
tion research is the aim of this introductory chapter. All those involved in the work of
the period covered here but not mentioned will, if not excuse me, realize that I am
aware of my limitations: selective reading, specific idiosyncrasies, and, above all, the
structural constraints of writing the history of such a complex, empirically driven
research field in such a compressed manner. My historical survey will mainly focus
on the decades between 1940 and 1970. The more recent developments will only be
summarized at the end, since they will be largely covered in the subsequent chapters
of this book.

In May 1959, Paul Zamecnik, who can be regarded as the grand old man of protein
synthesis research, had been invited to deliver one of the prestigious Lectures at the
Harvey Society in New York. He chose to speak about “Historical and current aspects
of protein synthesis”, and he traced them back to “careful, patient studies” extending,
as he said, “over half a century” [27, p. 256]. He then began with Franz Hofmeister
[28] and Emil Fischer [29], who recognized the peptide bond structure of proteins;
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went on to Henry Borsook [30], who realized that peptide bond formation was of an
endergonic nature; to Fritz Lipmann [31], who postulated the participation of a high-
energy phosphate intermediate in protein synthesis; to Max Bergmann [32], who
determined the specificity of proteolytic enzymes; to Rudolf Schoenheimer [33] and
David Rittenberg [34], who pioneered the use of radioactive tracer techniques in fol-
lowing metabolic pathways; to Torbjérn Caspersson [35] and Jean Brachet [36], who
became aware of the possible role of RNA in protein synthesis; to Frederick Sanger
[37], who unraveled the first primary structure of a protein, showing the specificity
and uniqueness of the amino acid composition of insulin; and finally to George
Palade [38], who gave visual evidence for the particulate structures in the cytoplasm
acting as the cellular sites of protein synthesis. This is an impressive list of pioneers,
who all, according to Zamecnik, “blazed the trail to the present scene”, which in his
retrospect inadvertently had assumed the character of a royal path to present knowl-
edge. It was not until the very end of the lecture that he relativized this linear perspec-
tive: “From a historical vantage point”, he said, “too simple a mechanistic view [has]
been taken in the past. [The] details of the mechanisms at present unfolding were
largely unanticipated’. We may ask, then, how the unanticipated was brought into
being. Zamecnik’s answer was: “By the direct experimental approach of the foot sol-
diers at work in the field” ([27, p. 278], emphasis added). I hope that the following
lines offer at least a trace of the history of quirks and breaks that mark protein synthe-
sis research as a collective and multidisciplinary endeavor whose outcome, as with
science in general, cannot be told in advance. Scientists usually tell their stories from
the point of view of those selected insights that have made their career. No historian
can escape this retrospective valuation either, but we should, at least, try to remain
aware of its shortcomings.

1.2
The Archaeology of Protein Synthesis — The 1940s:
Forgotten Paradigms

The early 1940s were the heydays of what Lily Kay [39] has aptly described as the
‘protein paradigm of life’. The transformation experiments of Oswald Avery and
his colleagues at the Rockefeller Institute notwithstanding [40], proteins for quite
some time continued to be seen as the key substances, not only of biochemical
function, but also of hereditary transmission (from Delbriick [41] to Haurowitz
[42]). It is surprising then to learn that, despite this early focus on proteins, the
mechanism of protein synthesis largely remained a black box throughout the
1940s. Thoughts on mechanism during that decade mainly centered around the
conception, favored by eminent biochemists of the time such as Max Bergmann
and Joseph Fruton, that the mechanism of protein synthesis might be based on a
reversal of proteolysis [43, 32, 44]. Max Bergmann, then at the Rockefeller Institute
in New York, investigated the specificity of proteolytic enzymes, and it was in his
laboratory that Paul Zamecnik, as a postdoctoral fellow in 1941-1942, became
interested in protein synthesis. The proteolysis concept, however, remained a con-
troversial issue, especially since it could hardly be reconciled with the endergonic
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nature of peptide bond formation that appeared to be evident from Henry Bor-
sook’s investigations at the California Institute of Technology in Pasadena. His
measurements favored the idea that the formation of peptide bonds might involve
some sort of activation of amino acids prior to their condensation, a topic on which
Fritz Lipmann [31] as well as Herman Kalckar [45] had speculated as early as at the
beginning of the 1940s (for an assessment of the ‘multi-enzyme program’ of pro-
tein synthesis, its neglect in the history of biochemistry and its resurrection in bio-
technology, see Ref. [46]). These considerations, however, remained without
conclusive experimental evidence for the next 15 years. Classical biochemistry
alone did not provide a definite handle on the question of the cellular mechanisms
of protein biosynthesis, despite the growing sophistication of experimental enzy-
mology and of the structural, physical, and chemical analysis of proteins, including
powerful new devices such as chromatography, electrophoresis, and X-ray crystal-
lography (see Refs. [47, 48] for historical accounts).

Some observations on the part of cytochemistry were intriguing but also remained
erratic for the time being. Around 1940, Torbjérn Caspersson from Stockholm and
Jack Schultz from the Kerckhoff Laboratories in Pasadena had developed techniques
for measuring the UV absorption of nucleic acids within cells as well as UV micros-
copy of cells [35]. With that, they were able to correlate growth, i.e., the production of
proteins, with the increased presence of ribonucleic acids at certain nuclear and
cytoplasmic locations. Around the same time, Jean Brachet and his colleagues Ray-
mond Jeener and Hubert Chantrenne in Brussels reached similar conclusions on
the basis of differential staining and in situ RNase digestion of tissues [36].

The elucidation of the particulate structure of the cytoplasm by means of high-
speed centrifugation dates back to the 1930s and derives from still other lines of
research. Normand Hoerr and Robert Bensley in Chicago had used centrifugation to
isolate and characterize mitochondria [49]. Albert Claude, in James Murphy’s Labo-
ratory at the Rockefeller Institute, was working on the isolation of Peyton Rous’
chicken sarcoma agent when he, around 1938, incidentally realized that the particles
he was sedimenting from infected cells had exactly the same chemical constitution
than those sedimented from normal chick embryo tissue and thus were cellular con-
stituents [50]. Figure 1-1 shows early dark-field microscopic images (segments 1 and
5) of preparations of Claude’s “small particles”. (All the figures in this introductory
historical chapter are reproduced from the original publications, and in three cases
from handwritten laboratory notes.) After tentatively identifying his high-speed sedi-
ment with mitochondria or fragments thereof for some years, he, in 1943, came to
the conclusion that his pellet did contain another class of cytoplasmic particles. They
were definitely smaller than mitochondria, and Claude termed them “microsomes”
[51] accordingly. In contrast with the mitochondria, these particles were particularly
rich in ribonucleic acid — Claude estimated them to consist of 50% lipids, about 35%
proteins, and some 15% nucleic acids. Speculating that they might be self-replicat-
ing nucleoproteins, he was tempted to place them in the category of ‘plasmagenes’, a
notion associated with the idea — widely discussed at the time — of some form of
cytoplasmic inheritance [52]. But although these particles were reported to carry
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Figure 1-1  Cytoplasmic particles derived from
differential high-speed centrifugation.

1-6, Dark-field photographs, magnifications
1000x. 1. Rat leukemia: ‘small particles’, puri-
fied, in neutral water; 2. rat leukemia: whole
blood showing cytoplasmic granules in
leukemic and normal cells; 3. rat leukemia:
heparinated blood; cytoplasmic granules in

lymphoid cells; 4. rat leukemia: heparinated
blood; cytoplasmic granules in lymphoid cells;
purified particles added to plasma; 5. Guinea
pig liver: ‘small particles’ agglutinated at pH 6;
phosphate buffer; 6. Guinea pig liver: purified
‘Bensley’ granules in neutral water. ‘Small
particles’ are represented in segments 1 and 5
(Ref. [301], Figures 1-6).
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varying amounts of oxidases and hydrolases [53], they tenaciously resisted all
attempts by Claude and his collaborators, especially Walter Schneider and George
Hogeboom, to correlate specific and unique enzymatic functions with them [54]. At
that time, assigning functions essentially meant enzyme mapping. Unfortunately,
this procedure did not work with microsomes. In contrast, however, the microsomes
became preferential objects of ultracentrifugation. The centrifugation methods of
Hubert Chantrenne [55] from Brachet’s laboratory in Brussels, and of Cyrus Bar-
num and Robert Huseby [56] from the Division of Cancer Biology at the University
of Minnesota in Minneapolis were more sophisticated than the Rockefeller method
and pointed to a greatly varying size of the particles — if they had a definable size at
all. Despite Brachet’s recurrent claim of a close connection between microsomes
and protein synthesis, no particular experimental efforts were made in all these
studies to enforce this line of argument. Still, by the end of the 1940s, Albert Claude
thought that microsomes were most probably involved in anaerobic glycolysis [57].
However, the various efforts of an in vitro characterization of the cytoplasm by
means of ultracentrifugation resulted in a set of procedures for the gentle isolation
of cytoplasmic fractions — especially centrifugation through sucrose solutions [58] —
that soon proved very useful in a wide variety of other experimental contexts.

13
Basic Mechanisms — The 1950s

This situation was bound to change between 1945 and 1950 through still another
approach to assess metabolic events. Right after World War II, low-energy radioac-
tive tracers, especially 35S, 32P, 14C, and 3H, became available for research to a wider
scientific public as a byproduct of expanding reactor technology. The ensuing new
attack on the mechanism of protein synthesis by way of radioactive amino acids was
embedded in a particular, historical conjuncture of interests that benefitted greatly
from the vast resources made available for cancer research after the War [59], and
from the efforts of the American Atomic Energy Commission to demonstrate the
potentials of a peaceful use of radioactivity [60, 61]. In fact, cancer research pro-
grams provided the background for much of the protein synthesis research during
those years. Cancer was related to abnormal growth, and growth was considered to
be intimately linked with the metabolism of proteins. This constellation also
explains why much of protein synthesis research during the decade between 1950
and 1960 was done on the basis of experimental systems derived from higher ani-
mals, especially rat liver, and not on bacteria, as might be expected from hindsight.

1.3.1
Steps toward an in vitro Protein Synthesis System

The first attempts at approaching protein synthesis via tracing consisted in adminis-
tering radioactive amino acids to test animals and in following the incorporation of
the label in to the proteins of different tissues. However, radioactively labeled amino
acids were not yet commerically sold and were therefore available only in limited
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amounts at that time. In addition, the tracing technique posed problems of control-
ling the experimental conditions. One of the biggest concerns of these early radioac-
tive in vivo studies was to maintain control over the specific activity of the injected
material. Consequently, researchers in the field attempted to establish test tube pro-
tein synthesizing systems from animal tissues. Among the first to use tissue slices —
a kind of hybrid system between in vivo and in vitro — were Jacklyn Melchior and
Harold Tarver [62], as well as Theodore Winnick, Felix Friedberg and David Green-
berg [63], all from the University of California Medical School at Berkeley. Going
one step further, attempts to incorporate amino acids into proteins of tissue homo-
genates were also made at that time by Melchior and Tarver [62], by Friedberg et al.
[64], and by Henry Borsook’s team at Caltech [65]. Initially, they all used different
amino acids: sulfur-labeled cysteine and methionine (Tarver), carbon-labeled glycine
(Greenberg and Winnick), and carbon-labeled lysine (Borsook). All these labels were
incorporated, but some of the amino acid ‘incorporations’ in these early in vitro stud-
ies turned out to be due to amino acid turnover reactions that were not related to
peptide bond formation. Granting that the experimental observation of amino acid
‘uptake’ indeed meant peptide bond formation became one of the biggest concerns
of all those trying protein synthesis in the test tube between 1950 and 1955.

I cannot follow all these activities in detail here. Instead, I will organize my narra-
tive around the efforts of one particular group, thereby illustrating the conjuncture
of centrifugation and radioactive tracing through which microsomes became linked
to protein biosynthesis. The group is Paul Zamecnik’s at the Massachusetts General
Hospital (MGH) in Boston, whose work can rightly be considered to have been at
the cutting edge of the field for the decade between 1950 and 1960. Zamecnik
started his work on protein synthesis in 1945. As a medical doctor, he had an inter-
est in the action of carcinogenic agents. Protein metabolism seemed to him to be a
suitable target for studying the differences between normal and neoplastic tissue.
The choice of rat liver followed from this comparative interest; a standardized proce-
dure of inducing hepatomas in rat belonged to the laboratory routines at MGH.

In 1948, Robert Loftfield, an organic chemist from the Radioactivity Center at
MIT, joined the staff of the Massachusetts General Hospital as part of a collaboration
of the Center with the Huntington Laboratories. In the preceding 2 years at MIT, he
had worked out a suitable method for the synthesis of 14C-alanine and glycine [66].
Together with Loftfield, Warren Miller, and Ivan Frantz, Zamecnik started to intro-
duce radioactive amino acids into the livers of rats. Miller, from the Physics Depart-
ment of MIT, had been involved in the development of a new method of radioactive
carbon gas counting. Ivan Frantz, who belonged to the Huntington Laboratories,
was an expert in the technique of incubating sliced livers.

Right in the first series of these liver slice experiments, cancer tissues proved to be
considerably more active than normal liver in taking up radioactive amino acids. But
the signal that redirected the research process came from a control. In the laboratory
of Fritz Lipmann, who was a neighbor of Zamecnik’s at MGH, William Loomis had
just shown that dinitrophenol (DNP) specifically interfered with the process of phos-
phorylation [67]. When the Zamecnik group included DNP into one of their slice
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experiments, it stopped all amino acid incorporation activity. The result suggested
that, as Lipmann had assumed for a long time, protein synthesis was indeed coupled
with the utilization of phosphate bond energy [68]. At that point, the research per-
spective of Zamecnik’s group began to shift from the cancer-related problem of
malignant growth to the bioenergetic aspects in the making of proteins.

There was no chance, however, to approach the problem by further manipulating
liver slices. But to proceed along the lines of cell homogenization meant, as Zamec-
nik remarked, to enter a “biochemical bog” [69]. It was a largely unexplored experi-
mental field, and the MGH group worked for 3 years, from 1948 to 1951, to arrive at
something that could be taken as the ‘incorporation’ via peptide bond formation of
radioactive amino acids into protein in the test tube. In 1951, Philip Siekevitz, who
had joined Zamecnik’s group in 1949, had achieved a preliminary fractionation of
the liver homogenate by means of a regular Sorvall laboratory centrifuge [70]. His
main fractions were a mitochondrial fraction, a fraction enriched in what was taken
to be ‘microsomes’, and a supernatant fluid. None of the fractions was fully active
when incubated alone. But when all of them were put together again, as can be seen
in Fig. 1-2, the activity of the homogenate was restored, although the signal was
extremely faint.

In these efforts, the combination of two methodologies had been instrumental:
radioactive tracing and differential centrifugation. From a superposition of them,
the system acquired dynamic capacities. In 1953, a tiny but decisive detail was
incorporated into the system at MGH. It consisted of a slightly altered, gentle
homogenization procedure [71]. ‘Loose homogenization’ enhanced the activity of
the cell-free protein synthesis system by a factor of 10. During the same year, the
laboratory centrifuge was replaced by a high-speed ultracentrifuge. The new instru-
ment made a quantitative sedimentation of the microsomes possible, leaving
behind a non-particulate, soluble enzyme supernatant. As shown in Fig. 1-3, incor-
poration activity was restored from these two fractions under the condition that the
test tube was supplemented with ATP and an ATP-regenerating system [72, 73].
(The investigation of mitochondrial and chloroplast protein synthesis will not be
pursued here. It was investigated in parallel. It should also not be forgotten that the
nucleus, too, continued to be considered a site of protein synthesis throughout the
1950s; cf. e.g., Ref. [74]).

13.2
Amino Acid Activation and the Emergence of Soluble RNA

Towards the end of 1953, Mahlon Hoagland took up his work in Zamecnik’s lab,
after having spent a year with Lipmann. Figure 1-4 shows Hoagland, Zamecnik, and
Mary Stephenson in their laboratory in the mid-1950s. In what later appeared to
Hoagland as one of those “vagaries of fortune in science” [10, p. 71], he realized that
he could use the technique of ‘phosphate-ATP-exchange’ developed in Lipmann’s
lab as a tool in Zamecnik’s rat liver system. He proceeded to graft this technique
onto the fractionated protein synthesis setup. Within a year, a first partial, molecular



8 ‘ 1 A History of Protein Biosynthesis and Ribosome Research

3w 80’0 PauIEIUOD OS|E [9SSAA AHAIIDEOIPES UYDET “|W ()7 JO SLUN|OA [BUly

(1 91qeL ‘[oz] 10¥) e 01 95042NSs dIU010S! pue ‘1eydsoyd jo N g| Suiurejuod uonnjos asoudns

BLIPUOLDO0)IW 10} 9184)SGNS DAIIEPIXO UE ‘91eieIn|3019-0 Jo uoiippe ayj uo  -a1eydsoyd jo |w g0 ‘a1esen|3o1ay-o Jo M o ‘ZID3IN Jo INM o1 ‘ereydsoyd-
uapuadap sem AJIAIDE SY) ‘SULIN|OD OM] 1SB| Y] JO UOSIIEdLWIOD B WO} -auisouape jo |\ z'¢ paurejuod ajdwies yoe3 ‘suiajoid J1ay) ojul sulue|e

Ua3s sy "D,/¢ 1B uoleqnou| ‘uoiippe ul (‘wds 0pQ 092) aulueje-1d[Dyi- Ll o 9A11DBOIpE. 91810dI0DUI 0] SUOIIDRIJ JSAI| 1BJ SNOLIBA JO AN[IqQY -1 24nS14

‘sognurwr g 1od urejoxd jo -wB zod suruBIU-T JO WY Z10°0 %

§°0T) 8°0 | 8'8T | '€ | G2 | 6'88 | 86 | &AL | " TTUTUUUUUUUUU SUOTRORIR IV

m-m m.o N..O._H m-m om w.ON ww m.HH .............c......-.HHH&NF.&HH:H@Q
-ns -}~ SOUIOSOIOTUL - »

9°9 | 0'T | 674 9% | BT | T°21| ¢ | €01 |" "jusyvuradns - »

TF%| 11|99 | 06 |68[8Er|F2 | 0'F | '  SOWOSOIONW + BLPUOYIOIIAL

*.O H.O O.o O.o .H N.H ow w.N. R A R PPN .“......Pﬁhdﬂawghmﬁﬂgm

O-H w.H o.o o.o .H .ﬂ.o N.H m-H L N I I NP N .......-masomo.ﬂo.mg

T 0°0 |9 | T'T [¥T |GG [~~~ " ' 7 uoIjoBIy PIXIA

etlgol oy $'¢ logl ey Q1 Qg |ttt gLIPUOYDOITIAL

62|21 0°0 g 91 8T grg [ SreeseeccglIgD - TO[OON

*w.OH "V.H H.@H @.m #N m.bm OOH w'N.H .....v................UP@Q@&OEOHIH

Sl Zoartu a0

aumumu aw.n.-mu ut

R “nj gt o9

ol M e Y B IO e K

snig | snury omw.wﬁ -io%m% *0p m m.vs www% .Mwu Yot UoIIEBI

urajoxd *Sw 8 "od Sww%um

0d wdg | oA )




1.3 Basic Mechanisms — The 1950s | 9

HOMOGENATE
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Figure 1-3  Fractionation and recombination of a rat liver extract.
The homogenization medium was as follows: 0.004 M MgCly,
0.04 M potasium phosophate buffer (pH 7.4), 0.01 M HDP, and
0.25 M sucrose. All fractions were prepared from the same
homogenization and were incubated simultaneously for 30 min at
37°Cin 95% N2—5% CO3 (Ref. [103], Figure 2).

model of protein synthesis emerged [75]. The combination of the phosphate-
exchange reaction with another model reaction, that of amino acids with hydroxyl-
amine, suggested an activation by ATP of the amino acids as represented in Fig. 1-5.
These experiments induced a major turn in the representation of the fractionated
system. Its energy requirement became linked to a particular fraction. What until
then had been the ‘soluble fractior’, or the ‘105 000 x g supernatant’, or the ‘pH 5
precipitate’, became now viewed as a set of activating enzymes. With that, amino
acid activation began to attract the attention of a larger scientific community.
Several other groups quickly added similar observations obtained in other sys-
tems. David Novelli, who had moved from Lipmann's lab to the Department of
Microbiology at Case Western Reserve University in Cleveland, established an amino
acid-dependent PP/ATP-exchange reaction with microbial extracts [76]. Paul Berg,

Figure 1-4  Left to right: Mahlon Hoagland, Paul Zamecnik and
Mary Stephenson, about 1956 [302].
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Figure 1-5  Schematic representation of amino
acid carboxyl activation by ATP and the pH 5
fraction. Ad, adenosine. The heavily drawn O
indicates the attacking carboxyl oxygen which
would remain with the nucleotide moiety upon
subsequent splitting of the activated compound
(dashed line) (Ref. [79], Figure 5).

from Washington University School of Medicine in St. Louis, reported on the acti-
vation of methionine in yeast extracts [77, 78]. Lipmann’s lab took up the task of
isolating and purifying one of the amino acid-activating enzymes. Within half a
year, the general character of the carboxyl-activation mechanism appeared to be
established [79].

At this point, the participation of ribonucleic acids in protein synthesis still
appeared as a black box conveniently termed ‘ribonucleoprotein’ (cf. e.g., the repre-
sentation in Fig. 1-6). This black box now attracted the attention of both biochemists
and geneticists. Microsomal RNA, by 1955, was generally assumed to play the role
of an ordering device, jig, or ‘template’ for the assembly of the amino acids. The
actual point of discussion at that time, however, to which Sol Spiegelman from the
University of Illinois at Urbana and Ernest Gale from Cambridge repeatedly
referred, was accumulating indirect evidence for a coupling of the synthesis of pro-
teins with the actual synthesis of RNA [80-82]. Also in 1955, Marianne Grunberg-
Manago, in Severo Ochoa’s laboratory in New York, identified an enzyme which
was able to synthesize RNA from nucleoside diphosphates [83]. For the first time,
an RNA-synthesizing enzyme had been isolated.

Late in 1955, Zamecnik began to look for RNA synthesis activity in his fraction-
ated protein synthesis system. He added radioactive ATP to a mixture of the
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~P + ADP

pH 5.2 ENZYME + ATP + C'4— AMINO ACID
” ? GDP

(c'* — AMINOAGYL ~AMP) ENZYME + PP

+ SOLUBLE PROTEIN
MICROSOMES

RIBONUCLEOPROTEIN
1 ? GDP

Cc'4— RIBONUCLEOPROTEIN

Figure 1-6  Intermediate steps in protein synthesis as seen in
1956 (Ref. [303], Figure 5).

enzyme supernatant and the microsomal fraction. To his astonishment, the nucle-
otide indeed labeled an RNA component of the system. But there was another,
even more puzzling observation. In a parallel experiment, Zamecnik had incu-
bated non-radioactive ATP and 14C-labeled leucine instead of non-radioactive leu-
cine and 14C-labeled ATP together with the fractions. As Zamecnik recorded in his
notebook (see Fig. 1-7), the assay suggested — quite contrary to his expectation —
that radioactive leucine also became attached to the RNA. In fact, it took another
year before Zamecnik, in collaboration with Mary Stephenson and Hoagland,
became convinced of the significance of the finding and was ready to publish
it [84]. Zamecnik had searched for hints of a synthesis of RNA on the microsomes.
What he had found was an RNA in the soluble fraction to which amino acids were
attached. For the time being, the new entity was termed ‘soluble RNA.

Soluble RNA immediately helped to focus research under way in a variety of other
laboratories and in a variety of similar systems. The further differentiation of the
cell-free protein synthesis system now became the working field for a growing pro-
tein synthesis ‘industry’. In 1956, evidence for the presence of an RNA intermediate
in protein synthesis was being gathered by Robert Holley, from Cornell University.
He had found a ribonuclease-sensitive step in the alanine-dependent conversion of
AMP into ATP [85]. Paul Berg, soon joined by James Ofengand, went ahead with
studies on the amino acid incorporation into soluble RNA of Escherichia coli [86]. In
1956, Tore Hultin from the Wenner-Gren Institute in Stockholm had obtained inde-
pendent evidence for an intermediate step in protein synthesis from kinetic isotope
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dilution studies [87]. Kikuo Ogata and Hiroyoshi Nohara at the Niigata University
School of Medicine in Japan also had collected hints for an RNA-connected interme-
diate in protein synthesis [88]. By the end of 1957, amino acid—oligonucleotide com-
pounds were being investigated by at least three other research groups: Victor
Koningsberger, Olav Van der Grinten, and Johannes Overbeek [89] at the Van't Hoff
Laboratory in Utrecht; Richard Schweet, Freeman Bovard, Esther Allen, and Edward
Glassman [90] at the Biological Division of Caltech; and Samuel Weiss, George Acs,
and Fritz Lipmann [91], who had moved from the Massachusetts General Hospital
to the Rockefeller Institute in New York. All of them joined the race for adding
items to the list of what these molecules and their activating enzymes did and what
they failed to do. In the process, what had emerged as a biochemical intermediate in
protein synthesis soon turned into one of those big missing pieces within the flow
scheme of the expression of molecular information. At Richard Schweet’s sugges-
tion, the molecule was later referred to as transfer RNA [92], and it became identi-
fied with what, based on considerations rooted in the double-helical structure of
DNA, Francis Crick had postulated as an adaptor of some sort of the genetic
code [93-95]. Figure 1-8 represents the interaction of soluble RNA and microsomal
RNA as seen by Zamecnik at the end of the 1950s.

1.3.3
From Microsomes to Ribosomes

As we have seen, it was not until the beginning of the 1950s, and in a context quite
different from their original characterization, that the ‘small particles’ or ‘micro-
somes’, operationally defined in terms of fractional sedimentation, optical inspection,

E{AMP~qq,) + ﬁ = ____GT_P__)

0,

Figure 1-8 A scheme for the interaction of microsomal RNA and
soluble RNA-amino acid (Ref. [27], Figure 5).
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and chemical composition, became linked on experimental grounds to protein syn-
thesis in vivo [97-102] and in vitro [70, 96, 102, 103]. Around this time, hints were also
accumulating that eukaryotic microsomal material was quite heterogenous in size as
well as in composition. It took another decade before the the isolation of active cyto-
plasmic particles through sucrose-gradient centrifugtion became a laboratory stan-
dard. To obtain ‘purified’ microsomes became one of the major issues in the
development of cell-free protein synthesis around 1955 [104].

For purification, Zamecnik’s colleague John Littlefield took advantage of the
detergent sodium deoxycholate which solubilized the protein-lipid aggregates of
the microsomal fraction. The RNA-to-protein content (1 : 1) of his particles corre-
sponded to the value given by Howard Schachman from Wendell Stanley’s Virus
Laboratory in Berkeley for Pseudomonas fluorescens particles [105] and by Mary
Petermann from the Sloan Kettering Institute in New York for rat liver and spleen
particles [106].

Around the same time, George Palade [38], by using an ensemble of advanced
specimen preparation techniques, was able to visualize small, electron dense parti-
cles on the surface of the endoplasmatic reticulum in situ by means of electron
microscopy (see Fig. 1-9). Philip Siekevitz had joined Palade in 1954. He added his
biochemical expertise to the work at the Rockefeller Institute which aimed at a corre-
lation of the “cytochemical concepts” of microsomal particles and “morphological
concepts” derived from electron microscopy [107 pp. 171-172].

Besides electron microscopy, the calibration of these ‘macromolecules’ involved
velocity sedimentation and electrophoretic mobility [106, 108-110]. These structures
became a synonym for cytoplasmic RNA, although the postmicrosomal supernatant
invariably also contained RNA — approximately 10% of the cell's total RNA [107].
From analytical ultracentrifugation, a sedimentation pattern emerged, and a sedi-
mentation coefficient of the particles could be calculated. Littlefield'’s rat liver parti-
cles appeared as a major 47S peak in the optical record, similar to the main macro-
molecular component already described by Petermann and their co-workers between
1952 and 1954 (see Fig. 1-10 for Petermann’s pattern). A broader peak running ahead
of the 47S particle disappeared upon treatment of the material with deoxycholate.
However, there was also an additional smaller peak running behind the 47S particle
which was not deoxycholate-sensitive. Thus, the suspicion was reinforced that the
particulate portion of the microsomal fraction might be in itself heterogenous.

The ribonucleoprotein particles gradually took shape by a comparison of the repre-
sentations delivered by different biophysical and biochemical techniques applied in
different laboratories. The main problem was that the material was no longer active
in the test tube after the different isolation procedures. This meant that for the time
being there was no functional reference available for comparison. The ‘deoxycholate
particle’, for instance, entered the field of in vitro protein synthesis around 1953, and
around 1956 it disappeared again from the scene because nobody had succeeded in
rendering it functionally active. Preparation procedures played a dominant role, and
the terminology faithfully reflected their operational character. Successively, the cel-
lular component at issue had changed from a sedimentable entity no longer visible
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reticulum. Note that in the matrix there are

Figure 1-9  Electron micrograph of a limited
field in the basal region of an acinar cell of the
pancreas (rat). The cell membrane (cm) is

numerous small and dense granules (g)
which appear to have particular affinity

coated towards the exterior by a poorly defined
layer of dense material (bm), which may be the
equivalent of a basement membrane. Part of a

mitochondrial profile appears at m. The rest of

for the membrane limiting the cavities of the
endoplasmic reticulum. The outside surface
of this membrane is actually covered by many
such particles which in a few places (r) appear

to be more or less regularly disposed in rows.
Magnification 73,000 x (Ref. [38], Figure 1).

the field is taken up by elongated (e), oval (o),
and circular (c) profiles of the endoplasmic

under the light microscope, the ‘microsome’, to a granular cytoplasmic constituent
which was ‘deoxycholate-insoluble’, and finally to a ‘ribonucleoprotein particle’ pre-
sumably involved in amino acid incorporation into protein, consisting of half protein
and half RNA, and visible under the electron microscope. Following a lingering trajec-
tory, the different means and modes of representation eventually produced particles
that became firmly linked with subcellular morphology, in particular the endoplasmic
reticulum, and to the biochemistry of protein synthesis. The match was, however,
hardly perfect.

In the course of the 1950s, RNA-containing particles had attracted more and more
attention. Around 1955, their RNA was generally assumed to provide the template
upon which the amino acids were assembled into protein threads. In 1958, Howard
Dintzis coined the term ‘ribosome’ for purified microsomes devoid of membrane
fragments (Wim Moller, pers. comm.; see also Refs. [111, 112]). During the following
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Figure 1-10 Sedimentation patterns of normal and leukemic
spleen particles. The direction of sedimentation is to the left:
N, normal spleen; T, transplanted leukemia; S, spontaneous
leukemia (Ref. [108], Figure 1).

years, this neologism made its way into the laboratories and into the literature. The
reason for changing the name was the presumed role of the particle’s RNA. The new
designation no longer reflected a mere technical representation, but a biological
function. Like ‘transfer RNA, the ‘ribosome’ began to relocate protein synthesis
from biochemistry to molecular genetics, transforming it into an integral part of
what Crick, apparently without minding about the theological connotations of the
term, had called the “central dogma” of molecular biology [113, p. 153]. It codified the
notion that the genetic information makes its way from DNA to RNA to protein and
that, once in the protein, it cannot get back into DNA. The central dogma subsumed
the process of protein synthesis as the final, translational, step in the overarching pro-
cess of gene expression.

With respect to their physical parameters, the protein synthesizing particles con-
siderably changed their appearance between 1955 and 1960. Around 1956 and after
many trials, Schachman had found yeast microsomes sedimenting with a velocity
constant (S) of 80 and to dissociate reproducibly into two unequal portions of 60S
and 40S [114]. In a similar manner, Petermann and co-workers were able to separate
78S liver ribosomes into 62S and 46S particles [115]. Alfred Tissiéres and James
Watson, at Harvard, had started to work with E. coli ribosomes and had their bacte-
rial particles sediment with 70S. Most interestingly, they could dissociate them



1.3 Basic Mechanisms — The 1950s | 17

reversibly into a 50S and a 30S component [116, 117]. Gradually, in a decade of
painstaking isolation attempts, in which sucrose-gradient centrifugation came to
occupy a central place, the confusion about the size of the RNP particles cleared
up, and it was realized that the secret of stabilization lay chiefly in the concentra-
tion of divalent Mg2+ ions. Work on a variety of particles from other sources began
to converge on two distinguishing features: bacterial particles (roughly 70S) were
consistently smaller than their eukaryotic counterparts (roughly 80S), but both
could be separated into something that began to be recognized as a small and a
large ribosomal subunit.

134
Models

The state-of-the-art of protein synthesis, as a process of translation of genetic infor-
mation, was conceptually re-framed by Francis Crick and his colleagues, especially
Sidney Brenner, between 1955 and 1957, and summarized by Crick in his seminal
paper of 1958. After years of theorizing from template models, starting with, among
others, Hans Friedrich-Freksa [118] and Max Delbriick [41], and continuing with
Hubert Chantrenne [119], Felix Haurowitz [42], Alexander Dounce [120], Victor Kon-
ingsberger and Johannes Overbeek [121], Fritz Lipmann [122], George Gamow [123],
Henry Borsook [124] and Robert Loftfield [125], Crick had come up with a new pro-
posal. During the 1940s, models of autocatalytic protein replication were at the fore-
front (cf., e.g., Delbriick’s scheme [41] and Haurowitz' [42]), as seen in Fig. 1-11. At
that time, nucleic acids were still considered, if at all, as structural scaffolds facilitat-
ing protein replication. Gene duplication thus meant protein duplication. Friedrich-
Freksa [118] had envisaged a protein copying process whereby nucleic acid bases

Figure 1-11  Model of protein as template. Replication of a peptide
chain formed by lysine, alanine, tyrosine, aspartic acid, and
leucine: T, template; R, replica (Ref. [42], Figure 2).
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served as a kind of intermediate ‘mirror-image’. Later models (such as that of Kon-
ingsberger and Overbeek [121] seen in Fig. 1-12) conceived the process of molecular
information transfer in terms of a physicochemical interaction between ribonucleic
acids and amino acids involving covalent bonding. In the aftermath of the Watson
and Crick [126] seminal model of the DNA double helix, Gamow [123] proposed an
interaction between DNA and amino acids based on the geometrical shape of holes
in the double helix (cf. Fig. 1-13). Crick, thinking of the complementarity features of
the DNA double helix, now envisaged what he called “adaptation’, i.e., a specific
base-pairing interaction between an amino acid-carrying nucleic acid adaptor expos-
ing a signature complementary to the code of a template nucleic acid (cf. Fig. 1-14).
It is interesting to note that at the time Crick launched his adaptor hypothesis, he
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compound: b, purine and pyrimidine derivatives (Ref. [121],
Figure 2).
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Figure 1-14  Crick’s scheme of chopping soluble RNA into
trinucleotide adaptors (reprinted from a letter of Crick to
Hoagland, January 1957, with kind permission from the author).

obviously did not judge it important enough to be published. It was only its linkage
to soluble RNA that made it a prominent concept and a prophecy as seen in hind-
sight. According to Crick, information-carrying nucleic acids, or templates, and the
corresponding proteins were, first, co-linear and second, characterized by strict
sequence specificity. But the code itself, the correlation between the building blocks
of nucleic acids and those of proteins, remained elusive.

With the surprising emergence of soluble, amino acid-carrying RNAs, the attrac-
tive possibility of cracking the code seemed to appear on the horizon. Immediately
after Crick had heard the news on soluble RNA from the Massachusetts General
Hospital, he invited Hoagland to spend a year with him at Cambridge to isolate an
individual S-RNA molecule and to determine its ‘signature’. These efforts remained
without success. While protein synthesis research during the previous years had cer-
tainly not been guided by the theoretical coding discussion, the first attempt to solve
the code on the basis of a molecule involved in protein synthesis also failed.

Meanwhile, Zamecnik and Liza Hecht had established as a common feature of all
S-RNAs a common 3’-end to which the amino acids became attached: an invariable
-CCA trinucleotide [127]. This was anything but a distinct code! Hoagland had
hoped to have, with transfer RNA, the “Rosetta Stone” for deciphering the code in
his hands [128, p. 61]. But trying to obtain the code through transfer RNA with a
direct experimental approach led only to a dead end. Ernest Gale and Joan Folkes at
Cambridge, who were analyzing the relation between protein synthesis and the syn-
thesis of nucleic acids in a staphylococcal in vitro system, also got stuck with the
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characterization of their ‘incorporation factors’, i.e., nucleic acid fractions that stim-
ulated the incorporation of amino acids into protein [129-131]. And Robert Holley,
who since 1957 had put all his efforts into isolating, purifying and sequencing the S-
RNA specific for alanine from yeast, took many years and a massive crew of co-
workers to arrive at the primary sequence of the first transfer RNA [132]. When he
presented the sequence, the code had already been solved by following a completely
different experimental track.

1.4
The Golden Age of Translation — The 1960s

The genetic code was solved between 1961 and 1965 with a breathtaking velocity that
nobody would have dared to predict even a year before the decisive events. The 1960s
also saw the emergence of messenger RNA, the dissection of the ribosome into its
components, and the resolution of the translational process into partial functions.
Through transfer RNA, messenger RNA, and the code, the biochemistry of protein
synthesis merged and for a while even tended to become synonymous with molecu-
lar biology, a situation that had been unimaginable a decade earlier when a gap still
loomed large between those who considered themselves to be the avantgarde of
molecular biology and those who did the messy work of experimentally draining the
‘bog’ of nucleic acid or protein biochemistry and metabolism [10].

In vitro systems remained central to the field, but the procedures changed. The
main strategies of the 1950s had been grounded in what might be called a pursuit
of ‘integral requirements’. As long as virtually all fractions of the translational sys-
tem remained black boxes, it would have been deleterious to reduce the system,
since this way one could lose essential information. During the 1960s, however, an
opposite strategy of ‘minimal requirements’ became feasible. It was based on the
preliminary partitioning of the translational machinery that had been achieved
around 1960, the historical stages of which are depicted in Fig. 1-15. It was greatly
facilitated through the transition from mammalian systems to bacterial, especially
E. coli systems of protein synthesis (for the further development of this reductive
type of system, see the historical review of Spirin [9]). E. coli, so central as a genetic
model throughout the 1950s, was not yet a model of translation during this decade. It
was only around 1960 that molecular genetics and protein synthesis research
joined forces on the basis of one single model organism. With that, the stage was
set for the characterization of some fundamental features of the translational appa-
ratus that still constitute present-day textbook knowledge (see Ref. [133] for an over-
view of the field around 1960).

1.4.1
From Enzymatic Adaptation to Gene Regulation:
Messenger RNA

Towards the end of the 1950s, the work of Jacques Monod and Frangois Jacob at the
Pasteur Institute in Paris acquired a new and unforeseen direction and resulted in a



22

1 A History of Protein Biosynthesis and Ribosome Research

HOMOGENATE
L aa* protein*
1L SOLUBLE ENZYMES ATP MICROSOMES
aa* protein*
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1 ATP + E + aa* = GTP , R AR
: E(AMP-aa*) + PP protein®
pH 5 ENZYMES SOLLIBLE RNA RNDP PARTICLE
Iv. ATP+E+aa= — cTP .
E{AMP-aa*) + PP RNA-aa* protein

Figure 1-15 Historical stages in the dissection of the rat-liver cell-
free system for the incorporation of [14C]-amino acids (aa*) into
protein: |, end of the 1940s; I, ca. 1952; 111, ca. 1955; IV, end

of the 1950s (Ref. [304], Figure 1).

major contribution to understanding protein synthesis and its regulation. Since the
beginning of the 1940s, Monod had studied ‘enzyme adaptatior’ in E. coli, i.e., the
enzymatic response of these bacteria to changes in nutritional conditions. Using a
range of mutants, he concentrated on the lactose complex as a model system. At the
beginning, Monod’s ideas on the subject were shaped by the contemporary theories
of immunological instruction. (According to the ‘instructional view, it was the anti-
gen which imprinted the appropriate three-dimensional conformation onto the
antibody.) Monod gradually swtiched, at the beginning of the 1950s, to the idea of a
genetic control of enzyme synthesis. Conceptually, this resulted in the transition
from ‘enzyme adaptation’ to ‘enzyme induction’ [134]. Around 1955, Monod and
his co-worker Georges Cohen distinguished three genes: the y-gene specifying a
permease responsible for the import of lactose into the bacterial cell, the z-gene
responsible for the sugar-decomposing -galactosidase, and an i-factor responsible
for the induction of the system.

Francois Jacob had started his work on the viral phenomenon of lysogeny in the
laboratory of André Lwoff at the Pasteur Institute in 1950. Soon he developed a
tight cooperation with Elie Wollman, who had returned from Caltech where he had
worked on phage infection in the laboratory of Max Delbriick. Around that time,
decisive developments in bacterial genetics were about to take shape. William
Hayes in London and Luca Cavalli-Sforza in Milan found hints for a sexual differ-
entiation in E. coli bacteria and learned to distinguish between donor and recipient
cells during conjugation. In 1951, Joshua Lederberg and Norton Zinder described
the phenomenon of viral ‘transductior!, and Esther Lederberg observed lysogeny in
E. coli K12. The phage involved in the process was termed ‘lambda’. In 1953, Hayes
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characterized a high-frequency recombinant donor variant of K12 (Hfr). Soon
thereafter, Wollman and Jacob started to work with this lysogenic system. In the
process of doing recombination kinetics with multiple mutants of K12, they
invented a trick that proved to be highly consequential: If the process of conjuga-
tion was interrupted at certain time intervals by mechanical agitation in a mixer,
the transfer of different characters could be resolved in a linear fashion. ‘Mapping
by mating’ became a clue to the genetic mapping of bacterial chromosomes [135].
The gene for -galactosidase turned out to be in the vicinity of the insertion site of
the phage lambda. It was precisely this proximity that allowed an efficient coupling
of the systems of Monod and Jacob, respectively.

The collaboration began in 1957 and included Arthur Pardee from the virus labo-
ratory of the University of California at Berkeley. It resulted in the famous series of
‘Pa-Ja-Mo  experiments which led to the operon model of gene expression. The
experiments suggested that Cohen and Monod’s ‘i-factor’ was responsible for the
production of a cytoplasmic substance influencing the structural gene or its prod-
uct. It was for this special, regulatory substance that Pardee, Jacob and Monod
used, for the first time, the term ‘cytoplasmic messenger’. ‘Messenger’ therefore
was a concept that originated in the framework of regulatory phenomena and not in
a framework of genetic information transfer to begin with. Additional observations
pointed to a functionally “unstable intermediate” responsible for the expression of
the structural genes as well [136, p. 224].

It took some time before Jacob and Sidney Brenner arrived at drawing a parallel
between these experiments and the observation of Lazarus Astrachan and Elliot
Volkin [137] from the Oak Ridge National Laboratory of a quickly metabolizing RNA
that appeared after infection of their bacteria with T2 phages. The question became
whether this unstable intermediate was some sort of an “information carrying RNA”
[136, p. 225], which transiently combined with existing microsomes, thus inducing
the immediate synthesis of a specific protein [6].

There had been hints in the literature pointing towards quickly metabolizing
RNAs for quite some time, but obviously they had not been taken into serious
account, either by the Pasteur group or by Crick and his molecular biologist col-
leagues in Cambridge and elsewhere. As early as 1955, microbiologist Ernest Gale,
who was a neighbor of Crick in Cambridge, had claimed that in inducible systems,
protein synthesis is accompanied by or even dependent upon RNA synthesis [138].
In addition, Sol Spiegelman, who also worked on enzyme induction, had assumed
that the RNA templates of induced enzymes are unstable [139].

The concept of microsomes had emerged from eukaryotic in vitro systems with
reduced metabolic activity, and as it had gained currency towards the end of the
1950s, it was clearly at odds with these observations on bacterial metabolism.
Microsomal RNA appeared to be inert, and for all those working on cells from
higher organisms, the ribosome represented “a stable factory”, already containing an
RNA transcript of DNA [10, p. 107], or to use Crick’s words at that time: ““Template
RNA is located inside the microsomal particles” [113, p. 157]. Implicit in this vision
was a kind of ‘one-microsome-one-enzyme-hypothesis’, meaning that a particular
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ribosome was engaged in the fabrication of one specific protein or set of proteins.
Moreover, bacterial in vitro systems had a bad reputation in the leading circles of
protein synthesis workers in the late 1950s. They were considered ‘dirty’ systems
which were difficult to control [125].

The decisive experiment establishing the role of messenger RNA came from a
joint effort of Jacob, Brenner and Matthew Meselson at Caltech: They grew bacte-
ria on heavy isotopes to tag the ribosomes and infected the E. coli cells with a viru-
lent phage in the presence of radioactive isotopes. What they found was that newly
synthesized radioactive phage RNA indeed became associated with pre-existing
heavy ribosomes [140]. ‘Messenger RNA [141] now assumed the general meaning
of a molecular information transmitter whose transcription was controlled by
feedback loops according to the operon model (see Fig. 1-16). Around the same
time, Masayasu Nomura and Benjamin Hall, in Spiegelman’s laboratory at
Urbana, had characterized a ‘soluble’ form of RNA synthesized in E. coli after bac-
teriophage T2 infection. It became associated with ribosomes in the presence of
high magnesium concentrations [142]. They, however, drew no conclusions with
respect to its function. As Nomura recalls, he was “unaware of the new develop-
ments, both experimental and conceptual, that were taking place in Cambridge,
England, as well as in Paris” [8, p. 5]. And Francois Gros, Walter Gilbert, and
Chuck Kurland, in the laboratory of Watson at Harvard, showed that unstable
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Figure 1-16  Operon models of the regulation of protein synthesis
(Ref. [141], Figure 6).
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‘messenger RNA templates’ (cf. the sedimentation pattern in Fig. 1-17) also
belonged to the metabolic makeup of uninfected E. coli cells [143].

1.4.2
A Bacterial in vitro System of Protein Synthesis and the
Cracking of the Genetic Code

The differentiation of reliable bacterial in vitro systems occurred in parallel, but inde-
pendent of the experimental context of enzyme induction. The first to report on a
system based on E. coli were Dietrich Schachtschabel and Wolfram Zillig at the Max
Planck Institute for Biochemistry in Munich [144]. Published in German, this paper
was ignored by most of the protein synthesis community. In 1958, Marvin Lamborg,
a postdoctoral Fellow of the National Cancer Institute from NIH, had come to work
with Zamecnik. Zamecnik had tried to obtain a reliable protein synthesizing system
from broken E. coli cells as early as 1951, but had failed to clean it sufficiently from
intact bacteria. Lamborg finally managed to establish a cell-free protein synthesis
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Figure 1-17  Sedimentation of ['4Cluracil pulse-labeled (unstable)
RNA of E. coli. The RNA was run on a sucrose gradient for 10 h
at 25 000 rpm: O.D., optical density; 23S, RNA of the large
ribosomal subunit; 16S, RNA of the small ribosomal subunit;

4S, soluble RNA (Ref. [143], Figure 8).
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system based on E. coli extracts [145]. In a rapid dissemination, the Lamborg—
Zamecnik type of system made its way into other laboratories and soon became a
leading model system for protein synthesis research. Besides Tissiéres in Watson's
lab [146], among the first to use such a system were David Novelli at the Oak Ridge
National Laboratory [147], Daniel Nathans and Fritz Lipmann [148] at the Rock-
efeller Institute in New York, Kenichi Matsubara and Itaru Watanabe [149] at the
University of Tokyo and at Kyoto University, and James Ofengand, then on a fellow-
ship at the Medical Research Council Unit for Molecular Biology in Cambridge
[150]. In 1962, there were no less than six reports from five laboratories using the E.
coli system in a rapid publication journal such as Biochem. Biophys. Res. Commun.,
and seven reports from five laboratories in the biochemical Fed. Proc. In Watson's
group, with Tissiéres, Schlessinger, Kurland, Gros, and Gilbert, the structure and
function of bacterial ribosomes and messenger RNA had moved to the center of
attention. But the E. coli system was also being introduced at the National Institutes
of Health in Bethesda. The days of the rat-liver system as a pace-maker for unprece-
dented events were over. Its role was displaced from representation to demonstra-
tion: it became marginal. In contrast, the E. coli system shifted in the opposite
direction. It allowed investigators to bring the genetic code into the realm of experi-
mental manipulation, in a surprising move which left behind all those who had tried
to tackle the code through procedures based on virus and phage mutation.

Marshall Nirenberg, at NIH, had just started to establish a cell-free E. coli system
when Heinrich Matthaei joined him in the fall of 1960. Nirenberg had set himself
the task of investigating the steps that connect DNA, RNA and proteins, and synthe-
sizing, in a cell-free system, a specific protein [151]. Despite many efforts (cf., e.g.,
Ref. [152]), the synthesis of a defined and complete protein in vitro had remained a
challenge — and a dream - for all those concerned with protein synthesis ever since
the end of the 1940s.

If the system was to express a specific protein, conditions had to be found under
which it responded to specific templates. This appears to have been the crucial clue
in the Nirenberg and Matthaei advances. With respect to the initial phase of the
work, there is every reason to assume that Nirenberg and Matthaei proceeded well
within the context of the prevailing picture of the ribosome, its RNA still being
assumed to play the role of a template. A minor, but finally decisive procedure set
the stage for their accomplishment: the preincubation of the bacterial cell extract.
Matthaei and Nirenberg put the system to work until its endogenous activity came to
a halt. Only then did they add the exogenous RNA. First they found a small, but spe-
cific effect with superadded ribosomal RNA. Then, according to a principle of varia-
tion, they introduced additional RNAs into the system, such as viral RNA, and finally
artificial homopolymers and heteropolymers. It was a lucky coincidence that the syn-
thesis of RNA fell into the special expertise of Leon Heppel, who was the director of
the laboratory in which Nirenberg and Matthaei were working. With these polymers
at their disposal, they needed only a few months until they, by systematically varying
their radioactive amino acids, had deciphered the first code word: The homopolymer
polyuridylic acid coded for the artificial protein poly-phenylalanine [18, 153]. Figure
1-18 shows the decisive experiment from Matthaei's laboratory notebook.
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Both Matthaei and Nirenberg, like Nomura, claim to have been unaware of the
news from Paris concerning a cytoplasmic messenger at that time [12]. Thus, we
have to assume that the concept of messenger arose at least twice in the history of
molecular biology. It emerged from two experimental contexts that could not have
been more different: from a delicate, genetically triggered in vivo system of enzyme
induction, and from a comparatively modest, fractionated in vitro system of protein
synthesis. Despite these radical breakthroughs, microsomal RNA continued to be
considered for quite a while as a possible template, at least for ribosomal proteins.
We still find this idea, e.g., in the first edition of Watson's Molecular Biology of the
Gene in 1965 [154].

After the Fifth International Congress of Biochemistry in August 1961 in Mos-
cow, where Nirenberg reported the findings from his laboratory, the other attempts
at deciphering the code by genetic and chemical microanalysis of phage mutants in
Cambridge and of tobacco mosaic virus mutants in Berkeley and Tubingen could
be dropped (see, e.g., Refs. [155-158]). The subsequent hunt for the different code
words became a matter of refining the experimental conditions of the E. coli sys-
tem. The triplet binding assay of Philip Leder was one of the key accomplishments
in the years to come [159]. Besides Nirenberg, it was mainly Severo Ochoa and his
co-workers in New York and Gobind Khorana in Wisconsin who, on the basis of
their experience with polymer synthesis, were able to join the race ([160], see
Ref. [161] for a review). An initiation codon and the corresponding, formylated initi-
ator tRNA [162, 163] as well as special codons functioning as stop signals were soon
identified genetically [164, 165] and biochemically [166-168]. By 1967, the complete
code was in place. For the next 10 years, the new findings on translation resulted,
along the lines of ever new twists, quirks, and refinements, from the dissection of
bacterial systems. After the initial technical difficulties in handling bacterial
extracts had been mastered, these systems proved less complex, easier to take apart
and simpler to entertain. The relation between eukaryotic and procaryotic systems
was reversed. At the end of the decade, it was self-evident that a volume on The
Mechanism of Protein Synthesis would deal primarily with bacteria, devoting just one
special section of 116 pages out of a total of 855 to “Mammalian Systems” [19].

143
The Functional Dissection of Translation

With the isolation of ribosomes, the purification of specific transfer RNAs and their
corresponding synthetases, and the beginning of a deliberate manipulation of viral
and synthetic messengers, the stage was set for the dissection of ribosomal func-
tion [169, 170]. From the first observations onwards [171], one of the big riddles
concerning the energy turnover of peptide elongation had been the involvement of
GTP in the process. Around 1960, it had become clear that GTP was not involved in
the amino acid-activation reaction per se. In a manner still not understood, GTP did
interfere with the amino acid transfer mechanism (see discussion in Ref. [172]).
The transfer depended on a partial fraction of the pH 5 enzyme supernatant [173].
But attempts to clarify the role of GTP as a co-factor for a presumed ‘transfer factor’
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had failed so far [148]. It took another 3 years until Jorge Allende and Robin Monro
in Lipmann's lab identified an enzyme fraction in E. coli whose transfer activity
overlapped with a GTPase activity [174] and was termed ‘G factor’ ([175, 176], see
Ref. [3] for a review). At the same time, a complementary ‘T factor’ was resolved
into a temperature-stable component Ts and an unstable component Tu [177]. In
bacteria, they became known as elongation factors EF-G and EF-Tu/EF-Ts (EF2 and
EF1A/EF1B, respectively, in eukaryotes). In a reticulocyte system, Boyd Hardesty
and Richard Schweet, a few years earlier, had already identified two fractions, TF-1
and TF-2, that were involved in the GTP-dependent interaction of Phe-tRNA with
poly(U)-programmed ribosomes [178]. The identification of three factors required
for the initiation [179, 180], and of factors required for the termination of the trans-
lation process soon followed [181]. The characterization, in terms of function and
primary as well as tertiary structure, of these transient ribosomal-binding factors
continued well into the next two decades. They became model proteins for the
study of RNA-protein interactions.

Transfer RNA binding to ribosomes and to their subunits became a major sub-
field for studying ribosomal function. At the beginning, these studies were still
done with eukaryotic microsomes. Among the pioneers were Tore Hultin in Stock-
holm and Leendert Bosch in Leiden [182-185]. Around the same time, Hoagland, in
the process of performing one of the first experiments in which a doubly labeled
tRNA was used, observed a “background” phenomenon which he found “difficult to
reduce” [186]. The binding of transfer RNA to the rat liver microsomes occurred at
zero time, and it took place prior to the amino acid incorporation reaction. A control
experiment revealed that uncharged S-RNA bound to the microsomes as well as did
S-RNA charged with amino acids. This finding opened the door for detailed studies
of the interaction between tRNA and ribosomes.

The majority of the ensuing tRNA binding studies was done in bacterial systems,
where the poly(U)-dependent Phe-tRNA binding assay became by far the most
prominent. Soon, Walter Gilbert showed that the tRNA carrying the growing
polypeptide is associated with the 50S subunit [187], whereas the binding of poly(U)
apparently involved the small subunit [188], and the binding of transfer RNA in gen-
eral depended on the presence of a messenger [189]. Jonathan Warner and Alex Rich
found active reticulocyte ribosomes carrying two transfer RNAs [190].

Quantification in these early binding studies was difficult: too many parameters
were not yet standardized, and stoichiometric relations could only be estimated. In
this situation, a functional and clearcut distinction between two different binding
sites of charged tRNAs on the ribosome would be of considerable advantage. Rob-
ert Traut and Robin Monro [191] provided it with the puromycin-peptidyltrans-
ferase assay which allowed investigators to distinguish a puromycin-sensitive (B-
site, later named P-site) and a puromycin-insensitive binding state (A-site) of ami-
noacylated tRNA (see Fig. 1-19). Based on this observation, the two-site model of
ribosomal elongation as shown in Fig. 1-20 became codified by Watson [192] and
continued to serve as a reference system for research on ribosomal function well
into the 1980s. Many features of translational initiation [193], elongation [194-196]
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Figure 1-19  Model of the ribosomal elongation cycle as derived
from the reaction with puromycin identifying two ribosomal tRNA
binding sites, B and A, respectively [191].

Figure 1-20 Model of the ribosomal elongation cycle comprising
two tRNA binding sites (Ref. [192], Figure 20).

and termination [197] were outlined in more and more sophisticated and reduced
partial in vitro systems (see Ref. [9] for a more recent survey), with acetylated Phe-
tRNA (AcPhe-tRNA) becoming a generally accepted analogue for an initiator tRNA
and a peptidyl-tRNA analog in the poly(U) system [198].

Antibiotics revealed themselves to be invaluable tools for the dissection of partial
ribosomal functions as well as for the ongoing in vivo studies concerning regula-
tion, speed, and accuracy of protein synthesis. Among the prominent drugs were
puromycin as an elongation terminating agent (see Refs. [199-201] for early
studies); chloramphenicol as a specific inhibitor of bacterial peptidyltransferase
[202-204]; fusidic acid as interfering with the translocation factor EF-G [205, 206];
and streptomycin as inducing misreading [207, 208]. One of the earliest realistic
measurements concerning the accuracy of the process of polypeptide formation
came from Robert Loftfield [209]. (For more details about antibiotic effects on ribo-
somes see Chap. 12).

In the context of pursuing ribosomal function, and after the mRNA concept had
been established, gentle isolation of messenger-ribosome complexes became a
matter of priority in the early 1960s. Particles larger than 70S or 80S appeared on
sucrose-gradient patterns and electron microscopic images (see Fig. 1-21 as an
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Figure 1-21 Polysomes. Sucrose gradient of lysed reticulocytes
after incubation with [3H]leucine. After lysis and low-speed
centrifugation, the ribosomes were pelleted three times at

28 000 rpm and resuspended with a homogenizer. A 5-20%
sucrose gradient was used. The numbers next to the arrows
represent the sedimentation constants associated wih each
peak (Ref. [214], Figure 3).

example). They were variously termed ‘ribosomal clusters’ [210], ‘active com-
plexes’ [211], ‘ergosomes’ [212], or ‘aggregated ribosomes’ [213], before Warner
and Rich coined the term ‘polysomes’ [214] which quickly came into general use.
Polysomes appeared to consist of strings of ribosomes occupying a particular mes-
senger RNA. Special isolation procedures were required to prevent them from
breaking down to monosomes during fractionation. On the other hand, in vivo and
in vitro evidence grew that ribosomes dissociated and reassociated during their
functional cycle [215, 216], and that initiation started on the 30S subunit [217].

Around the same time, Peter Traub, together with Nomura, found the right
temperature and ionic conditions for reconstituting the small ribosomal subunit
of E. coli in the test tube [218] from its RNA and protein moieties, respectively.
After the much simpler, symmetric TMV in the early 1950s, the highly asymmet-
ric ribosome became the emblem of molecular self-assembly in the late 1960s
and early 1970s (see Fig. 1-22 for Nomura’s assembly map of the 30S subunit).

In the following years, multiple attempts to repeat the procedure for total reconsti-
tution of the large 50S subunit from E. coli remained without success. A reason for
these failures was suspected to be the high activation energy necessary for the 50S

31
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Figure 122  Assembly map of E. coli 30S ribosomal proteins.
Arrows between proteins indicate the facilitating effect of one
protein on the binding of another — a thick arrow indicates a major
facilitating effect (Ref. [305], Figure 1).

assembly in vitro. Accordingly, Nomura and his coworkers shifted their interest to
the thermophilic bacterium Bacillus stearothermophilus. In 1970, they achieved the
first total reconstitution of a large ribosomal subunit [219]. In view of the widespread
use of the E. coli ribosome as a model organelle, however, the search for a way to
reconstitute the E. coli 50S ribosomal subunit continued. Four years later, Knud
Nierhaus and Ferdinand Dohme succeeded in this task. They developed an alterna-
tive, two-step reconstitution method thus obviating the need for incubation at high
temperatures above 50°C that would have been required in the previous one-step
procedure [220].

The possibility of in vitro ribosome assembly opened the field for a multiplicity of
structure—function correlation studies at a previously unknown level, including the
construction of assembly pathways and maps, detailed interactions between riboso-
mal proteins and ribosomal RNA, and functional reconstitution experiments where
one or more components were omitted (see Chap. 3.1 for details). The hope, how-
ever, that a particular ribosomal protein might be singled out as responsible for the
peptidyl transferase reaction did not materialize (see Chap. 8.4).
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1.4.4
The Structural Dissection of the Ribosome

Throughout the 1950s, the macromolecular composition of microsomes and ribo-
nucleoprotein particles had remained obscure. The original assumption of Watson
at Harvard, Schachman in Berkeley, and others who started to analyze bacterial par-
ticles, had been that their structure might be analogous to that of RNA viruses: an
RNA moiety wrapped with multiple copies of a coat protein. The virus analogy
dates back all the way to the beginning of microsome research. Although it had lost
its early connotation of a cytoplasmic replicator, the analogy continued to play the
role of an obstacle rather than that of a research promoting conceptual tool. It had
certainly not been favorable either to the emergence of the concept of messenger
RNA, or to the emergence of the view of an asymmetric particle consisting of many
different proteins. Resisting the viral analogy, neither ribosomes nor their protein
subunits seemed regular enough to form crystals, as had been the case with, e.g.,
tobacco mosaic virus.

In view of the complex protein make-up of ribosomes, it is not surprising that
RNA was the first ribosomal component to be characterized physically and chemi-
cally in terms of sedimentation behavior, molecular weight, and overall base com-
position. As for the ribosomes, so for rRNA, too, sucrose-gradient centrifugation
was crucial. Around 1960, there was still considerable uncertainty about the identity
of ribosomal RNA. As long as it was considered to represent the template(s) for pro-
tein synthesis, there had been, understandably, no reason to assume that rRNA
might be homogenous and well defined. In contrast, credit was given to the idea that
ribosomal RNA might be composed of smaller templates that became linked within
the particle later on, either non-covalently or covalently. Before RNase-free strains of
bacteria became available [221, 222], the problem of RNA breakdown during prepa-
ration could hardly be mastered. Yet the introduction of the separation of RNA from
cellular protein by phenol extraction had already greatly facilitated laboratory manip-
ulation of RNA. This method came into quick and general use soon after its publica-
tion [223, 224]. In 1959, Paul Ts'o [225] separated rRNA from pea seedlings and
rabbit reticulocytes into two major 28S and 18S peaks. A series of careful studies on
E. coli ribosomes in Watson's laboratory led Kurland to propose that ribosomal RNA
came in two large species, 16S and 23S, respectively [226]. Alexander Spirin in Mos-
cow had reached basically the same conclusion [227]. The question however whether
this represented the ‘native’ state of ribosomal RNA, whether originally they were
made up from smaller fragments or derived from a large precursor, continued to be
a matter of debate for several years [228]. The controversy eventually came to a satis-
factory end when it became evident that mature ribosomal RNA originated from a
large transcript that was processed in the event of ribosome formation, and that,
indeed, a small defined RNA, 5S RNA, was part of the 50S subunit [229]. Subse-
quently, 5S rRNA became the first ribosomal RNA molecule to be completely
sequenced in 1968 [230]. This breakthrough had been made possible through
Sanger’s 2D fractionation procedure for radioactive nucleotides [231]. It took 3 years
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to determine its 120 nucleotides. In comparison, sequencing the first transfer RNA
(veast tRNAARL) with slightly more than half the number of nucleotides had taken
Holley and his co-workers (see Fig. 1-23 for its sequence and putative secondary
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Figure 1-23  Proposed secondary structures for the first tRNA
sequenced — tRNAAl from yeast (Ref. [132], Figure 2). The
cloverleaf structure was proposed by Elizabeth Keller who had
moved from Zamecnik’s laboratory to Holley’s (cf. Ref. [11,
pp. 282-285]).
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structures) some eight years [132]. Other groups soon followed with other tRNA
species [232, 233]. The detailed functional elucidation of these molecules, however,
had to await further studies. Their crystallization proved to be a major prerequisite
for moving forward in this direction (see Refs. [234, 235] among others).

Whether the protein moiety of ribosomes was made up of multiple copies of a sin-
gle species or of many different proteins, and whether all ribosomes had the same
protein composition, was still an open question at the beginning of the 1960s. Seri-
ous analysis, on the basis of starch-gel electrophoresis, of the protein composition of
ribosomes goes back to the work of Jean-Pierre Waller [236] and to the fractionation
studies of David Elson [237] and Pnina Spitnik-Elson [238]. One of the first riboso-
mal proteins to be characterized individually was the acidic A-protein of the large
subunit studied by Wim Moeller and later known as L7 (L12) [239]. Major efforts to
develop methods for separating and purifying individual proteins came, among oth-
ers, from Heinz Gunter Wittmann and Brigitte Wittmann-Liebold’s laboratory in
Berlin [240], Tissiére’s in Geneva [241], and Kurland's in Wisconsin [242]. A promi-
nent achievement in this endeavor was the separation of all ribosomal proteins by 2D
polyacrylamidegel electrophoresis [243] as shown in Fig. 1-24. It served as an effi-
cient and economizing standardization vehicle in the field of ribosomal protein
identification.

1.5
1970-1990s: A Brief Synopsis

The survey of the following three decades from the 1970s to the 1990s will be very
brief. There is no need to go into the details of an ongoing research in this historical
introduction, since the major events during these decades will be extensively dealt
with in the following chapters. The 1970s can be regarded as the period of the eluci-
dation of the primary structure of the components of the translational apparatus.
Indeed, around the turn of the decade, the ribosome of E. coli became the first cellu-
lar organelle whose RNA [244-246] and protein components [247] were completely
sequenced. Sequencing the complete ribosomal RNA became a feasible task only
after the new sequencing methods of Maxam and Gilbert [248], and of Sanger [249]
had been introduced.

The emergent recombinant DNA technologies helped to construct a detailed
genetic map of the components involved in protein biosynthesis. The ribosomal
RNA genes, however, were mapped before the era of recombinant DNA technology.
A dozen years had elapsed between their first identification in 1962 [250] and their
precise mapping [251]. Knowledge about ribosomal protein genes and operons rap-
idly accumulated after the subsequent isolation of protein gene-transducing lambda
phages [252]. Another source of information was provided by the systematic work
with ribosomal protein mutants [253, 254].

Molecular details of ribosomal function also became available, such as the interac-
tion of mRNA with 16S RNA during initiation [255, 256], and the mechanisms by
which ribosomes achieve their accuracy [257, 258]. The regulation of ribosome bio-
synthesis, starting with the early findings on the genetics of RNA synthesis [259],
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Figure 1-24 2-D electrophoretogram of 70S proteins of E. coli
B: First dimension, 4% acrylamide, pH 8.6; second dimension,
18% acrylamide, pH 4.6 (Ref. [243], Figure 4).

also became a major field of investigation during the 1970s [260-262]. Over the
years, a detailed view, first of transcriptional, then of translational feedback regula-
tion mechanisms emerged. Since Monod and Jacob’s work on the lac operon, tran-
scriptional control had been the leading paradigm. The shift of interest from
transcriptional to translational regulation was indeed an unprecedented turn. The
major events in this area have both been initiated and reviewed some time ago by
Nomura [8].

During the 1970s, ribosome research became a focus for the development and
application of numerous advanced biochemical, biophysical and biological tech-
niques. In vitro reconstitution of ribosomes [263] and in situ localization of ribosomal
components via immunoelectron microscopy [264, 265], scattering studies [266],
cross-linking [267] and affinity labeling [268] led to early insights into the quaternary
structure of the protein synthesizing organelle and its functional characteristics such
as factor binding and the constitution of the peptidyltransferase center.

The 1980s, on the one hand, were characterized by an increasing backshift of
emphasis towards eukaryotic systems (see Ref. [269] for a contemporary overview).
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Ira Wool in Chicago had pioneered mammalian ribosomal proteins during the era
of E. coli (see Ref. [270] for a review), Rudi Planta in Amsterdan had done much of
the genetic and structural work on yeast ribosomal RNA (see Ref. [271] for a
review). On the other hand, after a lag period, the tedious and time-consuming task
of secondary, tertiary, and quaternary structure modelling came to fruition and
became linked to ribosomal function. Protein—protein crosslinking [272], protein—
RNA crosslinking [273, 274], protection and modification studies [275], neutron
scattering [276, 277], electron microscopy [278], and ribosome crystallization [279]
figure prominently among the methods involved in this continuing endeavor. On
the functional side, exhaustive tRNA-binding studies led to new model conceptions
of the elongation cycle involving a third tRNA binding site [280-283, 275]. Peter
Moore has judged on this topic: “The two-site model for the ribosome, which the
world has accepted for a generation is dead. The existence of a third site for tRNA
binding, the exit site, is now established beyond reasonable doubt. This is unques-
tionably the most significant advance in our understanding of the ribosomal events
of protein synthesis in many years” [284].

Finally, the 1990s were dominated by major efforts to carry the structural analysis
of ribosomes to atomic resolution. The availability of suitable crystals of ribosomes
and ribosomal subunits, particularly from thermophilic and halophilic sources, and
the solution of the phasing problem led to a proliferation of X-ray crystallographic
studies to which Wittmann and Ada Yonath [285] in Berlin and the group at Push-
chino [286] had laid the ground with their ribosome crystallization initiatives in the
1980s. After almost 20 years of continued efforts, atomic resolution has now been
achieved for the large ribosomal subunit from Haloarcula marismortui [287] and
Deinococcus radiodurans [288], the small subunit from Thermus thermophilus [289,
290], and near-atomic resolution for the 70S-tRNA-mRNA complex [291]. In paral-
lel, the development of cryoelectron microscopic image reconstruction has helped to
refine the overall 3D shape of ribosomal particles, in particular as related to specific
functional states [292, 293]. Thus a dynamic picture of elongation is emerging.

Awareness of the involvement of rRNA in ribosomal functions has grown during
the last decades. Seminal in this context was certainly Carl Woese with his specula-
tions on the origin of the protein synthetic machinery [294]. But it was the character-
ization of catalytic activities of precursor ribosomal RNA initiated by Thomas
Cech [295] that turned the ‘protein paradigm’ of the ribosome, prevalent in the
1960s and 1970s, back into an ‘RNA paradign?. (Indeed, in the early days of riboso-
mology, rRNA had been closely associated with ribosomal function. That function
— of a template — however, did not survive history.) Indications accumulated that
23S RNA is involved in the peptidyltransferase reaction [296, 297], which until then
was thought to be a domain of the ribosomal proteins. Efforts to achieve peptidyltrans-
fer activity with ribosomal RNA alone have so far not been successful [298, 299]. The
atomic model of the 50S subunit now appears to suggest that ribosomal RNA may
indeed be able to do the job without direct involvement of proteins [300]. On this
view, the ribosome would finally turn out to be a veritable ribozyme. However, to
adduce direct biochemical evidence concerning the catalytic mechanism of the
transfer reaction remains a task for the future.
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2
Structure of the Ribosome

Gregor Blaha and Pavel lvanov

Protein synthesis is a complex process with the ribosome as a central player. Its task
is to decode the mRNA into the corresponding sequence of amino acids with the aid
of amino-acylated tRNAs. We will follow the history of ribosome structure starting
with the low-resolution images of the ribosome to arrive at the recent high-resolu-
tion, atomic structures for each of the ribosomal subunits, where we will focus on
the structural elements that shape them. We will not include detailed structural
discussion of 5.5 A resolution structure of Thermus thermophilus 70S [1], since, as
Ramakrishnan and Moore [2] emphasized, it is not possible to build a structure de
novo from a 5.5 A electron density map. Thus, for example, the structure of the 308
ribosomal proteins in the 70S structure was built by placing those from the 30S sub-
unit structure [3] as rigid bodies into the electron density maps of 70S ribosome [4].
Also the 50S ribosomal subunit of the 70S ribosome structure seems to include
some misinterpreted electron density regions. The trace of protein L1 C alpha atoms
is partly overlapping with the trace of 23S rRNA phosphorus atoms (PDB code 1
giy) [5, 6] and the orientation of the two domains of L1 deviates from the one
observed in L1 [7, 8] or in its complex with rRNA [6].

2.1
General Features of the Ribosome and Ribosomal Subunits

With an approximate mass of 2.6-2.8 MDa the bacterial ribosome has a diameter of
200-250 A and a sedimentation coefficient of 70S. The 70S ribosome consists of two
unequal subunits: a large 50S subunit and a small 30S subunit. Each subunit is a ribo-
nucleoprotein particle with one-third of the mass consisting of protein and the other
two-thirds of RNA: a single 16S rRNA (~1500 nt) in the 30S subunit and a 5S (~120 nt)
and 23S rRNA (~2900 nt) in the large subunit. The protein fraction consists of approx-
imately 20 different proteins in the small and 33 proteins in the large subunit.

The general outline of the 70S and its component subunits was characterized by a
variety of electron microscopic techniques during the 1980s. The 30S was described
anthropomorphically with a head, connected by a neck to a body with a shoulder and
a so-called platform (Fig. 2-1A). A more compact structure for the 50S was defined,
consisting of a rounded base with three almost cylindrical extensions. The three pro-
tuberances seen from the 508 side are called from left to right, the L1 protuberance,
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the central protuberance, and the L7/L12 stalk (Fig. 2-1B). Both subunits form a 70S
ribosome as shown in Fig. 2-1(C). A leap in resolution was achieved by the intro-
duction of single-particle reconstruction of cryo-electron microscopic images [9, 10].
As the resolution improved, the general structural features of the ribosome
remained, but more detailed structural features appeared, such as the beak and toe
or spur on the 30S (Fig. 2-1A) and a tunnel through the 50S (Fig. 2-1D).

2.2
A Special Feature of the 50S Subunit: The Tunnel

A tunnel transverses the 50S subunit, running from the peptidyl-transferase (PTF)
center at the foot of the central protuberance up to the base at the cytoplasmic side of
the large subunit with a length of about 100 A and a width of 10-20 A (Fig. 2-1D; [11,
10)). The first hint that this tunnel existed was provided by electron microscopy (EM)
of two-dimensional (2D) crystals of 80S isolated from chicken embryos [12] and 50S
subunits from Bacillus stearothermophilus [13]. By that time it had already been shown
by immuno-EM that the relative orientation of the exit site of the nascent chain in
prokaryotic and eukaryotic ribosomes was identical, located at the lower back (cyto-
plasmic side) of the large subunit [14]. Moreover, the alignment of cryo-EM struc-
tures from rat liver ribosomes with those of Escherichia coli proved that not only the
central structural features of the ribosome, i.e., L1, L7/L12 and central protuberance,
can be superimposed but also the tunnel, suggesting that the tunnel is another uni-
versally conserved feature of the ribosome and probably of high functional impor-
tance (Fig. 2-1E; [15]). This was subsequently confirmed by the cryo-EM
investigations of ribosome—Sec61 complexes from yeast, where the trimeric Sec61
complex, the major component of the endoplasmic pores which conducts the grow-
ing nascent peptide chain into the endoplasmic reticulum (ER), was positioned over
the exit of the tunnel (Fig. 2-1F; [16]). Recent studies demonstrated that proteins,
which are translocated through the ER membrane, indeed exit the ribosome from the
ribosomal tunnel [17, 18].

Figure 2-1  Features of the ribosomes. polypeptide passing through the tunnel is

Comparison of ribosomal 30S (A) and 50S
subunits (B) and the 70S ribosome (C) from
early EM pictures (top row; [104] with the
corresponding views obtained by recent cryo-EM
reconstructions (bottom row; according to Frank
and Agarwal [105]. (D) A cut through the 50S
subunit which bisects the central protuberance
and the tunnel along the entire length. All
ribosome atoms are shown in spacefilling
representation, with all RNA atoms that do not
contact solvent shown in white and all protein
atoms that do not contact solvent shown in
green. Surface atoms of both protein and RNA
are color-coded: yellow, carbon; red, oxygen; and
blue, nitrogen. A possible trajectory for a

shown as a white ribbon. PT, peptidyl-
transferase site [20]. (E) Both the mammalian
and the bacterial large subunits have been
superimposed. Wherever the bacterial contour
lies outside the mammalian one, the resulting
surface is gold; wherever the mammalian
contour lies outside the bacterial one, the
resulting surface is blue. The views are from the
30S subunit side (left) and from the tunnel exit
(right). From Ref. [15] with permission.

(F) Three-dimensional reconstruction of the
ribosome—Sec61 complex with Sec61 oligomer
shown in red. Right panel: a cut along a plane
that cross sections the pore of the Sec61
oligomer and the ribosome tunnel is shown.



The arrow indicates the stem connecting the
ribosome with the Sec61 oligomer; the
ribosomal tunnel and its alignment with the
Sec61 pore is indicated by a broken yellow line.
From Ref. [16], with permission. (G) Distribution
of r-proteins in 30S: left seen form the 50S and
right the cytosolic side of the 30S. Grey, RNA;
blue, proteins. From Ref. [3] with permission.
(H) Proteins that appear on the surface of the

2.2 A Special Feature of the 50S Subunit: The Tunnel

large ribosomal subunit. The RNA of the subunit
is shown in gray and protein backbones are
shown in gold. Left panel: the crown view facing
the small subunit ; right panel, back side of the
subunit (solvent side) in the 180° rotated crown
view orientation; bottom right, view from the
bottom of the 50S subunit; bottom left, key for
the ribosomal proteins. From Ref. [11] with
permission.

55



56

2 Structure of the Ribosome

The 508 crystal structure of Deinococcus radiodurans [19] and Haloarcula marismor-
tui [11] has now revealed the tunnel at high resolution and confirmed the previously
determined dimensions and, furthermore, show that the wall of the tunnel is com-
posed of nucleotides from domains I through V of the 23S rRNA, as well as of the
non-globular parts of ribosomal proteins L4 and L22. The narrowest part of the tun-
nel is formed mainly by ribosomal proteins L4 and L22, where the, £-hairpin of 122
intercalates between rRNA segments of the 23S rRNA. The tunnel surface should
minimize unfavorable interactions with growing nascent chains and accordingly no
large hydrophobic patches have been observed lining the wall; instead the lining of
the tunnel wall is made up of large hydrophilic non-charged groups, thereby facilitat-
ing the passage of all kinds of peptide sequences [20]. There seems to exist a system
of tunnels, the main tunnel of which represents the shortest route from the entrance
to the exterior surface of the ribosome that binds to the bacterial membrane (exit 1),
whereas three additional tunnels might communicate with the solvent.

One of these additional routes, which branches off the main tunnel in the seg-
ment formed by domains I and III of 23S RNA close to the main exit, was originally
discovered at the 25 A resolution [21]; the branching point is 70 A away from the
tunnel entrance. H. marismortui proteins L15 and L29 are closest to the end of this
second branch (exit 2; [11]), whose length is 50 A. Two other branches that start
approximately in the same region, which is in fact the widest (20 A) segment of the
main tunnel, partially follow the extensions of proteins L4 (exit 3) and L22 (exit 4).
The lengths of these branches from the common branching point to the corre-
sponding exits are approximately 100 and 40 A, respectively [22, 23]. A similar
network of tunnels was also found in E. coli ribosomes [22, 23], within the 50S
crystal structure of D. radiodurans (eubacteria, [19]) and H. marismortui (archea,
[11]), and in cryo-EM reconstruction of yeast 80S ribosome (eukaryotes, [22, 24])
suggesting that the nascent peptide could in theory emerge into the cytoplasm via
one these sub-braches, and thus alternative routes for the nascent peptide chain
might be a universal feature of ribosomes.

If the main tunnel is the shortest route and most simple way out of the ribosome,
why then does the ribosome need these additional routes branching off the main
pathway near the main exit? One possibility is that these openings could maintain
the necessary chemical equilibrium in the tunnel system, providing access for water
and ion molecules. Another is that they could be used for a more complex regulation
of peptide translocation and modification, i.e., the idea being that different polypep-
tides would utilize different pathways depending on (i) their subcellular destination,
(ii) co-factors, e.g., chaperones, which they need for folding or (iii) whether they
require post-translational modifications such as methylations, acetylations, or phos-
phorolations. The implication of this latter view is that the ribosome tunnel would
need to play some active role in directing the native peptides in the correct direction.
The corollary of this is that there should in fact be specific interactions between the
polypeptide and ribosomal components.

This is exactly what a number of recent experiments are clearly indicating: specific
peptide sequences have been shown to interact with the interior of the tunnel and
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thereby affect protein synthesis on the ribosome. Such sequence-specific inter-
actions between the exit tunnel and nascent peptides suggest that the ribosome,
similar to the RNA polymerases [25], can recognize cis-acting signals in the synthe-
sized heteropolymeric chain and use them in possibly important intracellular con-
trol systems. Nascent peptides in prokaryotes and eukaryotes contain special
sequence motifs, and when these effector sequences are situated in the exit tunnel
of translating ribosomes, they can significantly affect both protein elongation and
peptide termination (Table 2-1) [26, 27]. In all known cases, the peptides with effector
motifs act only in cis and thus only affect the ribosome on which they are synthesized.
Secondly, most effector sequences give rise to ribosomal complexes that are stalled
either in the elongation or termination phase of protein synthesis. Thirdly, several of
the active peptides have a co-effector and the interplay between an effector motif and
a co-effector is key to several intracellular control systems. The co-effector can, for
example, be an antibiotic (leading to expression of resistance genes), an amino acid
(leading to induction of an amino acid degradation operon), or a polyamine (leading
to repression of polyamine synthesis; summarized in Ref. [23]).

An interesting and surprising involvement for the tunnel is in the regulation of a
tryptophan catabolite pathway is seen in the expression of the tryptophanase (tna)
operon in E. coli [28]. Tna is a catabolic enzyme that degrades tryptophan to indole,
pyruvate, and ammonia, allowing tryptophan to serve as a carbon or nitrogen source
[29]. The tna operon begins with a tnaC gene coding for a 24-amino-acid-long oli-
gopeptide (leader peptide) followed by the structural genes tnaA and tnaB coding for
a the tryptophanase and tryptophan permease, respectively [30]. The regulation is
orchestrated by the following elements: The 12th and the 24th (last) position of the
leader peptide are tryptophan and proline, respectively, followed by the RF2-depen-
dent UGA stop codon. Another set of essential elements include transcriptional
pause sites located immediately after the tnaC gene, where Rho-factor-mediated
transcription termination can occur and thus prevent synthesis of tryptophanase.
First analyses have demonstrated that high tryptophan concentration prevents Rho
action [31] and interferes with RF2-dependent hydrolysis [32].

The following mechanism has emerged: The ribosome pursuing the transcriptase
during translation of the leader peptide will carry an aas3-Pro-tRNAPro at its P-site
with the 12th Trp residue in the tunnel just where L4/L22 form the kink of the tunnel
(see Fig. 2-1D). This constellation with the prolyl residue at the P-site next to the
UGA and the tryptophanyl residue at the tunnel kink provokes a stalling of the ribo-
some and a retardation of the RF2-dependent hydrolysis. At this moment, obviously,
the amino acid Trp (not Trp-tRNA!) at high Trp concentration binds to ribosome
(possibly to the A-site region of the PTC) thus preventing the hydrolysis of the pp-
tRNA and blocking the ribosome on a transcript site of the mRNA required for Rho
factor binding. The result is a continuation of transcription into the structural genes
tnaA and tnaB fostering the degradation of tryptophan [28].

Another example of a peptide with an effector sequence is the secM (secretion
monitor) gene of E. coli encoding a unique secretory protein that monitors cellular
activity for protein export and accordingly regulates translation of the downstream
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2.3 Features of the Ribosomal Subunits at Atomic Resolution

secA gene [33]. SecM is exported to the periplasm, where it is rapidly degraded by a
tail-specific protease [34]. The regulation works again via a translational arrest, and,
interestingly, with a similar sequence signature as in the previous example: the
motif critical for the arrest is FXXXXWIXXXXGIRAGP with a polypeptide Pro-
tRNAPro at the P-site and a Trp residue located 12 aa residues (towards the N-termi-
nal; [35]). This arrest will be only relieved if the ribosomal complex can contact
SRP-SecA, thus triggering the export of nascent SecM. Only the stalled ribosome
allows the display of the ribosomal binding site for the translation of SecA, whereas
relief of the blocked SecM translation allows folding of the secM-secA mRNA, which
hides the translational-initiation site of SecA-mRNA region. It follows that a lack of
SecA induces synthesis of SecA.

This arrest can be suppressed by each of three amino acid mutations in L22, namely
Gly91 to Ser, Ala93 to Thr, and Ala93 to Val. The two residues, 91 and 93, are located
on the segment of L22 that protrudes into the exit tunnel at the constricted region. We
also see in this example that the regions of L4 and 122 at the tunnel kink (and proba-
bly influencing the tunnel shape at this point) might sense the nascent chain in an
unknown way, thus influencing essential ribosomal functions occurring not in the
adjacent neighborhood such as peptide-bond formation and tRNA translocation.

Modeling of this polypeptide in the tunnel revealed that the conserved Trp-Ile (WI)
of the motif would be placed within the most constricted region of the tunnel in close
proximity to the tip of the fhairpin of L22 [36]. Furthermore, the binding of the mac-
rolide troleandomycin with the D. radiodurans 50S subunit coincided with this hair-
pin such that the hairpin was pushed across the tunnel lumen to contact the wall on
the other side of the tunnel [36]. This led Yonath and co-workers to suggest that this
swung conformation is related to the gating mechanism that is involved in secM-
induced translational stalling, i.e., the interaction of the Trp-Ile (both relatively bulky
residues) may also induce similar structural rearrangements in 122 such that the tun-
nel is temporarily closed and therefore translation blocked [36]. Further speculations
are that the known ribosomal arrest suppression mutations of 122 (G91S, A93T, and
A93V) may stabilize the swung conformation [36]. However, confirmation of this
mechanism will require structures of nascent chain-ribosome complexes.

2.3
Features of the Ribosomal Subunits at Atomic Resolution

The first attempts to crystallize the ribosome were undertaken in the 1980s with the
first 3D crystals obtained from B. stearothermophilus [37]. Owing to continual improve-
ments in the quality of the crystals and in sampling techniques of diffraction pat-
terns (discussed in Ref. [38]), the structure of both subunits at atomic resolution was
revealed in the past few years [11, 19, 39, 3].

Although it may not be obvious at first glance, but both large and small subunits
have structural features in common at a global as well as at an atomic level. The
overall shapes of the atomic resolution structures are in good agreement with those
derived from cryo-EM (see Refs. [40, 41] for comparison). The interfaces of both sub-
units, with the exception of S12 in the small subunit, are essentially protein-free [2],
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which had been predicted by neutron scattering [42]. This was later on confirmed by
cryo-EM not only for ribosomes from bacteria but also for yeast ribosomes ([43]; see
also Fig. 2-1G). In the 50S subunit, the proteins are evenly scattered over the cytoso-
lic surface (Fig. 2-1H), whereas in the 30S they are concentrated mainly in the head
and shoulder and platform regions of the body (Fig. 2-1G).

The ribosomal proteins are often bound to junctions between helices, thereby
often connecting separate domains, for example S17, which simultaneously contacts
helix 7 (h7), h11 of 5" domain and h21 in the central domain, and L18 which links
the helical regions 1 and 2/3 of the 5S rRNA with H87 (note the helices of the rRNA
of small ribosomal subunit are denoted with a lower-case letter “h”, those of the
large subunit with upper-case letter “H” and are counted in the phylogenetically
derived secondary structure from the 5’ to 3’ as they occur; see also Sect. 1.4 and
Ref. [44]) of 23S rRNA (for helix numbering see below Figs. 2-4A and C; [39, 10, 3)).
Many proteins in both subunits have globular domains, generally found on the sur-
face of the subunits, with long extensions that reach far into the RNA core, where
they make intimate contacts with the rRNA. These extensions lack tertiary structure
and in many regions, even secondary structure, as exemplified by the proteins that
neighbor the PTF center (PTC) of the large subunit (Fig. 2-2, [20]). These long exten-
sions from a globular domain represent a new and typical feature of ribosomal pro-
teins and explain the numerous painful and unsuccessful attempts to crystallize
many of the ribosomal proteins. A classic example being L2, where only fragments
could be crystallized [45], and L4, where crystals were obtained only from a thermo-
philic bacterium and a halophilic archeon [46]. Almost half of the 30S proteins
belong to the category of “globular domain plus long extensions” (such as S2, S6, S9,
S11, S12, S14, S16, S17, and protein Thx specifically found in T. thermophilus) as
well as many of the large subunit proteins (in H. marismortui: L2, L3, L4, L15, L18,
L19, 122, 124, L37e, L44e, L15e, L37ae and in D. radiodurans: L3, L4, L5, L13, 124,
L31 (counterpart L15e), L35 (no counterpart in H. marismortui)).

Figure 22 A view of the active PTF site with the RNA removed.
The proteins with closest extensions to the entrance of the tunnel
(pink) through the 50S subunit are shown as ribbons with their
closest side chains in all-atom representation. From Ref. [20]
with permission.
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In the 30S at least, the feature of protein extensions is found only with late-assem-
bly proteins. The large extensions that are rich in basic amino acids (to mask the
negative charges of the phosphates in the rRNA backbone) obviously fix the fold of
the rRNAs at a late-assembly stage and stabilize the 3D fold of both proteins and
rRNAs. In the 50S subunit, the proteins L3, L4, L22, and L25 belong to the proteins
that determine a fold of the 23S rRNA essential for the early assembly [47]; in this
case they could act initially to connect two distant domains and facilitate their com-
ing together [4].

Even though the general microscopic features, such as the RNA fold or the protein
distribution of the different 50S structures, are similar there are some significant
differences [19]. For example, the entire L1 stalk in the unbound D. radiodurans 50S
is tilted by about 30° away from its position in the T. thermophilus 70S ribosome
yielding a maximum distance of over 30 A of the outermost points (Fig. 2-3A) [19, 48].

c2603 2604
D50S
UZ506

HISIHENS)| o

2505, f 5
AZ602 { =;

Figure 2-3  Specific features and differences of ~ 50S with the corresponding ones from

D. radiodurans 50S compared with 50S from H. marismortui 50S. Inset: the overall fold of
T. thermophilus 70S and H. marsimortui 50S. the peptidyl-transferase center to emphasize
(A) Movement of L1 stalk. The D. radiodurans the back-bone similarity within D. radiodurans
50S structure is displayed as gray ribbons with  and H. marismortui 50S. (C) Overlay of H25

the L1-arm highlighted in gold. The over-laid in D. radiodurans and H. marismortui (for details
L1-stalk of T70S is displayed in green. see text). Inset displays proteins L21 and L23e,
(B) Comparison of the nucleotides within the which are related by an approximate 2-fold.

peptidyl-transferase center of D. radiodurans From Ref. [19] with permission.
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Also the L7/L12 stalk and the GTPase-associated center consisting of H42-H44 and
proteins L7/L12 and L10 are shifted (by 3-4 A) between D. radiodurans 50S and
T. thermophilus 70S ribosome [1]. The helices H42-H44 show a rotation of about 12°
in the case of the H. marismortui 50S (PDB 1]]J2) from its position in D. radiodurans
50S [19, 48]. These observed flexibilities of the stalks are in line with cryo-EM studies
of ribosome complexes in different functional states [49, 50, 24, 51]

H. marismortui 50S crystals derived according to Ban et al. [11] were used in
kinetic and crystallographic studies of the PTF reaction. The appearance of peptide
product, bound to the PTF ring in the electron density maps of 50S crystal soaked
with substrate and the strict dependence of the peptide formation on the presence of
50S crystals clearly demonstrates the catalytic activity of 50S in the disputed crystal
form (Refs. [52, 53]; see also Chap. 8.4 on the peptidyl-transferase reaction).

L27, which is located at the base of the central protuberance of D. radiodurans and
has no homolog in H. marsimortui, is proposed to be involved in the proper place-
ment of the 3’-end of the A-site tRNA at the PTC during the PTF reaction [54]. In
H. marismortui, the non-homologous L21e replaces L27; however, the tail of L21e
folds back towards the interior of the subunit and therefore cannot make contact
with the P-site tRNA [19].

Other D. radiodurans-specific large ribosomal proteins are the L25 analog CTC,
which fills the gap between the central protuberance and L7/L12 stalk; the extended
orhelical protein 120, which is replaced by 47 n extension in H25 of domain II in
H. marismortui (see Fig. 2-3C); and the two Zn-finger proteins L32 and L36 [19].

2.4
The Domain Structure of the Ribosomal Subunits

The shear complexity of protein synthesis forces any participating component to
maintain their structure and function through evolution. This principle justifies the
assumption that not only all tRNAs, but also all 16S (and 16S-like) and 23S (and 23S-
like) rRNAs have the same general secondary and tertiary structures [55]. Therefore,
the secondary structures of 16S, 23S, and 5S rRNA could be derived by analyzing the
pattern of variation within aligned rRNA sequences from different species (see Figs.
2-4A and C; [56]). The resulting secondary-structure diagrams consist of a complex
arrangement of A-form helices and non-helical regions (loops or bulges) [55]

In the 16S rRNA the different domains branch from a central pseudo-knot and,
beginning from the 5’-end, are termed the 5', central, 3’-major and 3’-minor
domains (see Fig. 2-4A). In striking contrast to the 50S subunit (see following), the
domains are not interwoven in the tertiary fold and can be assigned easily to the
structural landmarks of the 30S subunit (Fig. 2-4B). The 5’-domain forms the 30S
body, starting from the neck of 30S subunit it goes down to the toe and finally turns
back to form the shoulder. The central domain constitutes the platform, the 3'-major
domain the head. The 3'-minor domain consists of h44 and h45; h44 runs down the
30S along the inter-subunit surface and returns back to the neck, followed by h45
and a single-stranded 3'-end containing the anti-Shine-Dalgarno sequence.
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In the 23S rRNA secondary structure the 5'- and 3'-terminal ends are brought
together to form a helix (H1 in Fig. 2-4D). Radiating from the loop of this helix are 11
stem-loop structures of differing degrees of complexity. These stem-loop structures
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Figure 2-4  Secondary structures of 16S, 23S, and 5S rRNAs.
(A) Secondary structure of T. thermophilus 16S rRNA, with its 5,
central, 3'-major, and 3'-minor domains shaded in blue,
magenta, red, and yellow, respectively. (B) Three-dimensional
fold of 16S rRNA in 70S ribosomes, with its domains colored
as in (A). (C) Secondary structures of T. thermophilus 23S and
5S rRNAs, indicating domains | (blue), Il (cyan), |1l (green),

IV (yellow), V (red), and VI (magenta) of 23S rRNA. The rRNAs
are numbered according to E. coli. (D) Three-dimensional folds
of 23S and 5S rRNAs, with their domains colored as in (C).
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are bundled into six different domains and, in analogous fashion to the helices, are
numbered from the 5'- to 3’-end. The last change in the assignment of the secondary
structure to the various domains was contributed by crystallography. Helix 25, which
was originally considered as being part of domain I, was reassigned to domain II,
because it exhibits stronger interactions with this domain than with the elements of
domain I [11]. The six domains of 23S and 5S rRNA all have compact shapes, which
are intertwined (Fig. 2-4D). The domains form structural units, as the vast majority of

Figure 2-4  From Ref. [1] with permission. (E, F) Comparison of
the current comparative structure models for the 16S and 23S
rRNAs with the corresponding ribosomal subunit crystal
structures. (E) 16S rRNA versus the T. thermophilus structure
(GenBank accession no. M26923; PDB code 1FJF). (F) 23S rRNA,
5’-half and 3'-half versus the H. marismortui structure (GenBank
accession no. AF034620; PDB code 1))2). Nucleotides are replaced
with colored dots that show the sources of the interactions: red,
present in both the covariation-based structure model and the
crystal structure; green, present in the comparative structure and
not present in the crystal structure; blue, not present in the
comparative structure and present in thel crystal structure;
purple, positions that are unresolved in the crystal structure.
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interactions involving two or more hydrogen bonds occur within domains, rather
than between them. This is also the reason for that the interchange of the domain V
from E. coli against Staphylococcus aureus in the 23S rRNA of E. coli was possible, even
though it introduces 132 changes into the E. coli rRNA sequence, only one additional
mutation of U1782C for was necessary for viability [57].

Nearly all of the secondary-structure base pairings and a few of the tertiary base
pairs observed in the crystal structure had already been predicted by comparative
structure models. Specifically, more than 1250 base pairs predicted were indeed
present in the 16S and 23S rRNA crystal structures. The ~35 predicted base pairs,
which were not found in the crystal structures, could simply not occur at all or possi-
bly only at certain stages of protein synthesis, for example, in the 30S subunit, the
A+A base pair between positions 1408 and 1493 is broken upon binding of tRNA and
mRNA (cf. 1FJF and 1IBM) [58, 59]. The crystal structures of small and large sub-
units enriched the secondary-structure diagrams by ~170 base pairs in 16S and ~415
in 23S rRNA, i.e., these were not predicted by comparative methods. Essentially, all
the “mis-assigned” base pairs have no significant amount of variation (Ref. [55], see
Figs. 2-4E and F).

The fact that the domain secondary structures form well-defined structural
domains of quaternary structure in the small subunit, but not in the large subunit,
may result from two reasons that need not be mutually exclusive: (i) the small sub-
unit might require larger flexibility for ribosomal functions [2], and the difference in
the organization of the secondary structures might indicate that (ii) the 50S subunit
is older in evolutionary terms, because more time would be required to evolve such a
complicated interwoven structure similar to that of the 50S subunit. As Schimmel
and Henderson [60] noted, three elements of protein synthesis, viz. tRNA, syn-
thetases and the ribosome, separate into two domains of different evolutionary ages
that have probably co-evolved. The “old” domain of the tRNA is the aminoacyl stem
(the short arm of the L-shaped tRNAs or mini-helix), which corresponds to the cata-
lytic domain of synthetases in charging the tRNAs and to the large ribosomal sub-
unit involved in peptide-bond formation. The “young” domains are represented by
the long arm of tRNAs bearing the anticodon loop, the recognition domain of the
synthetases, and the small ribosomal subunit that interacts with the anticodon loop
and some of the stem base-pairs [61, 1].

25

Interactions of RNA with RNA or Struts and Bolts in the
Three-dimensional Fold of rRNA: Coaxial Stacking and
A-minor Motifs

Upon the publication of the structures of the two ribosomal subunits the amount of
RNA structure known at atomic resolution increased about 8-fold [62, 2]. However,
most of the structure motifs had been seen before, suggesting that the possible
number of RNA structure motifs is limited [2]. In this and the following section
(2.6), we will restrict our analysis to a specific subsection of structural elements,
since tetraloops, tetraloop receptors, adenosine platforms, U-turns, E-loops, sarcin/
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Figure 2-4  (contd.)

ricin motif, and cross-strand purine stacks have been extensively discussed else-
where [63-66]. In the crystal structure, many of the single-stranded loop regions in
the secondary structure turned out to be slightly irregular double-stranded exten-
sions of neighboring regular helices. Thus, most rRNA may be described as helical
or approximately helical [3]. These helical elements are organized via vertical co-axial
stacking of helices, by A minor interactions and ribose zippers.

2.5.1
Coaxial Stacking

Coaxial stacking is the end-to-end stacking of separate helical RNA parts to form long
quasi-continuous helical structures (see as example h16/h17 in 30S or H34/H35 in
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domain IT of 50S in H. marismortui [64, 67]). Stacking of nucleic acids is driven by the
highly energetically favored stacking interactions between the zelectron system of
the nucleic acid bases [68]. The free energy from coaxial stacking of helices ending
with Watson—Crick base pairs yields a 44G° of —1.0 to —4.5 kcal mol-!, depending on
the context. This is in the range of the contribution of next-neighbor interaction to
the free energy of an intact helix (2.0 and -3.4 kcal mol-1) [69, 70]. Also in the same
range of free energy is the contribution from coaxial stacking with a single G.A base
pair at the interface of the stacking helices (about -2 kcal mol-1, [71]). Therefore, 92%
(11/12) of the potential coaxial stacking in the 16S rRNA and 50% (11/22) in the 23S
rRNA are observed in the crystal structure. Potential coaxial helix stacking is defined
by two helices with an A+G or A.A base-pair at their interface and no unpaired nucle-
otides in the strand connecting them [58]. Often the A.A and A.G, with the G 3’ to
the helix, at the end of helices are inter-convertible.

A good example of a coaxially stacked helix is seen in a classic pseudoknot. This
motif consists of a hairpin loop, which base pairs with a complementary single-
stranded sequence adjacent to the hairpin stem, to form a contiguous helical struc-
ture. Similar to junctions, the coaxial stacking observed in the pseudoknot requires
either Mg2+ ions or a high concentration of Na+ ions for stabilization [63]. Sequence-
independent packing of ordinary helices is very seldom seen. It consists of an inser-
tion of a phosphate ridge of one helix into a minor groove of the other at a fixed
inter-helical angle of about 80° (e.g., in the 30S subunit for helices h7 and h21 with
an angle of 93°). This kind of interaction is already known from the crystal structure
of the 59-GGCGCUUGCGUC-39 RNA duplex. In this structure, the duplex forms
quasi-continuous helices that pack against each other, with the backbone of one
helix in the minor groove of a perpendicular helix [72].

Owing to the limitation to four principal nucleotides, the primary RNA sequence
is by itself not enough to define a motif. Moore [66] suggested classifying only struc-
tural elements as motifs if they have a defined sequence length or specific loop sizes.
This definition would exclude pseudoknots as motifs, as the sequence length and
the loop size are unrestricted. Westhof tried to define an RNA motif as an ordered
array of stacked non-Watson—Crick base-pairs and thereby focusing plainly on the
3D aspect of a motif. This is well exemplified by the complex topology around G911
in 23S rRNA. The 3D structure of this G911 topology (consisting of nucleotides
1068-1071 and 1292-1295 in one strand and nucleotides 910-914 in the base-pair-
ing strand, shown in red in Fig. 2-5) superimposes well onto the sarcin/ricin motif,
as seen in the internal-loop motif G225 in 23S rRNA (shown in blue in Fig. 2-4). The
only parts of the motifs that do not superimpose well belong to the backbone, which
in the composite motif connects to other parts of 23S RNA [65]. Although this defini-
tion of an RNA motif is quite successful, it does not encompasses the K-turn motif,
where the array of stacked base pairs is interrupted by a triple loop to introduce a
~120° kink (see below).

As seen above, both secondary- and tertiary-structural aspects must be considered
to provide an accurate definition of an RNA motif. In spite of these complications,
evidence is accumulating that the modular structure of RNA motifs, which mediate
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RNA-RNA (e.g., sarcin/ricin motif [65]) and RNA—protein interactions (e.g., K-turn,
see later), are recurrent and are also found in the high-resolution structures of the
ribosomal subunits.

2.5.2
A-minor Motifs

From the crystal structure of the H. marismortui 50S, the importance of the so-called
A-minor motifs for stabilization of the 3D fold of large RNA became evident [73]. Phy-
logenetic co-variation analysis had already revealed a very strong bias for adenine (A)
in single-stranded regions as compared with helical ones, hinting at the important
structural or functional role of these adenines (see Table 2-2). One reason for this bias
is the crucial importance of A-minor motifs in helix-helix packing, in helix-loop
interactions and at helix junctions [73]. In the type-I A-minor motif, the N1-C2-N3
edge of a purine, preferentially a highly conserved A, interacts with the minor groove
face of another helix (see Fig. 2-5). The A-minor motif was originally observed in the
P4-P6 domain of group I ribozymes, where it was part of the ribose zipper [74], and
was subsequently seen in the L11-protein-binding domain of 23S rRNA [75, 76].

Nissen et al. [73] distinguish between four variations in the A-minor motif (types
O, I, II and III); however, we will focus primarily on types I and II, as they seem to
be the most essential for ribosome function. Examples include the fixation of the
CCA end of the tRNA at the PTC [20, 73], A-site recognition of the correct codon—
anticodon interaction during the selection of the correct aminoacyl-tRNAs (Fig. 2-6B
[59, 77], see also Chaps. 8.2 and 8.4) and subunit association (A702 of 16S rRNA
with the minor groove of H68 of 23S rRNA; [1]).
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Figure 2-5  Superposition of crystal structures of composite
sarcin motif, 23S G911 (red), and internal loop sarcin motif,
23S G225 (blue). From Ref. [65] with permission.
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In all A-minor motifs, the ribose-phosphate backbone of the interacting adenosine
is closer to one of the strands of the receptor helix. The orientation of the receptor
helix strand closest to the adenosine is anti-parallel to the orientation of the adenos-
ine of the donor strand. Type I and II A-minor motifs are different with respect to the
position of the 2'-OH and N3 atoms of the adenosine residue relative to the closer
strand of the receptor helix (Fig. 2-6; [73]). In type I, both the 2'-OH and the N3 of the
adenosine residue are within the minor groove of the receptor helix (Fig. 2-6A),
thereby maximizing the number of possible hydrogen bonds to the inserting ade-
nosine. In type II, the N1, C2, N3, and 2’-OH of the adenosine contact approxi-
mately half of the minor groove. The 2'-OH of the inserting adenosine is positioned
outside of the minor groove with respect to the 2’-OH of the closer strand of the
receptor helix, whereas the N3 of the A is inside the minor groove (Fig. 2-6A; [73]).
Both types of A-minor motifs are highly specific for adenine bases and show a
strong preference for C-G receptor base pairs (Table 2-2; note the preference of ade-
nosine in unpaired regions and the preference of G:C pairs in helices; Fig. 2-6; [73]).
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Figure 2-6  A-minor types | and Il. (A) Riboso-  of the two 2'-OH groups of the receptor base pair
mal examples of A-minor type | and Il. Each type  (see text for details). From Ref. [73] with permis-
is defined by the position of the 2'-OH group of ~ sion. (B) Principles of decoding according to Ref.
the interacting adenosine relative to the positions  [59], with permission. For details see text.

Table2-2  Frequency and distribution % of single nucleotides in bacterial 16S
and 23S rRNAs comparative structure models [103]

Nucleotides G C A u
Overall 314 22.4 25.7 20.5
In helices 36.6 28.8 14.8 19.8
In unpaired regions 23.6 12.5 42.6 21.3
Unpaired / total number

of pisiton/o ot 30.1 223 66.2 415
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253
Ribose Zippers and Patches of A-minor Motifs

A ribose zipper is defined as two consecutive hydrogen-bonding interactions
between ribose 2’-OH from two different RNA segements. The orientation of the
two chains linked by ribose zipper is always antiparallel. A total of 97 ribose zippers
are present in the ribosomal subunit crystal structures: 20 in the T. thermophilus 16S
rRNA, 44 in H. marismortui 23S rRNA (plus two ribose zippers bridging 5S rRNA
loop E with H38 and the internal loop of H38 and the 5S rRNA helix 4) and 30 in
D. radiodurans 23S rRNA (plus one bridging 5S and 23S rRNAs) [78]. Out of the 11
possible types of ribose zipper, seven are found in 23S and 16S rRNAs. From these
only the canonical and single-base ribose zipper occur more than once in 23S and
16S rRNA [78].

2.5.3.1 Canonical Ribose Zipper

In this type of zipper, the 2’-OH hydrogen bonds are supported by additional hydro-
gen-bond interactions between the base at the 5’-end and the ribose 2’-OH of the 3'-
end on the opposite zipper strand (see Fig. 2-7A). On the base side, the purine N3 or
the pyrimidine O2 functions as a hydrogen acceptor. The ribose zipper formed by
C376, C377 and A243, A242 in 23S rRNA of H. marismortui, has a prototypical topol-
ogy for the 40 canonical ribose zippers found in the 16S and 23S rRNAs. A243 is
inserted into the minor groove of the C376:G274 base-pair forming a type I A-minor
motif. A242 interacts via a type II A-minor motif with C377:G273 base pair and is
stacked onto A243 (Fig. 2-7B). This tandem A-minor motif seen in 31 instances of
the 40 canonical ribose zipper in T. Thermophilus 30S and H. marismortui 50S had
been noticed earlier by Nissen et al. [73], where it was referred to as an “A patch’.

The adenosine in the type I A-minor motif, which exhibits stronger conservation
than the type II, shows a CG>GC>UA=AU order of preference with regard to the
Watson—Crick pairs it interacts with. In contrast, no base-pair preference was
detected for the type II A-minor motif [78]. This is in line with experimental and
phylogenetic covariation analysis on group I introns [79]. Moreover, with the A-
minor patches found in group I introns, the average contribution of the ribose
hydrogen bond to the tertiary fold was determined to a AAG® of —0.4 to —0.5 [80] and
—6.6 kcal/mol-! for type I A-minor motif [79].

2.5.3.2 Single-base Ribose Zipper

The single-base ribose zipper is a canonical ribose zipper with one obstructed base
2'-OH interaction. Two possible types of single-base ribose zippers can be distin-
guished: types A and B; the definition depending on which base ribose interaction is
interrupted, i.e., in either the type I or type II A-minor position, respectively. Conse-
quently, the 15 single-base ribose zippers identified within the T. thermophilus 30S
and H. marismortui 50S can be separated into 10 type A and 5 type B. Almost all sin-
gle-base ribose zippers have adenine in the type I A-minor position, which is, in the
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Figure 2-7  Ribose zipper. (A) Schematic belong to the bottom layer (slate) (top left
representation of canonical and single-base panel) viewed perpendicular to the back-
ribose zippers type A. Light blue colored bone, showing the ribose-ribose inter-actions
broken lines represent hydrogen bonds. and (top right panel) from above the upper
(B) Stick diagrams of the canonical ribose layer. Lower panels: hydrogen-bond network
zipper. Top panels: canonical ribose zipper in the lower layer (to the right) and the upper
where C377 and A242 belong to the upper layer (to the left). From Ref. [78] with
layer (blue green) and C376 and A243 permission.

case of type A, rotated away from the “acceptor base pair”. In the type B single-base
ribose zipper the type II A-minor position is a G in all instances [78]. Comparison of
the two available 508 structures revealed that 10 of the canonical ribose zippers that
are present in H. marismortui are also found in D. radiodurans, although two canoni-
cal ribose zippers in H. marismortui are single-base ribose zippers in D. radiodurans.

All ribose zippers of H. marismortui 50S structure are either conserved or their
composing bases are in close proximity to each other in D. radiodurans structure.
For example, 10 canonical ribose zippers found specifically in H. marismortui have
similar positions in D. radiodurans; however, the bases are too far apart from each
other to form hydrogen bonds.

2.6
Progress and New Developments in Understanding rRNA Structures

To finalize the overview of motifs recognized in the ribosomal subunit, the K-turn
and lonepair triloop will be reviewed as well as the attempts that have been made to
categorize non-Watson—Crick base interactions and RNA motifs in databases.
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2.6.1
K-turn

After careful analysis of crystal structure of the large subunit, Klein et al. [62] recog-
nized a new motif, consisting of a helix—internal loop-helix. A kink in the phosphod-
iester backbone of the internal loop bends the RNA helix axis by ~120° and also gives
the motif its name ‘Kink-turn’ or ‘K-turr’.

The first helical stem termed ‘canonical stem? (C-stem) ends at the internal loop
with two Watson—Crick base pairs, typically C:Gs. The second helical stem termed
‘non-canonical stem’ (NC-stem) follows the internal loop and starts with two non-
Watson—Crick base pairs, typically sheared Ge.A base pairs. The internal loop
between the helical stems is always asymmetrical and usually contains three
unpaired nucleotides in one strand but none in the other (Fig. 2-8A). The close heli-
cal packing between the helical stems is stabilized by a type I A-minor interaction
[73] between the last C:G of the C-stem and the A of the G.A base pair in the NC-
stem (Fig. 2-8B). The requirement for a type I A-minor interaction may account for
the conservation of C:G in the C-stem and A.G in the NC-stem and also the high
conservation with the consensus secondary structure for the K-turn, which includes
10 consensus nucleotides out of the possible 15 [62]. Although the eight K-turns
identified in the H. marismortui 23S and T. thermophilus 16S rRNA vary somewhat
in sequence, each has essentially the same distinctive 3D structure. The six K-turns
in H. marismortui 23S TRNA superimpose with an r.m.s.d. of 1.7 A (rm.s.d.: root-
mean-square deviation). All six of these K-turn motifs appear at or near the surface
of the 50S particle, in regions that are less well conserved among the three king-
doms (Fig. 2-8C). The two K-turns identified in the structure of T. thermophilus 30S
are localized in the intersubunit surface and probably play a structural role in the
association of the subunits.

2.6.2
Lonepair Triloop

As implied in the name, the lonepair triloop (LPTL) consists of a lone base pair
capped with a loop of three nucleotides. The nucleotide sequence within LPTLs can
be described as 5'-FXYZL-3’, where the underlined nucleotides F and L form the
lonepair and the three nucleotides, X, Y and Z, the triloop [81]. Twenty-three LPTLs
occur in the ribosomal RNAs, of which seven are in 16S rRNA of T. thermophilus
30S, 15 in the 23S and one in 5S rRNA of the H. marismortui 50S. The LPTLs in
D. radiodurans 508 are at the corresponding positions of 23S RNA of H. marismortui
and are structurally equivalent. In addition to the LPTLs recognized in the ribosomal
RNA an additional one was found in the T-loop of tRNAs [81]. Nearly all of the LPTL
sites in TRNAs are conserved and most of them contribute to rRNA packing via ter-
tiary interactions with RNA segments that are distant in terms of the secondary
structure [81].

73
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Figure 2-8  K-turn motif. (A) Secondary-structure diagrams of the
eight K-turns found in the H. marismortui 50S and T. thermophilus
30S subunit structures and a derived consensus sequence.

(B) Three-dimensional representation of KT-7 with the phosphate
backbone of the kinked strand in orange and the unkinked strand
in yellow (upper panel). Lower panels displays atomic details of
individual base-base and base-backbone hydrogen bonds.

(C) Location of the K-turns in the H. marismortui 50S structure.
K-turns in blue are shown in the 3D structure: crown view from the
interface (top left panel), cytosolic face (top right panel) and in the
secondary structure (lower panel). From Ref. [62] with permission.
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Figure 2-8  cond.

2.6.2.1 Classification of Lonepair Triloops

All but one of the LPTLs are coaxially stacked on the nearest 5'-helix. The LPTLs can
be classified as directly (class I) or indirectly (mediated by a short helical region
(class II)), coaxially stacking LPTLs. In both classes, the 5'-base of the lonepair (F) is
stacked onto the first nucleotide of the triloop (X), which is connected to the second
nucleotide of the triloop (Y) by a 220-230° U-turn. The second and third nucleotides
are facing into the minor groove, with the third base forming hydrogen bonds to the
first nucleotide of the triloop (see Figs. 2-9A and B).

In a subpopulation of type I and II LPTLs, a tertiary base is recruited by the triloop
by forming a base pair to the first base of the triloop (X). This recruited tertiary base
stacks between the third base (Z) and the 3'-base in the lonepair (L) and yields a struc-
tural conformation resembling that of the tetraloop motif. In contrast to the above-
described type A LPTLs, no tertiary base is recruited by type B LPTLs [81]. A third
class of LPTLs includes all LPTLs within a helical region. This category of LPTLs is
structurally distinct from the first two classes in having at least two of the triloop
bases base-pairing to form part of a regular helical stem and in missing the U-turn
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Figure 2-9  Lonepair triloop. (A) Schematic representation of 1A,
IB, IIA, 11B, and 1l LPTLs. The lonepair F:L is appended either
directly (class 1) or indirectly (class Il) through the intervening
base-pair(s) M:N to its 5'-helix, which is shown with lines (see text
for details). (B) Three-dimensional structure of representatives of
type IA, IB, and IIA LPTLs. Nucleotides are numbered in black give
T. thermophilus numbers for 16 S rRNA and H. marismortui numbers
for 23 S rRNA and in red E. coli numbers. From Ref. [81] with
permission.

in the triloop [81]. The LPTLs reviewed here include the earlier reported T-loop
RNA fold as a type I LPTL [82].

2.6.3
Systemizing Base Pairs

To facilitate the understanding of non-canonical base interactions, which have
proven to stabilize secondary and tertiary structures, different groups have put
together compilations of non-Watson—Crick interactions. Westhof and colleagues
have sorted the base-base interaction by the C1’-C1’ distance and the orientation of
the glycosidic bonds. Two base pairs with nearly the same C1'-C1’ distance and
same glycosidic bond orientation can replace each other without drastically chang-
ing the 3D path and relative geometric orientations of the phosphate-sugar back-
bones. These base pairs are called isosteric, although they will not always occupy the
same volume of space. This collection of isosteric base-pair interactions will be use-
ful in the development of more accurate 3D RNA models.

In the course of this work, Leontis and Westhof [83] systemized the nomenclature
of base pairs, based on the three potential hydrogen bond forming edges of a base.
These are the Watson—Crick, the Hoogsteen edge for purines and the CH edge for
pyrimidines, and the sugar or the shallow groove edge (Fig. 2-10).
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Figure 210 Proposed nomenclature for base pairs by Leontis
and Westhof. Left panel: purine (A or G, indicated by “R”) and
pyrimidine (C or U, indicated by “Y”) bases provide three edges
for interaction, as shown for adenosine and cytosine. Right panel:
the cis and trans orientations are defined relative to a line drawn
parallel to and between the base-to-base hydrogen bonds in the
case of two hydrogen bonds or, in the case of three hydrogen
bonds, along the middle hydrogen bonds. From Ref. [83] with
permission.

In the NCIR (non-canonical interactions in known RNA structures) database, Fox
and colleagues [84] compiled all the RNA structures that contain non-Watson—Crick
base-base interactions. In addition, this database provides a summary of the known
properties of the base-base interaction (http://prion.bchs.uh.edu/bp_type/).

2.6.4
Systemizing RNA Structural Elements

In their structural classification of RNA (SCOR) database (http://scor.lbl.gov), Fox
and colleagues categorized RNA motifs either as an external or internal loop. To
define loops, they applied a strict definition for each loop; external loops being a
covalently connected series of residues non-Watson—Crick-paired to each other,
which are closed on one side by a Watson—Crick base pair, whereas internal loops
consist of one (for bulge loops) or two non-Watson—Crick paired residues, closed on
both sides by Watson—Crick base pairs. Using their definitions, bulged loops or G.U
base pairs within a standard helix are considered internal loops [85]. Two hundred
and twenty-three internal and 203 external loops extracted from the 259 NMR and
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X-ray structures are complied in the SCOR database. The internal loops are further
divided into nine subclasses. The external loops are categorized by size and stacking
pattern within the loop. Examples of RNA tertiary interactions are also included in
the SCOR database, such as coaxial helical stacking, ribose zippers, A-minor interac-
tions or pseudoknots [85].

2.7
RNA-protein Interactions

The ribosome consists of approximate 53 ribosomal proteins, which are crucial for
the smooth functioning of protein synthesis. Therefore, we will turn our attention
now to principles governing RNA—protein interaction. We will start by explaining
the differences between RNA and DNA and the implication this has for binding pro-
tein, which will lead us to the principal modes of interaction between protein and
RNA, and ending in the specifics of ribosomal protein interaction with rRNA.

2.7.1
Problem of RNA Recognition

The A-form helix accounts for as much as 50% of the residues in an average non-
messenger RNA, which includes the bases of Watson—Crick base pairs as well as
G.U wobble base pairs in the runs of Watson—Crick base pairs [66]. In the A-form,
the minor groove is shallow and broad (10-11 A in width and 2.8 A in depth)
whereas the major groove is deep and narrow (4-5 A in width and 13.5 A in depth),
when compared with B-form helix of DNA (major groove: 12 A in width and 8.5 A in
depth, minor groove: 5.8 A in width, 7.5 A in depth). This allows functional groups
of the ribose sugar, in particular the 2'-OH, to participate in interactions. The 2'-OH
group can act as a hydrogen bond donor and/or acceptor, making it versatile when it
comes to interaction with both RNA and protein. The functional importance of 2'-OH
group for protein synthesis was experimentally reinforced in many instances, such
as decoding [86], for which the involvement of 2'-OH of the mRNA was structurally
rationalized [59], translocation of tRNA(Met) from P-site to the E-site, which is
dependent on 2'-OH groups at positions 71 and 76 in the 3'-acceptor arm of the
tRNA [87], or tRNA binding to EF-Tu or to aminoacyl-tRNA synthetases [88, 89]
Sequence-specific interactions with regular A-form RNA helices via direct H-
bonding and van der Waals interactions cannot distinguish, in the minor groove, a
G:C from C:G or an A:U from a U:A base pair, but can distinguish G:C from A:U
types [90]. This fact degenerates the recognition of base pairs from a quaternary
mode (four base pairs) to a binary mode (two kinds of base pairs). This contrasts
with the recognition, in the major groove, of B-form DNA where discrimination of
all four Watson—Crick base pairs (GC, CG, AT, and TA) is possible (Fig. 2-11; [90]).
This difference in discrimination is reflected in the different mode of sequence-spe-
cific recognition of DNA and RNA. DNA recognition is typically accomplished
through the recognition of a particular nucleotide sequence in double-stranded DNA
(dsDNA). However, the sequence-specific RNA recognition results largely through
single-stranded regions, bulges, or internal and terminal loops [91, 92]. The complex
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Figure 2-11 A schematic representation of the different patterns
of hydrogen-bond donors (two triangles connected on one tip) and
acceptors (diamonds) presented by Watson—Crick pairs to the
major and the minor grooves. A varied pattern of hydrogen donors
and acceptors in the major groove allows easy discrimination of
AT, TA, GC, and CG, whereas in the minor groove only the
discrimination between AT and GC base pairs is possible due to
the symmetric distribution of the donors and acceptors. Adapted
From Ref. [90].

structure of the RNA moiety within the protein-RNA complex hampers tight packing
at the protein—-RNA interface. Therefore, the protein—-RNA interface is less well packed
in comparison with protein-dsDNA or protein—ssDNA (single-stranded DNA) com-
plexes. Within the protein-RNA complexes, the sequence-specific complexes achieve
the best packing with, surprisingly, the least polar protein interface [92].

The difference in sequence-specific recognition of dsDNA and ssRNA also reso-
nates in the hydrogen-bond pattern between amino acids and bases. In dsDNA—pro-
tein complexes the functional groups of amino acid side-chains interact with the
nucleotide bases in the accessible major groove. In RNA-protein complexes the
amide backbone is frequently used for specific base interactions, especially the car-
bonyl group of the amide group as a proton acceptor. A duplex helix hampers close
contact of a peptide backbone with a nucleotide base to a larger extent than ssSRNA
does. Interestingly, the extent to which an amide group is used for phosphodiester
backbone contacts is approximately the same in RNA and DNA complexes [91].

2.7.2
Chemistry of RNA-protein Interactions

In most of the recently published studies on protein—-RNA interaction, the structure
of H. marsimortui 508 is excluded because the constrains of protein—-RNA interac-
tion is compounded by the problem of counteracting the high-salt conditions found
in H. marsimortui cells. A statistical analysis of protein—-RNA interactions of the 30S
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subunit, synthetasetRNA complexes and other RNA-protein complexes revealed
that 22% of the amino acids in the RNA-protein interface are hydrophobic, 40%
charged (positive 32%, negative 8%), 30% polar and 8% glycine. The preferred
amino acids at the RNA-protein interface are Arg, Ser, His, Ty, Lys, with the under-
represented ones being Ala, Val, Glu, Met, Leu, Ile [93]. Statistical analysis has also
established that some amino acids have preferences for interacting with either the
phosphate group, the ribose moiety or the nucleotide base of the RNA; Arg prefers
to interact with the phosphate backbone; Met, Phe and Tyr favor the ribose; Pro and
Asn display stronger affinity for bases over ribose or phosphate groups. Additionally,
the four bases have individual preferences, such that adenosine favors Ile, Pro, Ser;
cytosine, Leu; guanosine, Asp and Gly, and uracil, Asn [93].

2.7.3
rRNA-protein Interaction

Ribosomal proteins make more extensive use of contacts to the sugar-phosphate
backbone, which is reflected in the preference for hydrogen bonds to phosphate
groups, over ribose, followed by bases. Whereas proteins with sequence-specific
binding to ssRNA-like structures make a surprisingly small number of contacts to
the RNA backbone and prefer, by far, hydrogen bonds to the base. In-between these
two extremes is the tRNA synthetase family, using phosphate, ribose and bases
equally for hydrogen-bond contacts [91, 93].

Based on the hypothesis that the ribosome is evolutionary older than tRNA syn-
thetases, which are older than ssRNA—protein complexes, Allers and Shamoo [91]
put forward an intriguing idea: They proposed that in the earliest interaction of an
“RNA world” RNA-like molecules had only the minimalist chemical interactions
with amino acids and therefore would have only take advantage of the abundant pep-
tide backbone amide and carbonyl groups.

The preference of ribosomal proteins to interact with the RNA backbone led to the
hypothesis that shape and charge complementarity, rather than specific sequences,
are responsible for the specificity observed in ribosomal protein—-RNA interactions
[75, 76]. This hypothesis is in agreement with co-variation sequence analysis and can
also explain the latter’s inefficiency in recognizing r-protein binding sites.

As explained above, some of the forces within an RNA—protein complex are
understood; however, the understanding of RNA-protein recognition and the
mutual interplay between protein and RNA, as seen in the ribosome assembly, is
still a long way off [91, 94].
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3
Ribosome Assembly

3.1
Assembly Of The Prokaryotic Ribosome

Knud H. Nierhaus

3.1.1
Introduction

A ribosome consists of a large number of different components (e.g., Escherichia coli:
54 r-proteins and three rRNAs), all of which are present in one copy per ribosome,
the only exception being that of the ribosomal protein L7/L12, which is present in
four copies. This fact has two important consequences for the ribosomal biogenesis:
both the synthesis and the assembly of the ribosomal components must occur in a
highly coordinated fashion. The principles of ribosomal assembly in prokaryotes,
such as the assembly maps, rate-limiting steps and that the assembly gradient fol-
lows the transcription of the ribosomal RNA were uncovered primarily by in vitro
techniques. The assembly of eukaryotic ribosomes is described in Chap. 3.2.

The requirement for a highly coordinated synthesis is particularly demanding in
the cases in which ribosomes contribute significantly to the dry mass of the cell. In
bacteria, the ribosomes can amount to more than 50% of the dry mass [1], whereas
in eukaryotes they represent not more than 5% [2]. In fact, cells of E. coli appear as
sacs filled with ribosomes in images of transmission electron microscopy. Corre-
spondingly, more than 50% of the total energy production of bacteria is consumed
by ribosomal biogenesis. Therefore, it is understandable that a coordinated synthe-
sis is not only a prerequisite for a successful and effective assembly, but is also a
necessity for economic consumption of the energy available to the cell. We thus find
an intricate network of regulatory mechanisms for the synthesis of ribosomal com-
ponents in bacteria, which do not exist to the same degree in eukaryotes (e.g., trans-
lational control of mRNAs carrying cistrons for ribosomal proteins and the stringent
response — Chap. 11; but see the elF2 regulation in yeast — Chap. 7.2).

Third-order reactions practically do not exist, since the probability of three sub-
strates reacting simultaneously is negligibly low. By extension, the assembly of more
than 20 components (in the case of the small ribosomal subunit) to a defined and
relatively compact particle is a series of reactions. This construction is a self-assem-
bly process, i.e. the total information for the pathway as well as for the quaternary
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structure of the active ribosomes resides completely in the primary sequences of the
ribosomal proteins and rRNAs. The fact that fully active ribosomes can be reconsti-
tuted from the isolated components with the remarkably high efficiency of 50-100%
of the input material substantiates this assumption.

The self-assembly character in vitro does not preclude the involvement of addi-
tional factors in vivo to facilitate and accelerate the whole process, for example, by
reducing activation energies of distinct or otherwise rate-limiting reactions. One
of these factors is probably the “assembly gradient” that marks the coupling of
rRNA synthesis and ribosomal assembly in prokaryotes and eukaryotes, which
means that the state of the rRNA synthesis dictates the progress of assembly [3-6].
It is further possible that proteins exist which maintain an unfolded state of the de
novo synthesized ribosomal proteins thus favoring the integration into ribosomal
particles (“chaperonins”). A recent report suggested that the Hsp70 DnaK system
is involved in facilitating the ribosomal assembly by reducing the activation energy
barrier [7]; however, these assertions could not be confirmed [8]. Circumstantial
evidence for a corresponding activity for the rRNA (“helicases”), possibly facilitat-
ing the attainment of distinct RNA conformations that favor the assembly process,
has been reported previously [9].

3.1.2
Processing of rRNAs

There are two main aspects to the processing of rRNAs: (1) trimming of the rRNAs
to yield the mature molecules found in native, active ribosomes and (2) modification
(mostly methylations and pseudouridylation) of the rRNAs.

The common order of rRNA genes in the seven rRNA operons in E. coli is 16S —
internal transcribed spacer I (ITS-1) — (either tRNAAl2 and tRNA!le or tRNAGI) — ITS-
2-23S—1ITS-3-5S (see Fig. 3.1-1). The complete, intact transcript, the “30S precursor
rRNA”, is found at low levels in wild-type cells (1-2% of rRNA). Endonucleases are
the primary processing enzymes, among which RNase III plays a major role in the
maturation of 23S rRNA. RNase III cleaves within the spacer sequences bordering
16S and 23S rRNA. The spacer sequences can form impressive secondary struc-
tures flanking both 16S and 23S rRNA; however, these intramolecular interactions
are not a prerequisite for RNase III activity, since RNase III can cleave at the 5" end
before the 3’ end of the same molecule is fully transcribed. A general feature of
processing is that it begins before transcription of a ribosomal (rrn) operon is fin-
ished. This sequential processing in the 5’ — 3’ direction is compatible with the
hypothesis that at least some processing steps are coupled with ribosomal assem-
bly. The final maturation steps of pre-16S, pre-23S and pre-5S are performed by
exonucleases (maturases, secondary processing enzymes) that are not yet char-
acterized and are termed M16, M23, and M5, respectively (see Ref. [10] for review).
The final processing steps in the 50S subunit occur even after ribosomes are
formed probably during early steps of protein biosynthesis, whereas mature 16S
rRNA is required to obtain functional competence (see below).
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Figure 3.1-1 Operon structure of the rRNA genes in bacteria.
UAS, upstream activating sequence, binding region of Fis, a
DNA-binding protein that bends the DNA and increases rRNA
transcription about 10-fold. P1 and P2, the two promoters, the
first of which can efficiently be regulated by the stringent
response (see Chap. 11); T1 and T2, terminators of trans-
cription. Below the operon is shown with the symbolized
secondary structure of the respective RNAs and the cleavage
sites of some of the processing RNases.

RNase III cleavage yields precursor species of rRNA. The pre-16S species retains
additional stretches of 115 and 33 nucleotides at the 5'- and 3'- ends, respectively,
whereas the pre-23S has stretches of only 7 and 7-9 nucleotides, respectively [10, 11].
RNase III cleavages are not essential processing steps since mutants lacking RNase
IIT are viable. In the absence of RNase III, 50S with pre-23S are found, whereas
mature 16S rRNA molecules are formed at the same rate as in the wild-type strain.
Interestingly, 30S subunits containing pre-16S, where the sequence flanking the
mature 16S rRNA are base-paired and form a long helix, seem to be inactive (i.e.,
mutants deficient in M16 are not viable) in contrast with 50S subunits containing
pre-23S. Note that in mature 30S subunits the 5'- and 3'- ends are far apart from
each other, whereas in 50S the 5'- and 3’- ends are base-paired as seen clearly in the
crystal structure of bacterial 30S and 50S subunits (Figs. 3.1-2 and B, respectively
[12, 13]). Consequently, the maturation from pre-16S to mature 16S rRNA within
308 particles (removing the secondary structure flanking the 16S rRNA) triggers the
activation of 30S subunits [14]. When the 16S rRNA processing is coupled with and
depends on a correct 30S assembly, this final processing step guarantees that only
active 30S subunits can initiate protein synthesis.
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Figure 3.1-2 5’- and 3'-ends of 16S rRNA within the 30S subunit
(A) and of 23S rRNA within the 50S subunit (B) viewed from the
interface. (A) 30S subunit; Thermus thermophilus 30S (pdb 1fka):
ribbon representation of rRNA with the 5’- and 3'-ends of the 16S
rRNA colored green and red, respectively. The residues U6 (green)
and C1512 (red) are in spacefill and are approximately 80 A apart.
(B) 50S subunit; Deinococcus radiodurans 50S (1kpj): ribbon
representation of rRNA with the 5'- and 3'-ends of the 23S rRNA
colored green and red, respectively. The residues G1 (green) and
A2877 (red) are shown in spacefill and are in contact with one
another.

Processing of 5S rRNA requires RNase E. RNase E-deficient mutants accumulate
a 98 species that has not been detected in wild-type cells. RNase E forms pre-5S with
three extra nucleotides at both its 5’- and 3'- ends. The final processing of 5S rRNA
might also occur during protein synthesis or at least in active 70S ribosomes, since
pre-5S was found in polysomes. In vitro reconstitution studies have revealed that 5S
rRNA can be incorporated into the large subunit at any stage of the 50S assembly
[15] reflecting its exposed location in the central protuberance of the 50S subunit.

In E. coli, 11 and 23 nucleosides are modified in 16S and 23S rRNA, respectively
(Table 3.1-1; [16, 17]). The modifications of the 16S rRNA are late events during in
vivo assembly and are not essential for assembly per se, whereas most of the 23S
modifications, some of which are essential, occur early during assembly. Most of
the modifications are base-methylations, and nine are pseudo-uridylations (¥) in
the 23S rRNA. The methylations are not required for the trimming processes
described above. In fact, a few methyl groups are found at the 2'-ribose position
(e.g., Cm2498 of 23S rRNA, see Table 3.1-1) and might protect sensitive rRNA
regions against RNase attack. The presence of a modified adenine at position 2071
(A* in Table 3.1-1) is uncertain. Most of the methyl groups are modifications of
bases exposed at the ribosomal surface and are clustered at functionally active sites
of the ribosome, e.g., 20 of the 23 modifications occur at or near the peptidyl trans-
ferase ring of domain V of the 23S rRNA, none of which are universally conserved.
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Table 3.1-1  Modified nucleosides in E. coli rRNA. (see Ref. [44] for review and references)

16S Location 23S Location
rRNA (nucleotide) rRNA (nucleotide)
v 516 mlG 745
m’G 527 Y 746
m2G 966 m5U 747
m>C 967 b4 955
m2G 1207 moA 1618
m4Cm 1402 m2G 1835
m>C 1407 b4 1911
m3U 1498 m3¥ 1915
m2G 1516 b4 1917
m6A 1518 m>U 1939
moA 1519 m>C 1962
Total 11 moA 2030
m’G 2069
A* 2071
Gm 2251
m2G 2445
D 2449
v 2457
Cm 2498
m2A 2503
b4 2504
Um 2552
b4 2580
Total 23

Therefore, they are probably more important for fine-tuning and stability of struc-
tural motifs rather than being directly involved in ribosome function. The two adja-
cent mSA residues at positions A1518/A1519 in 16S rRNA are the only universally
conserved modifications of rRNA. They improve the formation of initiation com-
plexes, in particular the binding of IF-3, which has an anti-association activity dur-
ing the initiation of translation (see Chap. 7.1). The absence of these four methyl
groups confers resistance to the drug kasugamycin (see Chap. 12).

Recently, evidence was reported that occasionally defined rRNA fragments occur
during the synthesis of 16S and 23S rRNA. These fragments are so efficiently
degraded by polynucleotide phosphorylase and RNase R that they escaped the atten-
tion in former analyses of rRNA synthesis. Cells are not viable when both enzymes
are inactivated. The fragments, if accumulated, might bind some ribosomal pro-
teins, thus compromising the assembly of the mature rRNAs and eventually leading
to cell death [18].
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3.1.3
Precursor Particles and Reconstitution Intermediates

Usually, the assembly process is described from the point of view of the largest
component, i.e., the 16S or 23S type of rRNA and the sequence of addition of these
components is considered. This process requires a concatenation of reactions that
differ in their respective activation energies. The highest activation energies func-
tion as energy barriers allowing precursor particles to accumulate.

In fact, precursor particles have been found in vivo. The assembly of the small sub-
unit (30S, E. coli) passes through at least two different intermediate particles termed
p130S and p230S (p for precursor). The p130S particle sediments with 21S. The
p230S particle contains the full complement of S-proteins (S for proteins from the
small subunit), but still an immature “17S” rRNA, which is longer at both its 5’- and
3'-ends with respect to the mature 16S rRNA (see the preceding section; [10]).

Only one reconstitution intermediate, RI3g, is found during the assembly in vitro
of the 30S subunit [19]. The total reconstitution (“total” marks a reconstitution from
completely separated ribosomal proteins and rRNA) is a one-step procedure accord-
ing to the formula

20 mM Mg 2+, 40 C, 20 min
16S rRNA + TP30 308, (1)

where TP30 stands for total proteins derived from 30S subunits. An incubation of
both 16S rRNA and TP30 at 0°C leads to the RlI3o particle. This particle has to
undergo a conformational change (“activation”) according to the equation

40 °C, 20 min .
Rlzp ———————> RI3, (2)

where RI3j is a particle with an unchanged composition but a tighter packing.

Only the RI3, particle can bind at 0°C, the lacking S-proteins to form an active 30S
particle. Interestingly, the protein content of the RI3 particle is very similar to that
of the p130S precursor. Equation (2) describes the rate-limiting step of the 30S
assembly, the activation energy of which is 63 kcal mol-1[19].

The assembly in vivo of the large subunit (50S, E. coli) occurs via three precursor
particles p150S, p250S, and p350S sedimenting with 34S, 43S and “near 50S”,
respectively [20]. The final precursor (p350S) contains again a full complement of
L-proteins (L for proteins derived from the large subunit). The p250S particles can
be converted to active 50S subunits in the presence of TP50 under methylating
conditions (S-adenosyl methionine, postribosomal supernatant), whereas the p;50S
particles could not, suggesting that this initial process might require additional
processing steps other than simple methylations [21].
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A two-step procedure is required for the total reconstitution of active 50S subunits [22]:

4 mM Mg?+, 44°C, 20 min
20 mM Mg?2+, 50°C, 90 min

(235+5S) rRNA+TP50

508. (3)

The two-step procedure is a consequence of the fact that the rate-limiting steps of
early and late assembly involve conformational changes that differ in their ionic
optima in vitro ([23]; see also below). The two-step procedure is therefore a conve-
nient way to separate early- and late-assembly events, and indeed allowed for a
detailed analysis of the possible reconstitution intermediates.

Three reconstitution particles have been identified; protein analysis revealed that
the first and the second particles contained the same complement of rRNAs and L-
proteins in spite of the drastic difference in their respective S values (33S and 418,
respectively, see Table 3.1-2), whereas the third particle contained all the components
of the active 50S subunit but was totally inactive. Accordingly, the three reconstitu-
tion intermediates were termed RlIso(1), RIsy (1) and RlIso(2). It appears that the rate-
limiting step of the first incubation is the conformational change Rlso(1) — RlIg (1),
and that of the second incubation the conformational change RlIso(2) — 50S
(Table 3.1-2). The corresponding activation energies have been determined as 45 and
55 kcal mol-1, respectively. The precursor particles and the corresponding reconstitu-
tion intermediates have similar protein compositions as well as similar S values, indi-
cating that assembly in vivo proceeds via rate-limiting steps that are very similar, if
not identical, to the corresponding ones of the assembly in vitro [23].

3.14
Assembly-initiator Proteins

Ribosomal proteins (r-proteins) that bind in vitro specifically to naked rRNA are
members of the “RNA-binding” family of proteins. About two-thirds of all r-proteins
are RNA-binding proteins (see Fig. 3.1-3). The intriguing question was whether all
these RNA-binding proteins, for example, about 20 L-proteins in the large subunit
and 7 S-proteins in the small one, also bind directly to rRNAs in vivo without the
help of other r-proteins (without cooperativity), i.e., whether these proteins are inde-
pendent assembly-initiation events.

There were indications from in vivo studies that only a small number of r-pro-
teins were able to initiate the assembly process. Under unfavorable growth condi-
tions, when the doubling time for growth was about 10 h, i.e., 30 times longer than
the optimal doubling time, the balanced synthesis of rRNA and r-proteins was lost
and rRNA was produced in a three molar excess over r-proteins [24]. If, under such
conditions, all 20 RNA-binding L-proteins could initiate the assembly process inde-
pendently then they would be distributed evenly over the excess of rRNA, and there-
fore the yield of active particles with a full complement of r-proteins would be
negligibly small. Since E. coli cells produce significant amounts of active ribosomes
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Table 3.1-2  Sequential addition of proteins in the course of total reconstitution. Proteins in bold
indicate proteins essential and sufficient for the RT* formation. For further details see Refs. [19]
(30S subunit) and [23] (50S subunit).

Subunit Ste rRNA Proteins Temperature Reconstitution  Sedimentation
P (RI) (mM Mg2+)  intermediate (RI) coefficient
Small 1 16S + S4, S5, S6,
subunit S7, S8, S9,
:E S1LS13, _0C g Rlzo 21228
S16, S17, S18,
$19, S20.
2 Ry 7€ RI 3 25-26S
3 RI3p S1, S2, S3, 0°C - 308
S10, S14, S21.
Large 1 23S+5S + L1,L12,13,14,
subunit L5, L7/L12,
L9, L10, L11,
113, L15,L17, % RIso(1) 338
L18, 120, L21, “
L22, 123, 124,
L26, L29, L33,
L34.
44°C .
2 RIso(]) —>( 7 RIso(1) 418

3 RIso(I) + Le,L14, L16,

L19, 125,127, 44°C(4) 48S
W(ZO)» RI50(2)
128, L30, L31,
L32.
4 Rlso(2) %» 50S

even under unfavorable growth conditions, the number of assembly-initiator pro-
teins must be significantly smaller than that of the total number of RNA-binding
r-proteins.

An assembly-initiator protein is defined as an r-protein, which binds without
cooperativity to an rRNA molecule and is essential for the formation of an active
ribosomal subunit. Only those rRNA molecules with a complete set of initiator pro-
teins are able to assemble correctly to form fully active ribosomal particles.
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Regulation of the synthesis of ribosomal proteins at the
translational level

one cistron
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Regulatory proteins: RNA binding proteins 54, 87, 88, 815, 820, L1, L4, L10, L12, L20

Figure 3.1-3 Translational regulation of the ribosomal proteins.
Usually the second or third cistrons of a polycistronic mRNA
code for an rRNA-binding protein, which can also bind to the
region of the ribosomal binding site of the first cistron of its
own mRNA, thus competing with initiating 30S subunits.
Therefore, this regulatory protein will inhibit the translation

of its own polycistronic mRNA, when a signi-ficant free pool

of this protein is in the cell.

The dependence of the amount of active particles on the number of assembly-
initiator proteins and the excess of rRNA is governed by the formula [25]

A=E1n, (4)

where A is the fraction of total proteins that appears in active particles (A for activ-
ity), E the molar ratio of rRNA to r-proteins (E for rRNA excess), and n represents the
number of assembly-initiator proteins. Let us assume that only one initiator protein
is present. If the molar ratio rRNA : TP is E, then the probability of finding the initi-
ator protein on one distinct rRNA molecule is E-1, whereas for » initiator proteins
the probability is E» (independent events). Since the probability is the same for each
rRNA molecule, the overall probability of obtaining a complete initiation complex
(i.e., a complex of rRNA and all n initiator proteins) is E x (E®) = El-n. This is identi-
cal (A) with the fraction of TP, which appears in active particles, since only complete
initiation complexes will form active particles. Hence, A = El-» and

In A=(1-n)n E. ()

Equation (5) provides us with direct access to the experimental strategy for the eluci-
dation of the number of initiator proteins, for example, one keeps the level of TP50
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constant and increases the input E of (23S+5S) rRNA. The reconstitution is then per-
formed and the yield of active particles, A, is determined. This kind of analysis
revealed that only two L-proteins actually function as assembly-initiator proteins,
and in an additional reconstitution analysis with purified proteins, L3 and L24 were
identified as the two assembly-initiator proteins of the large subunit by applying a
variation of this strategy [25]. Two proteins were also identified as assembly-initiator
proteins for the small ribosomal subunit, namely the proteins S4 and S7 [26].

We understand from Eq. (4) that a high yield of active particles, under conditions
where rRNAs are synthesized in excess over r-proteins, correlates with a small num-
ber of assembly-initiator proteins. Why then are there two initiator proteins rather
than one?

As already mentioned, the mechanisms regulating the mutual adaptation of the
synthesis of rfRNA and that of r-proteins uncouple during extremely unfavorable
growth conditions leading to an excess synthesis of rRNA. At this point, feedback
mechanisms and autoregulatory circuits become increasingly important, such as the
translational regulation of the r-proteins. The principle of the translational regula-
tion is demonstrated in Fig. 3.1-3. Usually, the second or third cistrons of a polycis-
tronic mRNA of r-proteins code for an RNA-binding protein that can also bind to the
Shine-Dalgarno region of the first cistron from its own mRNA, thus competing
with initiating 30S subunit and reducing the frequency of translation of the mRNA.
Ten ribosomal proteins involved in translational regulation have been identified;
these are S4, S7, S8, S15, S20, L1, L4, L10, L12 and L20 ([27], see also Chap. 11).

If only one assembly-initiator protein existed, then in the presence of excess rRNA
all the r-proteins would flow into the formation of active particles leaving no free
pool of r-proteins for regulatory tasks. It is the existence of two initiator proteins that
is responsible for assembly-dead ends. These assembly-dead ends are loose protein—
rRNA complexes from which r-proteins are provided for the translational control.
Therefore, two initiator proteins seem to represent an optimum, the number must
be small to allow the formation of significant amounts of active ribosomes in the
presence of rRNA excess; on the other hand, the number must be larger than one to
enable translational control under unfavorable growth conditions.

Protein 124 is essential only for the early-assembly event, being dispensable dur-
ing later assembly events and not necessary for ribosomal function. The existence of
a mutant lacking L24 is a surprise. The mutant strain produces assembly-defective
50S subunits in agreement with the findings described above. The mutation is condi-
tionally lethal, exhibiting temperature sensitivity, i.e., it does not grow at tempera-
tures above 36°C. Even at permissive temperatures, severe growth defects are
observed (the doubling time is 5-7 times longer than that of wild-type E. coli strain),
and the molar ratio of 30S : 50S ribosomal subunits is only 1:0.5. An analyses in
vitro of the assembly of the mutant ribosomes demonstrated that 124 is absolutely
required for the total reconstitution of active 50S subunits when the incubation tem-
perature of the first step (normally 44°C, see Eq. (3)) was above 40°C. Below 40°C,
active particles could be formed in the absence of L24; however, the maximal output
of active 50S subunits was only 50% at permissive temperatures as compared with
optimal conditions, i.e., half that in the presence of functional L24, and the activation
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energy of the rate-limiting reaction during the first step incubation was twice as large
as that in the presence of L24. Obviously, another protein replaces L24 at “permissive
temperatures” (below 40°C) with reduced efficiency, and a systematic study with iso-
lated L-proteins revealed that this protein is L20 [28].

3.1.5
Proteins Essential for the Early Assembly: The Assembly Gradient

The transition of the reconstitution intermediate RIso(1) — RlIso(1) is marked by a
drastic S-value shift from 33S to 41S (Table 3.1-2). RIsp (1) is the essential product of
the early assembly during the first-step incubation that cannot be formed during the
second step. Both intermediate particles consist of 23S and 5S rRNA and 20 differ-
ent proteins. Are all these multiple components needed for the critical transition
from Rlso(1) —> RI (1)?

The results of a systematic analysis with purified ribosomal proteins were surpris-
ing. Only 23S rRNA and five proteins (L4, L13, L20, L22, and L24) were necessary
and sufficient for establishing the functionally important RIsj (1) conformation,
although L3 stimulated the formation, the 5S rRNA and all the other ribosomal pro-
teins were not required [6].

Comparison of the known binding sites of the early assembly proteins revealed
that all these essential proteins have a binding site located towards the 5'-end of the
23S rRNA and only the stimulatory L3 binds near the 3'-end. Since all polymerase-
dependent synthesis of nucleic acids starts at the 5’-end, this observation has an
important consequence. Those proteins that determine the early-assembly reactions
bind in vivo immediately after the onset of transcription of the 23S rRNA and before
the completion of its synthesis. This coupling of rRNA synthesis and ribosomal
assembly was termed the “assembly gradient” and states that the progress of rRNA
synthesis dictates the progress of assembly [4]. Therefore, the entropic situation of in
vivo assembly is much simpler than that of the total reconstitution in vitro: in vivo,
the assembly starts with a relatively short 5’-sequence of the rRNA and the five pro-
teins essential for the early assembly, whereas in vitro the mature 23S rRNA is
exposed to all 33 L-proteins. The entropic advantage of the initiation phase of assem-
bly in vivo is seen in the following: the disorder of assembly initiation in vivo is dras-
tically lower than under in vitro conditions, since in vivo the assembly commences
before the transcription of the rRNA is finished and thus assembly initiation deals
only with a limited number of components. These are the freshly transcribed 5'-
region of the rRNA and the five proteins that can bind to the 5'-terminal sequence
and determine the early assembly events. In striking contrast, when the mature 23S
rRNA is present, all L-proteins compete for the assembly process in vitro, thus defin-
ing a much larger disorder under reconstitution conditions. This entropic advantage
of the in vivo assembly over the in vitro reconstitution cannot be overestimated. It
might at least partially explain why in vivo the 50S assembly of E. coli ribosomes lasts
a couple of minutes at 37°C, whereas in vitro 90 min at 50°C is needed. In vivo stud-
ies have confirmed the existence of an “assembly gradient” [3].
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The longer the rRNA, the more importance the assembly gradient assumes for an
energetically favorable assembly process. The “assembly gradient” is presently the
only explanation for the extremely complicated process of ribosomal assembly in
eukaryotes. Ribosomal proteins are imported to the nucleoli, where rRNA transcrip-
tion occurs (with the exception of the 5S rRNA). The near mature ribosomal sub-
units are exported from the nucleoli to the cytoplasm. It is assumed that this
mechanism is required by the necessity to couple rRNA transcription and ribosomal
assembly and thus to retain the entropic advantage of the assembly gradient. See
Chap. 3.2 for details of the eukaryotic ribosome assembly.

The early-assembly proteins responsible for the RI3p — RI3 transition on the
pathway to active 30S subunits were identified in the 1960s long before the 50S anal-
ysis described above [29]. The proteins essential for the transition were S4, S7, S8,
S16 and S19, but the corresponding binding sites do not show such a clear prefer-
ence for 16S rRNA regions near the 5’-end, as the early-assembly proteins do for the
23S rRNA. However, kinetic studies also revealed a sequential assembly with a 5'- to
3'-polarity along the 16S rRNA chain [5].

3.1.6
Late-assembly Components

One can define “late-assembly components” as those components of the 50S sub-
unit that can be added to the second incubation step of the two-step incubation to
yield active particles. In this classification, 5S rRNA and all L-proteins (except those
five proteins essential for the formation of RIs (1) particles) would be included.
However, here we define “late-assembly components” in the narrow sense as those
components which play a decisive role in the late-assembly process, regardless of
whether or not they are in addition important for stabilization of the structure and/
or participate directly in ribosomal functions.

Until now, only two L-proteins have been identified, namely L15 and L16, whose
main task is the organization of the late assembly step [30]. A mutant that lacks L15
exists (see also the next section), whereas a mutant without L16 has not yet been
described. However, ribosomes lacking either L15 or L16 or both proteins can be
reconstituted and are active in poly(U)-dependent poly(Phe) synthesis. Both proteins
have been shown to accelerate the assembly process independently by a factor of 2—
4; the proteins act synergistically since together they increase the assembly rate by a
factor of 20. The stimulatory effects of both proteins are also observed when they
were added after the two-step reconstitution during a short third incubation under
the conditions of the second step. This means that particles could be reconstituted
during the standard two-step procedure in the absence of L15 and L16, and the late
addition of these proteins in a short third incubation was sufficient to form active
particles. The latter feature underlines their involvement in the late assembly.

5S rRNA also fulfill's the criteria of a late-assembly component, viz., it can also be
added after the two-step reconstitution to a third incubation. The activation effect of
5S rRNA is heat-dependent, i.e., it induces a conformational change. However, in
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contrast with L15 and L16, fully active particles without 5S rRNA cannot be reconsti-
tuted. Therefore, a direct or indirect involvement of 5S rRNA in ribosomal functions
is probable, in addition to its assembly activities [15].

3.1.7
Proteins Solely Involved in Assembly

A comparison of the secondary structures of rRNAs from organisms of the various
kingdoms reveals that about two-thirds of the E. coli 16S and 23S rRNAs is univer-
sally conserved (Fig. 3.1-4). The regions of the remaining one-third are randomly
scattered over the rRNAs and can be shorter, longer or even absent in other organ-
isms. Similarly, one-third of the r-proteins are dispensable in E. coli, since mutants
have been described lacking one or other of these r-proteins (Table 3.1-3). A recent

Bacteria: Archaea:
E. coli Halearcula s
voleani
q pErE
1=}
Eukaryata: Mammalian
yeast Mitochindria
(bovine)

Figure 3.1-4 The core structure (green lines) common to all
16S-type rRNAs from ribosomes of various organisms: (A) E. coli;
(B) Halobacterium volcanii; (C) yeast, cytoplasmic ribosomes;

(D) mitochondria of plants (maize). According to Ref. [46],
modified.
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comparison of sequenced genomes from organisms of all three evolutionary
domains, viz., bacteria, archaea and eukarya, found that about one-third of the E. coli
proteins are universally conserved ([31]; Fig 3.1-5). This suggests that these rRNA
regions and r-proteins are dispensable for ribosomal assembly, structure or function,
although they might accelerate assembly, stabilize structures or fine-tune functions.

Proteins that accelerate assembly represent one class of proteins solely involved in
assembly. S16 and L15 belong to this class. Fully active 30S subunits can be assem-
bled in the absence of S16, but the protein accelerates the assembly [32]. L15 is abso-
lutely required for the formation of active particles under standard reconstitution
conditions, but this requirement is relieved after decreasing the NH4Cl concentra-
tion from 400 to 240 mM [30]. Under these conditions, L15 accelerates the assembly
process by a factor 2—4, which correlates well with the prolonged generation time
(2-3 fold) of the mutant lacking L15. This observation suggests that the production
of the large ribosomal subunits is the rate-limiting factor of the generation time of
E. coli cells under optimal growth conditions.

A second class of “assembly-only proteins” consists of a group of proteins essen-
tial for achieving a distinct assembly stage, which is a necessary intermediate in the
path towards an active subunit. If mutants lacking such a protein exist at all, they are
very sick. 120, L24, and probably L16, belong to this class. L16 is an assembly pro-
tein; it accelerates the late assembly, and particles lacking L16 can be reconstituted
and show a good activity in poly(Phe) synthesis, although reconstituted 50S subunit
with a full complement of proteins are four times more active [30]. Crystal-structure
analysis of 50S subunits suggests that L16 might help to position tRNAs at P-site
(see Chap. 6). A mutant lacking L16 has not yet been identified, possibly because of

Eukarya: 78 (32;46) Archaea: 68 (28;40)

BAE:34
(15;19)

Bacteria: 57 (23;34)

Figure 3.1-5 Conservation of ribosomal archaea and eukarya. This is an impressive
proteins from bacteria (B), eukarya (E) and example that the common ancestor of
archaea (A). 34 proteins are universally archaea and eukarya separated from
conserved, no proteins are common between bacteria before the domain separation
bacteria and archaea or between bacteria and between eukarya and archaea. From

eukarya, whereas 33 proteins are present in Ref. [31] with permission.
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Table 3.1-3 Mutants from E. coli lacking r-proteins. (taken from Ref. [45]).

Subunit Missing protein Phenotype
308 S1
S6
S9 Cold-sensitive
S13
S17
S20 Temperature-sensitive
50S L1
L11
L15 Cold-sensitive
L19
124 Temperature-sensitive,
Very slow growth
L27 Cold-sensitive
128 Cold-sensitive
L29
L30
L33 Cold-sensitive

this role in positioning tRNAs. A mutant lacking L20 is also yet to be described. As
mentioned previously, the mutant lacking 124 is severely handicapped as expected.

Both L20 and L24 are essential for the formation of the obligatory, early intermedi-
ate RIsp (1), but they are not involved in late assembly nor in ribosomal functions.
How can one test that a protein has an essential role in the assembly but no role in
function? The intriguing observation was that L20, 124, and other proteins (L4, L14,
and L22) are essential for the formation of the RIs (1) conformation, but once this
conformation has been achieved, at least for L20 and L24, they can be again removed
by high-salt washes without losing the RIs; (1) conformation. If the resulting core
particle is reconstituted with TP50 lacking either L20 or L24, fully active particles are
obtained. Therefore, both proteins are essential for the early assembly but play no
role in either late assembly or ribosomal functions [33, 34].

3.1.8
Assembly Maps

In addition to the formal assembly pathway described in the preceding sections, the
precise sequence of binding reactions starting with the 16S or 23S rRNA has been
unravelled. The experimental results of such binding analyses are summarized in
“assembly maps”. Primary binding proteins can individually form a stable complex
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with the rRNA and are connected to the rRNA by a thick arrow in Fig. 3.1-6. Second-
ary binding proteins require the help of other proteins. The assembly map reflects
the interdependencies of the proteins for their incorporation into the ribosomal
particle. Consistently, the sequence of stripping-off r-proteins with increasing LiCl
concentrations is the exact reverse of the assembly order [35].

An interdependence of binding of two proteins does not necessarily reflect physi-
cal proximity. It is conceivable that a protein induces a conformational change of the
ribonucleoprotein particle (RNP) upon integration, thus generating new binding
sites for other components. Crystal structures of the small [36, 13] and the large sub-
units [37, 12] at atomic resolution have enabled a quantum leap in our understand-
ing of the assembly process. We can infer the precise protein—rRNA interactions for
each protein as demonstrated with the 30S subunit [38], and thus it is now clear that
the primary binding proteins (those proteins in Fig. 3.1-6 directly connected with the
rRNA) help to nucleate the folding of the rRNA domains. An assembly feature seen
for the three major secondary structure domains of the 30S subunit — namely that
each of these domains (Figure 3.1-7) represent an independent assembly and fold-
ing domain [39-42] is strictly true only for the 3" major domain forming the head of
the 30S subunit. The proteins involved form a separate S7-dependent branch of the
30S assembly map. With regard to the other domains, the above-mentioned study of
protein—16S rRNA interactions revealed that most of the proteins contact more than
one domain [38]. This is particularly true for the 5’ (30S body) and central domains
(platform), which are tightly associated with each other. This observation can proba-
bly be extrapolated to the assembly of these domains and thus explains why the 30S
subunit has only two assembly-initiator proteins [26], S4 initiating the assembly of
the 5'- domain and the central domain (body and platform, respectively), and S7 the
3’ major domain (head).

Since assembly follows transcription of the rRNA from 5’- to the 3'- end, the
assembly proceeds in three main steps, the 5’ domain forms the body of the 30S
subunit, followed by the formation of the platform (central domain) and eventually
by that of the head (3’ major domain). The 3’ minor domain is formed from the long
helix (h44) that runs down and back up the interface of the 30S subunit and com-
prises elements of the decoding center (see Chap. 8.2), as well as the short h45 and
the anti-Shine-Dalgarno stretch at the 3'- end of the 16S rRNA (see Chap. 7).

The assembly of the domains of the 30S subunit was the topic of an interesting
experiment in silico [43]. The 30S crystal structure was simplified by considering each
nucleotide of the 16S rRNA as a pseudo-atom P and each aminoacyl residue of the
ribosomal proteins as a pseudo-atom C. Interactions between proteins and 16S rRNA
were assumed when Ps and Cs were closer than 3 A. The resulting interaction dia-
gram (Fig. 3.1-8) shows again the exclusive interaction of the proteins from the S7-
dependent assembly branch with the head domain. In the next step the secondary
structure map of 16S rRNA was taken, i.e., the tertiary folding was removed and the
secondary structure alone considered, the proteins were added according to the
sequence of the assembly map and the 16S rRNA secondary structure folded following
the derived contact points of Fig. 3.1-8. The result was that the domains obtained were
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Figure 3.1-6 Assembly maps of the ribosome and proteins are arranged according to
from E. coli. (A) The small 30S subunit ([47]; their binding regions on 23S rRNA. The
modified according to Ref. [48]). Assembly proteins boxed with a blue line are required
proteins in the green, yellow, and purple for the transition Rlso(1) — Rlso(1)” of the
field drive the assembly of the 5'-domain, early assembly. Proteins above the brown

the central domain and the 3"-domain. Proteins line are those found in the RI3, (1) particles.
above the dotted line are those either required L5, 115 and L18, circled by the green line,
for the formation of Rl particles or found in  are the proteins important for mediating
the isolated 21 Rl3o particles. (B) The the binding of 5S rRNA to 23S rRNA

large 50S subunit. The three main fragments (according to Ref. [49], modified).

of 23S rRNA (13S, 8S, and 12S) are indicated,
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A

Figure 3.1-7 Ribosomal secondary and tertiary
structure within the ribosome; the domains are
marked with the same color in the secondary
and the tertiary structures. (A) Structures of
the 16S rRNA,; the 5, central and 3" major
domain are in blue, red and green; the 3’ minor
domain in blue (3" MIN); Hd, head; Bd,

body; Pt, platform; the proteins are in gray.
From Ref. [43], with permission.

(B) Structures of the 23S rRNA. Note that
the colors of the domains are different in
the maps of the secondary structure and

in the tertiary structure. From Ref. [50] with
permission.
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strikingly similar to those of the crystal structure, whereas the interdomain arrange-
ments deviated significantly. The conclusion was that the sequential addition of the
proteins during the assembly gradient dictates the folding pathway for the 16S rRNA,
whereas the mutual arrangement of the domains might be governed by rRNA-rRNA
interactions. The implicit assumption of this study, namely that the structure of the
ribosomal proteins before and after assembly is practically the same, seems to be justi-
fied (see Ref. [38]).

Despite our rapid increase in understanding of the assembly processes through
the ribosome subunit crystal structures, we have but scant knowledge of the features
responsible for the extremely efficient assembly of ribosomes in vivo. This is empha-
sized, for example, by the requirement of an incubation step at 50°C for 90 min dur-
ing reconstitution of a 50S subunit in vitro [22] with the in vivo assembly of the large
subunit in 20 min at 37°C. Although the assembly gradient as mentioned contrib-
utes to this enhancement, there are undoubtedly multiple helicases and chaperones
that facilitate and accelerate the assembly process. The elucidation of the concerted
interplay of elements supporting the assembly in vivo is a challenge for future

assembly studies.
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3.2
Eukaryotic Ribosome Synthesis

Denis L. J. Lafontaine

3.2.1
Introduction

Recent proteomic developments are providing the first eukaryotic ribosomal assembly
maps. In these, pre-ribosomal assembly appears to be asymmetric, at least biphasic,
with the small ribosomal subunit synthesis factors binding first to the pre-rRNAs to
be replaced, after the first few pre-rRNA cleavages, by proteins involved in the syn-
thesis of the large ribosomal subunit. Pre-rRNA processing is fairly well character-
ized with several key-processing enzymes remaining to be identified, including
most endoribonucleases. rRNA modification is also well understood and relies
extensively on small nucleolar RNAs (snoRNAs) for the recognition of the sites of
modification. Nucleolar routing of box C+D snoRNAs (required for sugar 2'-O
methylation) involves transit through a specific nuclear locale, the human coiled/
cajal body (CB) and yeast nucleolar body (NB); these are conserved sites of small
ribonucleoprotein particles (RNP) biogenesis. The first proteins involved in ribo-
some export are being identified; however, most of these are also required for pre-
rRNA processing, and presumably pre-rRNP assembly. Their precise function in
RNP transport therefore awaits these effects to be uncoupled. Key factors active in
ribosome synthesis are also required for the processing of many other classes of cel-
lular RNAs, suggesting that maturation factors are recruited from a ‘common pool
of proteins to specific pathways. Much remains to be done to understand how rRNP
processing, modification, assembly and transport are integrated with respect to ribo-
some synthesis and other cellular biosynthetic pathways.

3.1.1
Prelude

Ribosome synthesis starts in the nucleolus, the site of tDNA transcription. rRNA
synthesis occurs at the interface between the fibrillar center(s) (FCs) and the dense
fibrillar component (DFC) with the nascent transcripts reaching out in the body of
the DFC ([128]; reviewed in Ref. [104]). A dedicated polymerase, RNA Pol I (Pol I),
drives the transcription of a large precursor encoding three of the four mature ribo-
somal RNAs (rRNAs). The fourth rRNA, 58, is produced from a Pol III promoter.
The Pol I primary transcript is modified (specific residues are selected for ribose or
base modification and pseudouridines formation), processed (mature sequences are
released from the precursors and the non-coding sequences discarded) and assem-
bled with the ribosomal proteins (RPs) in pre-ribosomes (reviewed in Refs. [130,
224,298, 299, 311, 325]). As these processes occur, the granular component (GC) of
the nucleolus emerges. FC, DFC, and GC are morphologically distinct compartments
present in most eukaryotes; interestingly, although controversial, recent analysis
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indicate that the yeast Saccharomyces cerevisiage has no FC (D.L.J. Lafontaine and
M. Thiry, unpublished results). The relationship between the subnucleolar struc-
tures and the different steps of ribosome synthesis is not clear at present.

The nucleolus is a highly dynamic structure, and RNA and protein components
are known to exchange with the surrounding nucleoplasm with high kinetics
[40, 211]. The average nucleolar residency time for human fibrillarin was estimated
to be of only ~40 s, indicating that the remarkably stable organization of the nucleo-
lus may in fact reflect the extremely rapid dynamic equilibrium of its constituents. It
is presently unclear whether there are resident, structural, nucleolar proteins or
whether the structure simply ‘holds together’ through multiple, weak, interactions
occurring between the nascent pre-TRNAs and the numerous trans-acting factors
recruited to the sites of transcription [173]. The recent proteomic characterization of
this cellular compartment will probably help to address these issues ([8, 236];
reviewed in Ref. [61]).

Pre-ribosomes are released from the nucleolar structure, reach the nuclear pore
complexes (NPC), presumably by diffusion, and are translocated to the cytoplasm.
Both the small (40S) and large (60S) ribosomal subunits undergo final cytoplasmic
maturation steps. A large number of trans-acting factors follow the pre-ribosomes to
the cytoplasm and are recycled to the nucleus. Recent data suggest that the final
steps of maturation may be coupled to cytoplasmic translation [240, 286].

RP genes, most often intron-containing, duplicated and expressed at distinct
levels (yeast), are transcribed by Pol II. RP pre-mRNAs follow a canonical Pol II
synthesis pathway (including capping, splicing, poly-adenylation, etc.; reviewed
in Ref. [219]) and are routed to the cytoplasm to be translated. RPs are addressed
to the nucleus and the nucleolus. Nuclear targeting operates on the NLS mode
(reviewed in Refs. [163, 322, 323]); redundant importins are involved [111, 230].
Nucleolar targeting is less- well defined.

Ribosome synthesis is an extremely demanding process requiring both tremen-
dous amounts of energy and high levels of co-regulation and integration with other
cellular pathways (reviewed in Refs. [150, 214, 309]). The production of the resident
ribosomal components (4 rRNAs and about 80 RPs), as well as several hundreds of
RNAs and protein trans-acting factors (see below) depends on the concerted action
of the three RNA polymerases, extensive RNA processing and modification reac-
tions, RNP assembly and transport and the function of several RNPs, including the
ribosome itself. With about 2000 ribosomes to be produced per minute in an actively
dividing yeast cell, transcription of pre-rRNAs and RP pre-mRNAs alone represent
not less than 60 and 40% of the Pol I and Pol II cellular transcription, respectively.
With about 150 pores per nucleus, each pore must import close to 1000 RPs and
export close to 25 ribosomal subunits per minute.

The nucleolus does not only serve the purpose of ‘making of a ribosome’. In fact,
it appears that most classes of cellular RNAs, including mRNAs [117, 239], tRNAs
[21], snRNAs [81, 87], the SRP [42, 93, 110], RNAse P [113] and the TEL RNP [64,
192, 254] all transit through this organelle on their way to their final destinations,
which can either be the nucleoplasm or the cytoplasm. Although the reason for this
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trafficking is in most cases unclear at present, this presumably reflects a need to
benefit from the pre-ribosomes maturation machinery. In the following, I will try to
emphasize instances where common trans-acting factors are used on distinct classes
of RNAs. The concept of a ‘multifunctional nucleolus’ has recently been elegantly
reviewed [206].

Most of our current understanding of ribosome synthesis is based on research
work in S. cerevisiae; this will be reviewed here. Other eukaryotic systems have been
used successfully, including trypanosomes, Xenope, mouse and humans. Compari-
son between these various levels of organization is most useful and often highlights
a high degree of conservation throughout the eukaryotic kingdom, e.g., most trans-
acting factors identified in yeast have human counterparts.

This chapter will present an overview of eukaryotic ribosome synthesis for the
non-specialists, with an emphasis on the latest developments and unresolved issues.

3.2.2
Why so many RRPs?

An excess of 200 proteins, here referred to as RRPs (ribosomal RNA processing
factors) are required for ribosome synthesis and transiently associate with the pre-
ribosomes. RRPs are not found in mature, cytoplasmic, particles but are recruited
at various stages in the ribosomal assembly process. Recruitment presumably fol-
lows a strict temporal order. A similar number of small, stable RNAs, which localize
at steady state in the nucleolus, the snoRNAs, are also involved.

Most RRPs have no known function and, in fact, apart from those few with cata-
lytic activities or well-characterized protein domains, we clearly have no idea of
what they do. Best-characterized RRPs include several endo- and exoribonucleases
(Table 3.2-1), snoRNA-associated proteins, modification enzymes (ribose and base
methyl-transferases, pseudouridine synthase), RNA helicases [47, 262], GTPases
[86, 240, 317], AAA-ATPases [14, 77], protein kinases [295, 296], RNA binding or
protein—protein interaction domain-containing proteins and proteins with striking

Table 3.2-1  Endo- and exoribonucleolytic activities involved in pre-TRNA processing.

Cleavage site Cleavage activity References

Bo Rntlp/yeast Rnase III 136

Bo—B2 Rexlp 187

Ao, A1, Az 2,22

As MRP 159

A3—Bis Ratlp, Xrnlp 98

BiL ?

C ?

C—Cy and C1r—Cy Ratlp, Xrnlp 85

C—E Exosome 176
Rex1p, Rex2p 287
*Ngl2p 65

109
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homology to RPs [14, 59, 79, 234]. Protein—protein interaction domain include coil-
coil domains, WD and HEAT repeats, crooked-neck-like tetratrico peptide repeat,
etc.; distinctive RRP motifs include the Brix, GAR, G-patch, and KKD/E-domains
[9, 62, 67, 83, 94, 318]. The actual catalytic activity of most RRPs remains to be dem-
onstrated experimentally and the precise substrate of these proteins is, in most
cases, not known.

Comprehensive lists of RRPs have recently been compiled by various authors with
a short description of protein domains and known or presumed functions; these are
freely available on-line (see useful WWW links at the end of this chapter).

3.23
(Pre-)ribosome Assembly, the Proteomic Era

In the early 1970s, the joint efforts of the Warner and Planta Labs defined the basics
of eukaryotic ribosome assembly; this remained the core of our understanding for
the next 30 years [133, 277, 282, 297, 308, 312, 313]. Metabolic labeling experiments
and sucrose-gradient analysis revealed that following transcription, an early 90S
pre-ribosome is formed and subsequently partitioned into a 43S and a 66S particle,
precursors to the 40S and 60S subunits, respectively (see Fig. 3.2-1). The RNA con-
tent of these particles was established as 35S, 27S, and 20S pre-rRNAs for the 90S,
668, and 43S particles, respectively. The conversion of the 43S particles to 40S sub-
units is closely linked to small subunit export. Few RRPs were known at that time
and the protein composition of these RNP complexes was not determined.

In the absence of appropriate tools, most of the research focused on other aspects
of ribosome synthesis with most of the progress being made on pre-rRNA process-
ing and modification (see below).

There was no reason to believe a priori that there would be a strong bias for the
association of RRPs involved in small subunit synthesis with the primary transcript.
In fact, since many mutations affecting primarily 25S rRNA synthesis have negative
feedback effects on early pre-rRNA cleavages (see Sect. 3.2.4 and Ref. [299]), as part
of what we think is a ‘quality control’ mechanism (see below), the suggestion was
made that early and late RRPs interact functionally; such interactions could have
occurred in a single, large, ‘processome’. Functional interactions between early and
late RRPs are most probably prevalent but the simple view of a unique ‘processome’
has however been recently challenged.

The advent of efficient copurification schemes and mass-spectrometry analysis
[162, 228] led several labs to isolate distinct pre-ribosomal species (currently about
12, see Table 3.2-2). Typically, these were purified from one or several epitope-
tagged protein components of the rRNPs ([14, 56, 67, 91, 95, 195, 234, 318]; reviewed
in Refs. [71, 310]). These preparations have achieved a much better definition in
their pre-tRNA content (which parallels our current understanding of pre-rRNA pro-
cessing, see Figs. 3.2-1 and 3.2-3) and the protein composition of the particles has
been established accurately. In combination with high-throughput copurification
and two-hybrid schemes ([74, 75, 84, 101, 244] and useful WWW links), these data
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Figure 3.2-1 Ribosomal assembly pathways.
See main text for a full description. Cleavage
sites, processing activities and RNA content

of pre-ribosomal particles are indicated, as well
as the TAP-targets used for the purifications
(see Table 3.2-2). Pre-ribosomes have tent-
atively been ordered, based on their protein and
RNA content, and assigned and to the early (E),
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the pathway is expected to be much refined
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by Fatica and Tollervey [71]). Nu, nucleus;
Cy, cytoplasm.

Table 3.2-2 TAP-tagged purified pre-ribosomes, as of Christmas 2002.

Pre-ribosomes TAP targets References
90S and U3/SSU processome Pw2p, Rrp9p, Nop58p, YDR449c, Krrlp, 91
Noc4p, Kre31p, Bud21p, YHR196w,
YGRO090w, Enplp, YJL109c, Nopl4p
U3/SSU processome Mpp10p and Nop58p 56
Pre-60S E1 Ssflp 67
Pre-60S E2 Nop7p 95
Pre-60S M Nuglp 14
Pre-60S L Nug2p/Nog2p 234
Seven species of early (E), Nsa3p, Nop7p, Sdalp, Rixlp, Arxlp, 195
medium (M) and late (L) pre-60S | Kre35p, Nuglp

The TAP technology (Tandem Affinity Purification, 228) has been
used to isolate most pre-ribosomes described to date.

m
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provide the basis to draw the first eukaryotic (pre-)ribosomal assembly maps (see
Figs. 3.2-1 and 3.2-2).

It transpires that ribosomal assembly is strongly asymmetric and at least biphasic
(156, 91]; reviewed in Ref. [71]). Early RRPs interact with nascent pre-rRNAs, mostly
in association with the U3 snoRNP, now also referred to as the small subunit proces-
some (‘SSU processome’; [56], see below). Following the first three pre-rRNA cleav-
ages, at sites Ao, A1, and A; (see Figs. 3.2-1-3.2-3 and pre-rRNA processing section),
this first set of factors essentially cycles-off the pre-ribosomes and is replaced by the
large ribosomal subunit RRPs (Fig. 3.2-2). Pre-40S subunits are then left associated
with very few factors, about a dozen of them, referred to as the SSU RRP complex
[235, 335]; pre-60S subunits acquire several dozens of novel RRPs. As anticipated,
there is a steady decrease in the number of these pre-60S-associated RRPs as the
pre-ribosomes undergo the complex 5.85-25S pre-rRNA processing pathway and
reach the NPC. 90S and 66S particles were long known to have a higher ratio of
protein to RNA content than the mature 60S subunits, as judged from buoyant den-
sities in CsCl gradients (see, e.g., Ref. [277]). This is in contrast with 43S pre-ribo-
somes and 40S subunits that have about the same protein content. Late nuclear pre-
60S ribosomes show the reassuring presence of known transport factors, such as the
well-characterized Nmd3p/Rpl10p couple (see Sect. 3.2.7).

55U RRP's
........... el
Ao Ay Ay LSURRP'S
AN
. { 55U RRP's .
* s Bl pre-60S
1 ¥
¢ .
AN §

Figure 3.2-2 The ‘biphasic model’ for ribosomal assembly. The SSU
RRPs (including the U3 snoRNP/SSU processome’) associate with
the primary Pol | transcript, generating the 90S pre-ribosomes. This
first set of RRPs is replaced after the first three pre-rRNA processing
reactions (Ag—Az) by the LSU RRPs.
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Most striking from the currently described pre-rRNPs is the conspicuous absence
of most known cleavage enzymes; this could either reflect the low abundance or
transient associations of these activities with the rRNP complexes.

X-ray crystallographic analysis of large ribosomal subunits revealed that while
many RPs are located on the exterior of the rRNA core, several RPs show idiosyn-
cratic extensions deeply buried into the body of the subunits in a configuration that
is only compatible with concomitant foldings of the RPs and the rRNAs ([13];
reviewed in Refs. [55, 143, 220, 222]). This presumably underlies the need for close
to 30 distinct remodeling activities (helicases, GTPases, and AAA-ATPases). It is
remarkable that several RRPs are strikingly homologous to RPs (e.g., Imp3p/Rps9p,
Rlp7p(Rix9p)/Rpl7p, Rlp24p/Rpl24p, YhO52p/Rpllp [14, 59, 79, 234]), suggesting
that they possibly ‘hold in place’ pre-tRNP structures during the assembly process,
preventing premature, irreversible, folding steps to occur before being swapped for
their homologous RPs. This strategy may even couple late pre-rRNA processing
reactions to translation as elF3j/Hcrlp is required for both 20S pre-rRNA process-
ing and translation initiation and the RRP Efllp is homologous to the ribosomal
translocase EF-2 [240, 286].

Pre-rRNP particles currently described were isolated from tagged RRPs and
although clearly distinct in composition, as expected from the substantial remodel-
ing of the pre-ribosomes that take place along the pathway, represent mixed pre-
rRNP populations. It is also important to note that it is in fact mostly pre-ribosomal
assembly rather than ribosomal assembly per se that has been addressed so far.
Indeed, RPs present a particular challenge; there are usually small, highly basic and
coprecipitate at high degrees with targets that are not related to ribosome synthesis.
Despite these limitations, a major step has however been achieved with the isolation
of particles which have a lifetime of presumably less than a minute.

Much remains to be done to understand what the RRPs exactly do, how and when
they interact with the pre-ribosomes and how they ‘talk’ to each other.

3.24
Ribosomal RNA Processing, Getting there...

Pol I transcription drives the synthesis of a large pre-TRNA, 35S in yeast, containing
the mature sequences for the small subunit rRNA (the 18S rRNA) and two of the
large subunit rRNAs (5.8S and 25S rRNAs). Completion of transcription requires
about 5 min. Mature sequences are flanked with non-coding spacers (Fig. 3.2-3A).

Figure 3.2-3 rDNA and pre-rRNA processing
pathway. (A) Structure of the yeast rDNA.
The 18S, 5.8S and 25S rRNAs are encoded

in a single, large, Pol | transcript (35S).
Mature sequences are separated by non-
coding spacers, the 5'- and 3'-external
transcribed spacers (ETS) and the internal
transcribed spacers 1 and 2 (ITS). Processing
sites (Ao to E) are indicated. 5S is transcribed

independently, in the opposite direction, by
Pol IIl as 3'-extended precursors. The
production of 5S mature 3'-ends is a multi-
step process that requires Rex1p. (B) Pre-

rRNA processing pathway in wildtype strains.

See main text for a description of our current
understanding of the processing pathway.
Processing at sites C;—E is detailed in

Fig. 3.24.
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Note that C; (referred to as Ca’ in Ref. [85]) was
recently mapped precisely by primer extension
at a position located 94 nucleotides upstream of
site Cy. Previous mapping, by RNase protection,
located this site slightly upstream (at position
+101 with respect to Cy). Although both sites
may be used in vivo, it is more probable that this
difference reflects limitations inherent to the
RNase mapping strategy used. In Ref. [85], the

C2'-B2 RNA is referred to as 25.5S (C2-B2

is 26S here).

Note that a cryptic processing site (A4) has
recently been identified in ITS1 between A,

and A3 in rrp5 mutants [63]. (C) Aberrant RNA
precursors commonly detected in RRP mutants.
Delays in early pre-rRNA processing often results
in the accumulation of the 23S, 225 or 21S RNA.
These are generally not further matured.
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A Pol III precursor, 7S, is processed in 3’ by the Rex1p/Rna82p exoribonuclease
into 5S; the third large ribosomal subunit rRNA [213, 287]. In most eukaryotes but
S. cerevisiae, 5S rDNA is located in extranucleolar loci as individual or repeated cop-
ies. In yeast, 35S and 7S are encoded on opposite strands within 150-200 repeated
9 kb rDNA arrays located on chromosome XII (Fig. 3.2-3A).

Mature sequences are generated from the 35S pre-rRNA following a complex
multi-step processing pathway requiring both endo- and exoribonucleolytic diges-
tions (Fig. 3.2-3B). It is thought that most cleavage sites are known and occur within
about 2 min following a precise temporal order. There is a strong bias for cleavages
from the 5’- to the 3’-end of the primary transcript and the synthesis of the small
and large ribosomal subunits is relatively independent.

The 35S pre-rRNA is successively cleaved in the 5’ external-transcribed spacer
(5'-ETS) at sites Ag and Aj and in the internal-transcribed spacer 1 (ITS1) at site A,
(Fig. 3.2-3B). Endonucleolytic digestions at sites Ag and A; produce the 33S and 32S
pre-rRNAs, respectively. Precursors to the small and large subunit rRNAs (the 20S
and 27SA; pre-rRNAs, respectively) are generated by endonucleolytic cleavage of
the 32S pre-rRNA at site Ay. The precise mechanism of cleavage at sites Ao—A; is
not known; however, these reactions are tightly coupled and involve the box C+D
snoRNA U3/the ‘SSU processome’ (see below). The 20S pre-rRNA is then exported
to the cytoplasm where endonucleolytic digestion, by an unknown RRP, at site D
provides the 18S rRNA [276, 282]. A complex of late small subunit RRPs has
recently been described in association with the dimethyl-transferase Dim1p ([295]
and see below); the endonucleolytic activity may lie in one of these.

The 27SA; pre-rRNA is cleaved at site A3 to generate the 27SA3 RNA. This cleav-
age is carried out by the endoribonucleolytic RNP complex RNase MRP. RNase MRP
is highly reminiscent to another snoRNP, the ubiquitous RNase P that is involved in
the 5'-end formation of tRNAs (reviewed in Refs. [183, 329]). The homology extends
both to the structure of their respective RNA as well as to their protein composition
(eight of the nine protein subunits are shared between the two enzymes). Snm1p is
specific to RNAse MRP; Rpr2p is unique to RNase P [35, 238].

In the absence of cleavage at site A;, pre-rRNA processing can proceed through
the next ITS1 cleavage at site As. This can be seen as a ‘rescue’ pathway for such an
essential activity as ribosome synthesis [183].

There are two alternative pathways of synthesis of 5.85-25S rRNAs [98]. In the
major pathway, which represents ~80% of the total processing, the 27SA3 pre-rRNA
is trimmed to site Bis (the 5'-end of the most abundant form of 5.8S, the 5.8Ss
rRNA) by the combined action of two 5'-3" exoribonuclases, Ratlp and Xrnlp.
Ratlp is encoded by an essential gene and mostly located to the nucleus; Xrnlp is
not essential and mostly localizes to the cytoplasm [114]. These two exoribonu-
cleases often show partially overlapping functions (see, e.g., Refs. [65, 85, 98, 210]).

27SBs is cleaved by an unknown endonuclease, roughly in the middle of ITS2, at
site C,. Cleavage at C; provides the 7Ss and 26S pre-rRNAs. Processing of the 3'-end
of 5.8S and the 5'-end of 25S requires a complex succession of, mostly, exoribonu-
cleolytic digestions. During these, consecutive substrates are literally ‘handed over’
from one ribonucleolytic activity to the next.
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The 78 is digested to site E by the successive action of the exosome complex [4, 176,
177, the Rex1p exoribonuclease and Ngl2p, a putative endonuclease [65, 287].

The exosome is a remarkable complex of 11 3'-5" exoribonucleolytic activities
involved in the synthesis and degradation of most classes of cellular RNAs ([6, 99,
109, 176]; reviewed in Refs. [178, 289]). A nuclear form of the exosome is special-
ized in the synthesis and turnover of large RNAs, including rRNAs and pre-
mRNAs as well as most classes of small stable RNAs (snoRNAs, snRNAs, tRNAs,
pre-mRNAs, SRP, RNase P, etc.); a cytoplasmic form is devoted to mRNA degrada-
tion. Rrp6p (E. coli RNase D), a non-essential subunit of the exosome, is specific to
the nuclear form of the complex [6, 29]. Nuclear and cytoplasmic exosomes also
differ by their use of specific cofactors (see, e.g., Refs. [260, 290]). The related
DExH putative RNA helicase Doblp/Mtr4p (nuclear) and Ski2p (cytoplasmic) is an
example [48, 109].

7S precursors are first trimmed from site Cy, located at position +134 with respect
to the 3’-end of 5.8S, to position +30 [4] (Fig. 3.2-4). This requires all the subunits of
the exosome and the nuclear cofactor Doblp/Mtr4p. 5.85+30 pre-rRNA is then
digested to position +8 by Rrp6p. 5.8S+8, also referred to as 6S, is consequently
trimmed to 5.8S+5 by the multiple exoribonuclease activities of Rex1p, Rex2p and
the exosome complex (notably the Rrp40p and Rrp45p subunits) [4, 287]. 5.8S+5 is
finally matured to 5.8S by Ngl2p [65] (Fig. 3.2-4).

While the relationship between the subnucleolar compartments and the various
ribosome synthesis steps is far from being clear, it is probable that the DFC is the site
of early pre-rTRNA processing, modification and assembly reactions with later pro-
cessing cleavages and assembly steps occurring in the GC. SnoRNP core proteins
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Figure 3.2-4 Multiple steps of ribonucleolytic ‘hand-over’ are
required to synthesize the 5.8S rRNA. Successive pre-rRNA
species and trans-acting factors involved are indicated. See
main text for a complete description.
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involved in 2’0 methylation, pseudouridines formation and early pre-rRNA process-
ing cleavage at sites Ao—A; (see below) localize to the DFC [97, 156, 197]. The MRP,
involved in cleavage at site A3, is detected in the GC [225]; this is also where Rlp7p,
which is required for cleavage at site C, has been localized [79].

Following cleavage at site A;, the maturation of the small and large rRNAs is rel-
atively independent. However, mutations affecting primarily the synthesis of 5.8S
and 25S rRNAs frequently have negative feedback effects on early cleavages at sites
Ao—A;. The mechanism underlying these observations is not known but believed
to be part of a ‘quality control’ mechanism (it would not appear very useful to fur-
ther initiate the production of pre-ribosomes that will fail to mature properly),
which presumably reflects the existence of functional interactions between early
and late RRPs.

3’-end formation of other classes of RNAs, such as the snoRNAs and snRNAs,
seem to follow a similar strategy of ‘exoribonucleolytic hand over’ [4, 288]. It is
unclear, at present, whether so many distinct nucleolytic activities, with partially
overlapping specificity, are required to achieve what would appear to be a fairly
straightforward processing. This presumably provides potential for further ‘rescue
pathways’ and quality controls.

The 26S pre-rRNA is trimmed to site C; by Ratlp and Xrnlp. This is also probably
a multi-step process. Consistently, primer extension through ITS2 from an oligonu-
cleotide specific to the 5'-end of 25S rRNA reveals strong stops at positions +9 and
+18 (respective to 25S rRNA 5'-end). The species extending to site +9 (25S') is lost in
some RRP mutants [79]. In the mature subunits, 5.8S and 25S rRNAs are base-
paired but the precise timing of this association in the pre-ribosomes is not known.

The major site of Pol I transcription termination (site T,) is located at position
+210 (respective to the 3'-end of 25S rRNA). Precursors extending to this site are
however not detected in wild-type cells as primary transcripts are cleaved co-tran-
scriptionally at sites +14/+49 (Bo) on both sides of an AAGN-closed stem-loop
structure by the endonuclease Rntlp [37, 136, 326]. Rntlp is homologous to bacte-
rial RNase III which similarly cleaves its substrates on both sides of extended
stem-loop structures (reviewed in Ref. [121]). Final trimming to site B, (the 3'-end
of 25S) is carried out by Rexlp/Rna82p [287]. An oligonucleotide specific to
sequences located downstream to B detects 27SA; but not 27SB on Northern
blots, demonstrating that processing at sites B1 and B is tightly coupled and pre-
sumably concurrent [136].

The minor pathway (used in ~20% of the cases) produce pre-rRNAs and 5.8S
rRNA that are extended in 5’ by 7-8 nucleotides. This starts with cleavage of the
27SA; pre-rRNA at site By by an unknown enzyme, a presumed endoribonu-
clease. The resulting 27SB is then processed into 25S and 5.8S1 rRNAs following
a pathway that is, as far as we know, essentially identical to the one described
above for 27SBs.

It is not precisely known when the 5S RNP (5S rRNA associated with RPLS,
see [52]) joins pre-60S ribosomes but its recruitment is required for efficient 27SB
processing and is therefore presumably concomitant with processing at site C,
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thus ensuring that all newly formed 60S subunits contain stoichiometric amounts
of the three rRNAs [50, 294].

Alterations in the kinetics of cleavage are seen in many RRP mutants. These
usually lead to the accumulation of aberrant precursors that are not faithfully pro-
cessed to mature rRNAs but rather degraded, notably by the action of the exo-
some complex [4, 5]. The most often encountered abnormal species, the 23S
(extending from sites +1 to As), 225 (from sites Ao—As) and 21S (A1—A3) RNAs,
result from alterations in the kinetics of early pre-rRNA processing reactions
(Fig. 3.2-3C). Analysis of these species has allowed the description of the process-
ing in the ITS1 and led to the identification of the cleavage site Az [98, 154, 155,
184, 248, 268|. Alterations in the order of cleavage at later processing sites are
now also known to occur and give rise to the accumulation of a full range of
abnormal RNAs; e.g., A,—Cy, Az-E, etc. [67, 135].

Over the years, extensive mutagenesis experiments have been performed on
rDNA to isolate sequences relevant in cis to pre-rRNA processing reactions. While
it is far beyond the scope of this chapter to review this body of data (see Ref. [299]),
it should be noted that these experiments have often highlighted how processing
reactions distant in the primary rRNA sequence are in fact tightly linked; indeed,
mutations in the 5'-ETS, ITS2, or 3'-ETS regions can each inhibit processing in
ITS1 (see, e.g., Refs. [7, 20, 292, 293)).

While we now have a fairly complete picture of pre-rRNA processing, much
remains to be done to understand the precise kinetics of the processing as well as
the extensive connections between early and late cleavage events. Many processing
enzymes also remain to be identified, in particular most endoribonucleolytic activi-
ties. It is possible that some endoribonucleases have already been assigned to the
RRPs and await further attention; the absence of specific motifs in their sequence
complicates their identification. The development of in vitro reconstitution assays
should be most useful in this respect.

It is notable that most known cleavage factors (the exosome, the exoribonu-
cleases Ratlp and Xrnlp, the endoribonuclease Rntlp) involved in pre-rRNA pro-
cessing are required for the synthesis and/or degradation of other classes of
cellular RNAs (mRNAs, snRNAs, snoRNAs, tRNAs, SRP, RNase P, etc.). All seem
to indicate that general maturation factors are recruited from a ‘common pool of
proteins to specific cellular pathways. This is also illustrated by the over-increasing
sets of proteomic data supporting the existence of extensive integration between
ribosome synthesis and other biosynthetic pathways.

3.25
Ribosomal RNA Modification: A Solved Issue?

Ribosomal RNAs are extensively modified with a large majority of the modifica-
tions clustering at the most functionally relevant and conserved sites of the ribo-
some (tRNA- and mRNA-binding sites, peptidyl transferase center, intersubunit
bridges, entry of the exit tunnel, etc.; see Chapters 6 and 8 for a functional descrip-
tion of the ribosome). This has recently been highlighted on three-dimensional
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maps based on crystallographic analysis of archaeal and bacterial ribosomal sub-
units (see Ref. [49] and useful WWW links). The atomic resolution structure of the
ribosome established it as a ribozyme; the peptidyl transferase center is surrounded
by an RNA cage leaving little, if any, chance to the RPs to be involved in the pepti-
dyl-transfer reaction per se (reviewed in Refs. [55, 143, 181] and Sect. 8.3). rRNA
spacers are consistently devoid of modification.

The most frequent RNA modifications are 2'—O methylation of ribose moieties
(Nm) and uridine isomerization (pseudouridines, y) (~50 of each in yeast; twice
this amount in humans) (Figs. 3.2-5b and d). The sites of these modifications are
virtually all selected by base pairing with the snoRNAs. Less abundant are the base
modifications. These are also essentially modified by methylation (mN) and rely, as
far as we know, on protein-specific enzymes rather than the snoRNPs.

3.2.5.1 Ribose Methylation, Pseudouridines formation and
the snoRNAs

There are essentially two families of snoRNAs, the box C+D (involved in sugar 2'-O
methylation) and the box H+ACA (required for pseudouridines formation) (Fig. 3.2-5).
A third class is defined by the related RNAse P/RNAse MRP RNAs. Yeast snoRNAs
range in size from about 60 to about 600 nucleotides.

Box C+D snoRNAs consist of a stem-loop structure with boxes C (UGAUGA) and
D (CUGA) flanking a terminal helix; duplicated boxes C’ and D’ are also observed
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Figure 3.2-5 snoRNA in pre-rRNA modification. SnoRNA/pre-
rRNA hybrids at sites of 2'~O methylation (a) and pseudouridine
formation (c). Sugar methylation (b) and pseudouridines (d).
See main text. Adapted from Ref. [140].
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(reviewed in Refs. [72, 140, 320]) (Fig. 3.2-5a). Box H+ACA RNAs show two consecu-
tives hairpin structures, bridged by a conserved H-box (ANANNA, where N is any
residue) or hinge motif (hence its name); the triplet ACA is always located 3 nucle-
otides upstream to the 3’-end of the RNA (Fig. 3.2-5¢).

At each site of modification, a duplex is formed by Watson—Crick base-pair interac-
tions between a specific snoRNA and the RNA substrate. This results in the forma-
tion of a snoRNA/pre-rTRNA hybrid that precisely position the residue to be modified
on the substrate with respect to conserved boxes on the snoRNA. For the box C+D
snoRNAs, the guide or ‘anti-sense’ elements are located upstream of boxes D or D’
and provide the potential to form between 10 and 21 consecutive base-pairs with the
pre-rTRNAs; including the site of 2'—~O methylation invariably located five nucleotides
upstream of boxes D or D' (reviewed in Refs. [11, 124]). For the box H+ACA snoR-
NAs, the ‘anti-sense’ motifs are within internal bulges (also known as ‘pseudouridy-
lation pockets’) in the hairpin stems, and target the formation of two short helices of
3-10 base-pairs with the substrate; these are interrupted by the uridine to be altered
by rotation into y (reviewed in Refs. [12, 125]). This uridine is usually located at
about 14 residues from boxes H or ACA. SnoRNAs show a high degree of divergence
outside the conserved boxes; including, obviously, the ‘anti-sense’ elements.

SnoRNAs are associated with a limited set of specific core proteins. Snul3p
(15.5K in humans), Nop1p (yeast Fibrillarin) and the related Nop56p and Nop58p-
KKD/E containing proteins are associated with all box C+D snoRNAs [83, 144,
146, 237, 316]. The human 15.5K is expected to nucleate box C+D snoRNP assem-
bly through direct binding to a conserved RNA-fold (K-turn, see below) generated
by interactions between boxes C and D [316]. Remarkably, Snul3p is also a compo-
nent of the spliceosomal U4/U6.U5 tri snRNP [316]. Cbf5p (NAP57 in rodents,
Dyskerin in humans), Garlp, Nhp2p and NoplOp are all associated with the
H+ACA snoRNAs [90, 97, 141, 315]. Concurring evidences support that Noplp
and Cbf5p are the methyltransferase and the pseudouridine synthase, respectively
[102, 141, 201, 271, 307, 333]. The localization of the snoRNAs and their associated
core proteins in the DFC of the nucleolus suggest that this is the site of TRNA
modification [97, 156, 197].

Telomerase is an RNP reverse transcriptase that maintains telomere length by
adding telomeric DNA repeats onto the ends of eukaryotic chromosomes [23, 36,
165]. In humans, the telomerase RNA (hTERT) has a canonical H+ACA motif at its
3'-end that is bound by the core H+ACA proteins [53, 57, 174, 217]. In yeast, the
TEL RNA is bound by the spliceosomal Sm proteins [241]; another interesting evo-
lutionary crosstalk. Human telomerase also interacts with La and SMN (see below
and Refs. [10, 73]).

Strikingly, several self-immune and genetic human diseases map to key nucleolar
RNA-processing factors and snoRNP proteins, such as the exosome, fibrillarin, dys-
kerin and the RNAse MRP [6, 30, 96, 159, 175, 227, 231, 274, 334].
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3.2.5.2 The Emergence of the snoRNAs

Eukaryotes have about 10 times (in the range of the hundred) more modifications
in their ribosomal RNAs than prokaryotes do. An observation that, a posteriori,
seems to fully justify the emergence of the snoRNAs. Why would a cell evolve and
produce several dozens of protein enzymes with distinct substrate specificities
when it can rely on a single snoRNA-associated protein? In addition, the snoRNA-
based system of RNA modification is very flexible as the guide sequences are not
conserved (they have little, if any, functions in snoRNA synthesis, stability, and
nucleolar targeting) and are therefore prone to rapid evolution. The accumulation
of point mutations in snoRNAs generates new ‘anti-sense’ elements that, eventu-
ally, will find new RNA targets.

In fact, there is a steady increase in the number of modification across evolution
with bacteria and eukaryotes on both ends of the range and the archaea showing
intermediate distributions. This raised the possibility that these too may rely on a
‘snoRNA-like mechanisn to select their sites of RNA modification (discussed in
Ref. [140]). An assumption that turned out to be correct as a large family of
archaeal box C+D and H+ACA sRNAs (archaea lacking a clear nucleolar structure)
and a full set of core SRNPs proteins has now been described ([82, 137, 200, 201];
reviewed in Refs. [51, 266]). Remarkably, in archaea, the snRNAs not only target
the modification of rRNAs but also of tRNAs [45]. A model, based on the assump-
tion that 2'-O methylation confers extra thermostability, has been proposed that
correlates the distribution of archaeal rRNA modification with the temperature of
their ecological niches [196].

Archaeal box C+D sRNAs, active in methylation, have been reconstituted in vitro
from individually produced components [201]. In these experiments, assembly
appeared to follow a strict order with the aL7a (archaeal Snul3p) binding first to the
RNAs, followed by aNOP56 binding (archaeal Nop56/58p) and then finally associa-
tion with aFib (archaeal Noplp). These analysis led further support to the predic-
tions that Snul3p may nucleate the step-wise assembly of box C+D snoRNPs and
that Nop1p carries the methyltransferase activity (mutations in aFib catalytic motifs
were inactive in methylation). In yeast, Nop56p was dependent on Noplp for
binding to the snoRNAs whereas Nop58p was found to bind independently [146).

Recent studies have revealed that archaea assemble symmetric SRNPs with a com-
plete set of core proteins (L7a, the single Nop56/58p homolog and fibrillarin) at both
box C+D and C’'+D’ motifs [275]. In contrast, eukaryotes snoRNPs appeared asym-
metric with a distinct set of core proteins bound to each motifs; 15.5K, Nop58p, and
fibrillarin were all detected at the terminal C+D motif, whereas Nop56p, fibrillarin,
but no apparent 15.5K, were present at the internal C’'+D’ position [31, 321]. A ratio-
nale to this key difference in protein composition is provided by the observation that
during evolution, the 15.5K seemed to have lost its ability to recognize internal
C'+D’ motif [275]. The box C'+D’ motif is degenerated and suboptimal for tight
association with the core proteins. Significantly, the recent resolution of the 3D
structure of an archaeal Nop58p—fibrillarin complex bound to S-adenosyl methionine
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(SAdoMet), the universal methyl donor, strongly suggests that the C-terminal coiled-
coil domain of Nop58p may promote its homodimerization and allow the assembly
of a core complex at the suboptimal C'+D’ motif ([2]; reviewed in Ref. [70]). In
eukaryotic snoRNPs, this interaction would take place between the C-terminal tails
of Nop58p and Nop56p at the C+D and C'+D’ motifs, respectively, and possibly
compensate for the absence, at this site, of the nucleation activity carried out
by 15.5K.

Snul3p belongs to a family of related RNA-binding proteins including several
RPs of both subunits: yeast L30 (which binds to its own mRNA for autoregulation,
see Refs. [303, 304]) and human L7a and S12, the box H+ACA snoRNP protein
Nhp2p [97], SBP2 (which binds to the stem-loop SECIS element in the 3'-UTR of
selenocysteine protein-encoding mRNAs, see Refs. [3, 132]) and eRF1 (a subunit of
the translation termination release factor). These proteins have been shown, or pre-
dicted to, bind to a ubiquitous RNA structural motif, known as ‘kink-turn’ (K-turn,
[126]) or ‘GA motif” suggesting that they share a similar strategy for binding to their
substrates.

Interestingly, archaeal Snul3p not only binds to the box C+D sRNAs but also to
the LSU (23S) rRNA contacting a K-turn and suggesting that ancestors to small sta-
ble RNAs may have evolved from rRNA segments; an assumption further supported
by the identification of an archaeal box C+D sRNA within a non-coding rRNA spacer
region [261].

In the widely accepted concept of the ‘prebiotic RNA world’, RNAs preexisted pro-
teins and most essential functions were carried out by ‘RNA-based machines’. In
contrast, the model proposed for the emergence of the snoRNAs is a case where a
function initially performed by individual proteins has slowly been taken over by
RNPs to achieve greater efficiency (see Ref. [140] for further discussions).

3.2.5.3 Non-ribosomal RNA Substrates for the snoRNAs

Although originally described in pre-rRNA modification, snoRNAs and alike
(archaeal sRNAs, human scaRNAs, see below) have now been demonstrated to
work on other RNA substrates, including spliceosomal U RNAs U1, U2, U4 and
U5 (Pol II transcripts) and U6 (Pol III), tRNAs and possibly mRNAs [32, 45, 46, 81].
An interesting case of putative mRNA guide is a tissue-specific (brain) snoRNA,
expressed from an imprinted region of the genome that is linked to the neurodegen-
erative genetic disease Prader-Willi syndrome [32-34]. Remarkably, this snoRNA is
expected to target a site of RNA 2'—O methylation on a serotonin receptor mRNA at
a position that is also subjected to A to I editing.

Orphan snoRNAs are waiting for their RNA target to be identified and many more
classes of RNAs are expected to use a similar strategy for their modification. Viral
RNAs are particularly interesting to consider in this respect, as these would require
additional co-evolution with their hosts.
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3.2.5.4 Possible function(s) of RNA modifications

Several structural and thermodynamic effects have been proposed for RNA modifi-
cations, including altered steric properties, different hydrogen-bonding potential
and increased local base stacking (y), increased structural rigidity (y and Nm) and
protection from hydrolysis of inter-nucleotides bonds (Nm) [147, 198]. However,
the precise function of these modifications is not known and we have failed to iden-
tify a single modification that is essential for ribosome synthesis or function,
although the selective loss of the y’s surrounding the peptidyl transferase center
significantly reduce translation efficiency [123]. It is therefore probable that each
modification contributes a little benefit and that it is the overall modification pat-
tern that significantly improves ribosome synthesis and/or function. It is quite
remarkable that three sites of y and three sites of 2'—O methylation are common to
bacteria and eukaryotes; these have been selected independently twice during evo-
lution and are made by distinct mechanisms (snoRNPs versus protein-specific
enzymes; see Ref. [140]). In addition, most known modification enzymes carry
additional, presumably indirect, essential functions in ribosome synthesis, notably
in pre-rRNA cleavage (e.g., Noplp, Cbf5p, Dim1p; reviewed in Ref. [145]).

An attractive hypothesis certainly remains that RNA modifications are simply ‘by-
products’ reflecting the involvements of the snoRNAs in pre-rRNA processing and
pre-tRNP assembly. Through extensive base pairing with the rRNA precursors,
snoRNAs dictate specific pre-rRNA structures and fold them into conformations
that are competent for processing and assembly. Modifications could then be seen
as mere triggers to unleash the snoRNAs from the pre-ribosomes following the pre-
cise kinetics of ribosome assembly. In yeast, methylation of the rRNA occurs imme-
diately after the completion of transcription [226, 283], implying that the snoRNAs
are associated with the growing chain as it is being transcribed and potentially cir-
cumvent early unwanted folding.

3.2.5.5 Base methylation

Several putative base methyl-transferases have been described and, as far as we
know, do not involve the snoRNAs for their function [103, 131, 212, 249, 327].

A well-characterized example of base methylation is the 18S rRNA dimethylation
carried out by Dim1p (KsgAp in E. coli). Both the site of modification (the 3’-terminal
SSU hairpin located at the subunit interface where interactions important for ribo-
some function occur) and the modification itself (a twin methylation at position 6 on
two adjacent adenosine residues) are highly conserved in evolution [145, 291]. Meth-
ylation of the pre-rRNAs by Dim1p is a fairly late event in the SSU assembly path-
way, possibly linked to 40S subunit export and occurring in the cytoplasm. However,
Dim1p binds to the pre-rRNAs in the nucleolus and is required for early cleavages at
sites A1 and Az [138, 139, 142]. This is further evidence for the existence of ‘quality
control' mechanisms in ribosome synthesis. Processing does not occur on pre-
rRNAs that have failed to bind Dim1p and will consequently not be methylated. Con-
sistently, the Dim1p methylation is essential for ribosome function in vitro and is
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favorable to translation in vivo (reduced rates of frame-shifting and misreading;
D. Demonté and D.L.J. Lafontaine, unpublished results).

A thermosensitive conditional mutation in Dim1p is suppressed on overexpression
of RPL23, a primary binding protein of the large ribosomal subunit (D. Demonté and
D.L.J. Lafontaine, unpublished results). This indicates that alteration in the kinetics
of LSU assembly (the process is presumably prematurely triggered on RPL23 over-
expression) overcomes the need for the ‘quality control' exerted by Dim1lp in early
pre-tTRNA processing and small subunit synthesis.

In bacteria, the methylation is conserved but KsgAp is not essential, indicating
that eukaryotic Dim1p evolved an additional function in ribosome synthesis.

3.2.5.6 U3 snoRNP, the ‘SSU Processome’, and the
Central Pseudoknot

Several snoRNAs are involved in pre-rRNA cleavage rather than pre-rRNA modifica-
tion. In yeast, these include the box C+D snoRNAs U3 and U14 and the box H+ACA
snoRNAs snR10 and snR30. U3, U8, U14 and U22 are also involved in pre-rRNA
cleavage in metazoans (reviewed in Ref. [270]). In yeast, U3, U14, snR10, and snR30
are required for the first three pre-rRNA cleavages at sites Aop—A; these are either
delayed (snR10) or inhibited (U3, U14, and snR30) [105, 153, 184, 269]. U14 and
snR10 are also required for pre-rRNA modification. For snR10, a point mutation in
the guide sequence could efficiently uncouple its requirement for pre-rRNA process-
ing and modification [123]. Metazoans have an additional member (U8) involved in
ITS2 processing [204, 205, 272, 273]; no equivalent has thus been found in yeast.

U3 is undoubtedly the best-characterized member of this class of snoRNAs both in
structure, function, and synthesis (see below). U3 is larger than most box C+D snoR-
NAs (333 nucleotides in yeast) and carry, in addition to the conserved core motifs,
sequences (including a protruding 5'-extension, largely unfolded, and ending with a
stem-loop) that are known, or presumed, binding sites for about a dozen of U3-spe-
cific proteins: Mpp10p, Imp3p, Imp4p, Soflp, Dhrlp, Lcp5p, Rrp9p/hS55K, Rcllp,
and Bmslp [22, 44, 60, 112, 151, 216, 300, 317, 324].

Recently, U3 has been isolated in association with 28 proteins [56, 319]; 10 of which
were known U3-specific RRPs, another was a known RRP involved in early and late
pre-tTRNA processing (RrpSp), the remaining 17 (Utp1-17p) were all nucleolar and
required for 18S rRNA synthesis. This complex is now referred to as the ‘SSU proces-
some’ and on the basis of its calculated mass (>2 200 000 kDa) and large size (~80S;
roughly the size of a mature ribosome or the spliceosome) has been proposed to
correspond to the terminal balls visualized at the 5’-ends of nascent transcripts in
chromatin spreads [172, 187]; depletion of several ‘SSU processome’ components led
to the disappearance of these structures [56].

The function of U3 in pre-rRNA processing is mediated through at least two Wat-
son—Crick base-pair interactions between U3-specific motifs and the pre-rRNAs. An
interaction between an essentially unstructured region of the 5'-extension of U3
and the 5'-ETS (at site +470) is required for cleavages at sites Ag—A; [18-20]. A sec-
ond interaction between a conserved motif (box A) in the 5'-stem-loop of U3 and the
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pre-rRNA at the 5'-end of the mature 18S rRNA is necessary for cleavage at sites A;
and A; [242]. The interaction between box A and the 18S rRNA 5’-end is mutually
exclusive with the formation of the central pseudoknot, a conserved long-range
interaction, which brings together, in the mature particles, sequences that are
located more than a kb apart. The formation of the central pseudoknot is a major
structural rearrangement in the SSU rRNA and as such is most probably an irre-
versible step in ribosomal assembly. Dhrlp, a U3-specific DEAH putative RNA heli-
case required for pre-TRNA processing at sites A; and A, has been proposed to be
involved in this RNA isomerization [44]. One possibility is that the action of Dhrlp
is regulated such as to leave sufficient time for early pre-rRNP assembly to occur
prior to the formation of the central pseudoknot. Growing yeast cells have about
enough copies of the U3 snoRNP to support ribosome synthesis for only ~1 min in
the absence of recycling (considering a production rate of ~2000 ribosomes/min). A
function of Dhrlp in recycling the U3 snoRNP and in SSU-processome assembly is
therefore also probable. This is currently under investigation.

3.26
SnoRNA Synthesis and Intranuclear Trafficking

3.2.6.1 SnoRNAs Synthesis

SnoRNAs have adopted a large range of strategies for their expression. Their synthe-
sis, in the nucleoplasm, can either proceed from individual Pol II (most snoRNAs)
or Pol IIT (U3 in plants) promoters and produce mono- (most yeast snoRNAs) or
polycistronic units (many plants snoRNAs; several yeast snoRNAs) or be expressed
from introns of house-keeping genes (most vertebrates snoRNAs; several yeast
snoRNAs) (reviewed in Refs. [72, 164, 320]). Host genes are often somehow related
to ribosomal synthesis or function and, in extreme cases, do not seem to have any
additional function than to carry the snoRNAs, i.e., no proteins are expressed from
the spliced mRNAs [26, 32, 207, 251, 281].

SnoRNA maturation is complex. Processing of independently encoded or polycis-
tronic units is initiated by endonucleolytic, possibly co-trancriptional, cleavage in
the 3’-portion of the primary transcript and requires Nrd1p, the Senlp helicase and
the cleavage factor IA activity of the mRNA polyadenylation machinery [69, 182,
257]. SnoRNAs encoded in polycistronic units are separated by the endonucleolytic
activity of Rntlp/yeast RNase III [38, 39, 221]; precursors transcripts containing a
single snoRNA may also be cleaved at their 5’-ends by Rntlp [38].

Intron-encoded snoRNAs are usually synthesized from the excised intron lariat
following splicing and debranching by Dbrlp, and exonucleolytic trimming on both
ends [202, 210]. In a minor, splicing-independent pathway, the pre-mRNA is directly
cleaved endonucleotically to provide entry sites for exoribonucleases.

In all cases, final pre-snoRNA maturation steps require exonucleolytic digestions
to the mature ends. This involves 3’ to 5 exonucleolytic digestion (exosome) [4, 288]
and, at least in the case of intronic or polycistronic snoRNAs, 5’ to 3" exonuclease
digestion (Ratlp, Xrnlp) [210, 221].
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The best-characterized pre-snoRNA processing pathway is for the box C+D snoRNA
U3 (Fig. 3.2-6). As for many other snoRNAs, U3 is synthesized with 3'-extensions;
these require endonucleolytic cleavage (Rntlp) to provide an entry site for a process-
ing ‘hand over’ by the exosome subunits [134]. This processing is literally ‘timed’ by
the binding of yeast Lhplp (human La) to poly(U)-rich tracks located close to the
RNA 3’-ends [134]. Displacement of La is concomitant with snoRNP assembly (the
core snoRNP proteins bind to the RNA, presumably conferring 3’-ends protection)
and allows final trimming by the exosome to produce the mature 3’-ends. The bind-
ing of La to the pre-snoRNAs presumably provides sufficient time for snoRNP
assembly to occur prior to the final action of the exosome complex. U3 additionally
requires the concomitant splicing of an intron.

Individually expressed Pol IT snoRNA precursors are produced with a 5'-terminal
7-monomethylguanosine (m’G) cap that is retained in many snoRNAs and hyperm-
ethylated to 2,2,7-trimethylguanosine (m227G or TMG) by Tgs1p [186]; the timing of
this modification is not known. Tgs1p is also active on snRNAs. For U3, cap trime-
thylation is dependent on boxes C and D and is concomitant with 3'-end formation
and snoRNP assembly as 3'-extended forms of U3 are not bound by the core pro-
teins and are not precipitated by anti-TMG antibodies [134, 252, 253, 264]. In plants,
U3 is transcribed by Pol I1I and carries a y-monomethyl phosphate cap [245].

3.2.6.2 Non-core snoRNP Proteins required for snoRNA
Accumulation

Besides the core components, several proteins have been linked physically or func-
tionally to the snoRNPs but are not found in mature snoRNPs. Such proteins are the
Rvb2p(p50)/p55 putative NTPases [122], the putative DEAD-box helicase Senlp [285],
the Naflp/Shqlp complex [54, 68, 330] and Nopp140 [331]. These are required for
snoRNA accumulation, through presumed transient interactions, and are potentially
involved in snoRNA synthesis, snoRNP assembly, and/or nucle(ol)ar trafficking.

The nucleoplasmic p50/p55 complex is required for the stability of both box C+D
and box H+ACA snoRNAs as well as for proper nucleolar localization of the core
proteins Noplp and Garlp. Mammalian orthologs have DNA unwinding activity in
vitro and have been linked to chromatin remodeling and transcription (see Ref. [122]
and references therein).

Senlp is required for snoRNA accumulation of both families as well as several
other classes of RNAs (including rRNAs, tRNAs, and snRNAs) [223, 285]. Noplp is
mislocalized on Senlp inactivation [284].

The Naflp/Shqlp complex is specific to box C+D snoRNAs accumulation. Naflp
is mostly localized to the nucleoplasm and can be co-precipitated at low levels with
several snoRNP components [54, 68, 330]. Naflp interacts directly with the RNA in
vitro, and most interestingly, is found in association with the phosphorylated form
of the C-terminal domain (CTD) of Pol II. This provides a further link to RNA
synthesis [68].

Nopp140 (yeast Srp40p) [166, 168], a highly phosphorylated nucleolar- and CB-
specific protein, is found in association with both box C+D and box H+ACA
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snoRNPs [108, 331]; association with the box H+ACA is more avid. The interaction
with the snoRNPs is dependent on Nopp140 phosphorylation [306]. The expression
of a dominant-negative allele of Nopp140 depletes core snoRNP proteins (NAP57,
Garlp, and fibrillarin) from nucleoli and inactivates Pol I transcription [331].
Nopp140 was also coimmunoprecipitated with the largest subunit of Pol I; strength-
ening a link between snoRNP metabolism and transcription [41]. NAP57/Cbf5p was
originally isolated as a Nopl40-associated protein [167]; Nopp140 is however not
required for in vitro pseudouridine formation [306]. Box H+ACA snoRNAs are lost
on srp40 deletion in a yeast synthetic lethal background [331].

3.2.6.3 Interactions between Cleavage Factors and Core
snoRNP Proteins

Interaction between Rntlp and Garlp is required for optimal Rntlp activity in pre-
rRNA processing, nucleolar localization of the core H+ACA proteins and pseudou-
ridylation. This provides a link between snoRNP synthesis and transport and
between RRPs involved in 3'-ETS co-transcriptional cleavage (Rntlp) and 5'-ETS
pre-rRNA processing (Garlp) [278]. This possibly ensures proper pre-rRNA kinetics
and coordinated cleavages on both ends of the primary transcript and prevents
processing of incomplete molecules.

In addition, Rnt1p accurately cleaves most of the snoRNA substrates in vitro in the
absence of other cofactors, with the exception of the U18 intron-encoded snoRNA,
which requires the additional presence of the box C+D snoRNP protein Noplp;
Rntlp and Noplp interact with each other in pull-down experiments [89].

3.2.6.4 SnoRNAs Trafficking

The synthesis of the snoRNAs in the nucleoplasm but their function, in pre-rRNA
processing and/or modification, in the DFC of the nucleolus raise interesting ques-
tions as to their localization pathway. Nucleolar targeting and localization of the
snoRNAs is probably achieved by diffusion through the nucleoplasm followed by
retention through multiple interactions with nucleolar components.

The cis-acting elements involved in this nucleolar targeting have been identified
and, unsurprisingly, precisely map to the conserved boxes C and D and H and
ACA [148, 149, 192, 193, 232]. These are the only sequences conserved in the
snoRNAs and are, known or presumed, protein-binding sites. The ACA element
in the telomerase RNA is also required for its nucleolar trafficking [158, 192].

Trans-acting factors involved in this process have only started to be addressed in
yeast, with most attention being paid to the box C+D snoRNAs. All core proteins are
required as well as several nucleolar proteins of previously ill-defined or unknown
functions such as Srp40p (Nopp140 in rodents) and Nsrlp (human nucleolin). The
Ran cycle is not involved [191].

Nucleolar routing involves transit through the CB in plants and vertebrates and
their recently identified homolog in yeast, the NB [193, 243, 301, 302] (Fig. 3.2-7).
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cellular compartment. SnoRNA nucleolar routing

Overexpression of artificial box C+D snoRNAs in yeast led to their accumulation
in a single, roughly spherical structure of ~200 nm in diameter always contiguous
to the fibrillar component of the nucleolus [302]. This structure was highly reminis-
cent to the CBs, also often found in close association with the nucleolus and
functionally linked to this nuclear locale ([24, 215, 250]; reviewed in Ref. [80]).
Expression of a human GFP-SMN reporter construct (a CB-specific antigen) specif-
ically co-localized with the NB strongly supporting this assumption. In addition,
the cap trimethyl-transferase Tgs1p, specifically localized to the CB and NB in yeast
and humans, respectively, providing further supporting evidences [301]. Most
importantly, NBs were later detected with endogenous snoRNAs, in the absence of
snoRNA overexpression, supporting the physiological importance of this novel
nuclear compartment [301].

Survival of motor neurons (SMN) is the causative agent for spinal muscular atro-
phy, a neurodegenerative disease and most frequent genetic cause of infant mortality
([152]; reviewed in Refs. [76, 194]). SMN is present in multiple RNP complexes and
notably interacts with core snoRNP proteins of both families (Nop1p and Garlp), the
human telomerase RNP and the human cap trimethyl-transferase, hTgs1 [10, 116,
185, 208]. In the best-described complex, SMN is associated with Gemins 2-6 and is
involved in snRNP metabolism and pre-mRNA splicing ([209]; reviewed in Refs. [169,
203, 265]). In a Gemin 3 (a putative DEAD-box helicase), gemin 4 and eiF2C-specific
complex, SMN has also recently been linked to the metabolism of the micro RNPs
(miRNPs) [188].

The accumulation of snoRNAs in NBs on RNA overexpression suggested that
nucleolar targeting is a saturable, multi-step process (Fig. 3.2-7); snoRNAs would first
transit from transcription sites (T'S) to NB/CB before being redistributed to the entire
nucleolus. Both Nsrlp and Srp40p were involved in the emergence of the NB [302].

129



130

3 Ribosome Assembly

The first step in the nucleolar routing pathway has recently been successfully
uncoupled from the subsequent nucleolar distribution and imaged in time-lapsed
microscopy [27]. Transcription sites and CBs were relatively static as to their loca-
tions (at least within the time frame used, ~1 h); snoRNPs appeared to transit from
TS to the vicinity of CBs within minutes but strikingly lagged for up to 60 min
before being incorporated into this compartment [27].

PHAX (phosphorylated adaptor for snRNA export; [199]) is localized in the nucle-
oplasm and the CBs, binds specifically to box C+D 3’-extended precursors, and is
able to target artificial RNA substrates from their transcription sites to CB, support-
ing a direct role for this protein in the first step of nucleolar routing (Fig. 3.2-7).
PHAX interacts with the 15.5K (human Snul3p) in vitro and contact the snoRNPs,
at least in part in an hSnul3p-dependent fashion (E Bertand, pers. comm.). 15.5K is
also present in the spliceosomal U4 snRNP (see Sect. 3.2.5.4), raising interesting
questions as to the discrimination of snRNAs and snoRNAs for their trafficking.
Studies on the U3 box B+C motif, which is also bound by 15.5K, indicate that spe-
cific flanking sequences and/or structure, surrounding a conserved 15.5K-binding
site, probably provide the specificity for the recruitment of additional complex-
specific proteins [92].

The recent identification of box C+D and/or box H+ACA containing small RNAs
localized at steady-state in the CB [46], hence their name scaRNAs (small cajal bod-
ies specific RNAs) and active in snRNAs modifications raise additional questions
as to the presence of specific cis- or trans-acting determinants in these RNAs for
CB retention.

3.2.6.5 CB/NB are Conserved Sites of Small RNP Synthesis

Our current view is that NBs/CBs are conserved sites of small RNPs biogenesis;
maturation steps occurring in NBs/CBs include snoRNA cap trimethylation
(presence of Tgs1p), snRNA internal modification (identification of the scaRNAs)
and snoRNA 3’-end formation and snoRNP assembly (occurrence of unassem-
bled 3'-end-extended snoRNA precursors and core snoRNP proteins).

3.2.7
Ribosome Intranuclear Movements and Ribosome Export

Once released from the nucleolus, pre-ribosomes transit through the nucleoplasm
to reach the NPC. The precise mechanisms of ribosomes intranucle(ol)ar move-
ments are unknown. This presumably occurs by diffusion and may involve unleash-
ing the pre-ribosomes from successive nucle(ol)ar retention sites.

Interestingly, three related couples of proteins, originally identified in a large Pol
I transcription-related nucleolar complex [66], have recently been involved in this
process. In these, Noclp (Mak21p), Noc2p (Rix3p), and Noc4p share a 45-amino-
acid-long domain (Noc domain) [170, 171]. Noc2p organizes two distinct nucleolar
complexes, Noclp/Noc2p and Noc2p/Noc3p (a related nucleolar protein which
does not show a Noc motif). The Noc complexes differ both in their intranuclear
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localization and association with the pre-ribosomes. Noc2p/Noc3p is mainly nucle-
oplasmic and interacts with 66S particles; Noclp/Noc2p is nucleolar-enriched and
associates with the 90S and 66S pre-ribosomes [170]. The Noclp/Noc2p and
Noc2p/Noc3p complexes are required for pre-60S export. The Noclp homolog,
Noc4p, is associated with Nopl4p (another unrelated nucleolar protein) [157]; the
Noc4p/Nopl4p complex is nucleolar, associated with 90S and presumably 43S pre-
ribosomes and is involved in pre-40S export [171]. The dynamic intranuclear distri-
bution of the Noc proteins (potential to shuttle between the nucleolus and the
nucleoplasm) and their association with distinct species of pre-ribosomes supports
a role in intranuclear movements.

A problem faced with many RRP mutants defective in ribosome export (also
referred to as Rix, for ribosome export) is that they are, in addition, impaired in pre-
rRNA processing. Typically, strains defective for pre-60S export show inhibitions in
early pre-rfRNA processing reactions (sites Ag—A»). This suggests that efficient pre-
rRNA processing is dependent on ongoing ribosome export. Most importantly, in this
respect, overexpression of the Noc domain results in a dominant-negative phenotype
for growth and nuclear accumulation of the pre-ribosomes in the absence of pre-rRNA
processing defects [170]. In this case, pre-rTRNA processing and transport defects were
efficiently uncoupled, strongly supporting a direct involvement of the Noc proteins in
intranuclear movement and nuclear exit of the ribosomes. Another RRPs, the riboso-
mal-like protein Rlp7p, has also been recently involved in pre-60S subunits release
from the nucleolus [79].

Export assays based on microinjections in Xenopus oocytes and the use of isolated
Tetrahymena nuclei concluded that ribosome nuclear exit is a unidirectional, satura-
ble (involvement of trans-acting factors, including components of the NPC), energy-
and temperature-dependent process [17, 88, 120, 218, 328]; subunits are believed to
transit to the nucleoplasm independently.

In yeast, the intranucle(ol)ar accumulation of pre-ribosomes is either monitored
in vivo by the use of fluorescent reporter RPs (e.g. Rps2p-eGFP, Rpl11p-GFP, and
Rpl25p-eGFP) [78, 106, 171, 56] or on fixed samples by FISH (e.g., a probe specific
to the 5'-portion of ITS1 has been used to follow pre-40S export) [189, 190].
Although none of these strategies is entirely satisfactory (the RPs assay relies on
proper incorporation of the reporter constructs in strains that are also potentially
defective for assembly; the FISH assay largely used a xrn14 strain that accumulates
high levels of cytoplasmic 20S and/or ITS1 D-A; fragment but with a plethora of
associated phenotypes in unrelated processes as diverse as mRNA turnover, micro-
tubule function, DNA replication, telomere length, karyogamy, etc.; see discussion
in Ref. [189]), they nevertheless succeeded in identifying a role in ribosome export
for a subset of RPs, several nucleoporins, the Ran-system, as well as a, very large
number of known or novel RRPs.

A well-characterized set of Rix proteins is the Rpl10p/Nmd3p/Xpolp complex.
Rpl10p binds late to the pre-60S ribosomes and interacts with Nmd3p, a nucleo-cyto-
plasmic shuttling protein which serves as a transport adaptor providing a leucine-
rich nuclear export signal (NES) to the exportin Xpolp/Crmlp ([78, 100, 255];
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reviewed in Refs. [1, 115]); the RRP Rsalp was involved in facilitating the loading of
Rpl10p onto pre-ribosomes [129]. The Nmd3p-mediated pathway of LSU export is
conserved in metazoans [267, 279]. It is most probable that additional such NES are
provided, either directly or not, by the RPs. Consistently, Yrb2p, a Ran-GTP-binding
protein required for the efficient export of NES-containing protein has recently been
involved in 40S subunit export [190, 263]. In addition, a specific conditional inactiva-
tion of Mtr2p, which is required for mRNA export [233], led to the nuclear accumula-
tion of pre-60S ribosomes and was synthetic lethal with Nmd3p [14]; the mechanism
underlying these observation is not known at present.

Proteomic analyses of late nuclear pre-60S complexes revealed the presence of
the Rpl10p complex as well as several RRPs that were also isolated in NPC purifica-
tions [14, 229].

Since the size of the NPC is just about enough (~20-25nm in diameter) to
accommodate that of individual ribosomal subunits (25-30 nm), it is anticipated
that extensive remodeling is needed prior to, during passage through the pore, and
following nuclear exit of such large RNPs. The recently identified AAA-ATPase
Rix7p is a good candidate to be involved in such structural rearrangements [77].

How late pre-rRNP cleavage, modification and assembly are coupled to intranu-
clear movements and translocation of pre-ribosomes through the NPC is the subject
of ongoing research.

3.2.8
The Cytoplasmic Phase of Ribosome Maturation

Following nuclear exit, both the small and large ribosomal subunits undergo final
cytoplasmic maturation steps; these include structural rearrangements, the addi-
tion of late RPs, and possibly, late pre-rRNA processing and modification reactions.
These steps underlie the long-standing observation that ribosomal subunits
undergo a significant cytoplasmic lag before their incorporation into polysomes
[133, 276, 282, 314]. The recent identification of the first trans-acting factors
involved in these reactions led to an important novel concept in the field, several
RRPs follow the pre-ribosomes to the cytoplasm and, at least for some of them, are
recycled to the nucle(ol)ar pre-rRNA processing machinery [78, 100, 195, 240, 332].
Such nucleo-cytoplasmic shuttling was observed more than a decade ago for nucle-
olin/C23 and No38/B2, two important vertebrate nucleolar antigens [25]. However,
the interpretation of these data was not clear at that time.

The 20S pre-rRNA is exported to the cytoplasm where cleavage at site D, by an
unknown RRP, generates the 18S rRNA. A conclusion largely based on cell frac-
tionation experiments [276, 282] and indirectly supported by the following concur-
ring evidences: (i) strains deleted for the major cytoplasmic 5'-3" exoribo-
nucleolytic activity (Xrnlp) accumulates high levels of the D-A; fragment in the
cytoplasm [189, 258]; (ii) strains genetically depleted for Riolp or Rio2p, two puta-
tive protein kinases, accumulate increased amounts of cytoplasmic 20S pre-rRNAs
[295, 296]; and (iii) deletion of the translation initiation factor eIF3j (Hcrlp)
slightly impairs 20S pre-rRNA processing [286].
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Although cleavage at site D is certainly very closely linked to small subunit
export, it should be kept in mind that (i) Xrnlp works cooperatively with Ratlp in
multiple nuclear reactions (see above) and, consistently, Xrnlp has recently been
copurified with nucle(ol)ar pre-60S subunits [195], and that (ii) the D-A; fragment,
or the 20S pre-TRNA (none of which has ever been directly detected in the cyto-
plasm in a wild-type strain, see Refs. [189, 190]) could be leaking through the NPC
in xrn1A backgrounds or rio mutants. Furthermore, although mostly located in the
cytoplasm, elF3j is also detected within the nucleus. The formal possibility that
cleavage at site D occurs shortly prior to nuclear exit or during passage through the
NPC prevails. The Dim1p dimethylation was also reported to be a late, cytoplasmic
event based on crude cell fractionation and fingerprint analysis [28, 127, 160, 161].
Nucle(ol)ar pre-rRNA precursors are dimethylated when pre-rRNA processing
kinetics is altered [98, 139] and dimethylation too could still formally be a late
nucleoplasmic event closely linked to export in wild-type strains.

Elongation factor-like 1 (Efllp), a cytoplasmic GTPase homologous to the riboso-
mal translocases EF-G and EF-2, has recently been involved in nucleolar pre-rRNA
processing at sites Ag—A; [240]. It turned out that in strains deficient for Efl1p, Tif6p
(2 nuclear protein involved in early pre-TRNA processing [16]) is mislocalized to the
cytoplasm. We proposed that the pre-ribosomes exit the nucleus in association with
Tif6p and that the latter is unleashed from the particles and allowed to recycle to the
nucle(ol)us following a structural rearrangement mediated by the GTPase activity of
Efl1p [240] (Fig. 3.2-8). The homology between Efl1p and ribosomal translocases fur-
ther suggests that Efl1p may check on the pre-ribosomes that the binding sites for the

Eflip

Figure 3.2-8 The cytoplasmic phase of ribosome maturation.
Several RRPs follow the pre-ribosomes to the cytoplasm during the
assembly process. A case is provided here for Tif6p. A structural
rearrangement in cytoplasmic pre-ribosomes, mediated by the
GTPase activity of Efl1p, is proposed to facilitate the release of Tifép
and its recycling to the nucle(ol)ar pre-rRNA processing machinery.
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elongation factors have the proper configuration for interaction before ribosomes
engage in translation. Furthermore, the nuclear exit of Tif6p has recently been shown
to be dependent on phosphorylation [15]. Finally, Lsglp/Kre35p, another cytoplasmic
GTPase, may also be involved in recycling RRPs to the nucle(oljus [118].

3.2.9
Regulatory Mechanisms, all along

Many examples of what we currently interpret as ‘quality control mechanisms have
been provided here (coupling between early and late cleavages, the Dim1p dimethyla-
tion, involvement of Dhrlp in pseudoknot formation, Efl1p and late LSU structural
rearrangement, Rlp's versus RPs binding, Noc’s in intranuclear movements, Rix’s in
nuclear exit, etc.).

In most cases, ‘quality control' steps potentially circumvent premature, irrevers-
ible events to occur such as to drive properly the pre-rRNPs from one assembly step
to the next. To put it simply, cells have evolved complex strategies to keep the
‘assembly line’ in good order. In other instances, checkpoints possibly signal
upstream processing events to abort the production of what would be unfaithful and
non-productive synthesis. In wild-type cells, synthesis is presumably only delayed
until the proper event occurs (i.e., RRP or RP binding, a specific structural rear-
rangement, a cleavage, modification, or transport reaction).

3.2.10
And Now ... What’s Next?

The next few years will undoubtedly refine the ribosomal assembly pathway. Much
attention needs to be paid to the RPs; and as mass-spectrometry techniques develop,
to quantitation of the various components in distinct pre-rRNP particles.

It is probable that several dozens of novel RRPs will be identified adding to the
over increasing list of such factors and that, eventually, the endoribonucleases will
uncover. Their identification may, however, await the availability of in vitro reconsti-
tution assays.

It is quite surprising, considering the amount of work put into the functional
characterization of the snoRNAs, that we still barely have a clue to what they do in
pre-rRNA processing and ribosome assembly.

A major challenge will be to try to understand what the known RRPs are doing
and, as further connections between ribosome synthesis and other biosynthetic
pathways unfold, it will become essential to distinguish properly the primary versus
secondary effects of these trans-acting factors.

It will also become necessary to better define the relationships between the vari-
ous morphological subnucle(ol)ar compartments and the biochemical reactions that
occur during ribosome synthesis.

Ribosome turnover has not been properly addressed yet. (Pre)-ribosomal assembly
studies indicate that RRPs probably recycled but it is presently unclear whether this
also applies to some mature ribosomal components.



3.2 Eukaryotic Ribosome Synthesis

Recent observations are suggesting the existence, in higher eukaryotes, of a
nuclear translation-like mechanism [107]. Are the particles involved fully matured,
considering the essential cytoplasmic synthesis steps described in yeast — these
steps are not known to occur in humans? What is the relationship, if any, between
this currently ill-defined process and ribosome synthesis? Does this add a further
level of complexity in the assembly process through a connection with pre-mRNA
metabolism?

3.2.11
Epilogue

It is becoming more and more evident that ribosome synthesis is fully integrated
with respect to most other essential cellular pathways. The importance of these
connections is only starting to emerge and so far evidences have been provided for
a link to transcription, pre-mRNA splicing, mRNA turnover, translation and
telomere function (see above), as well as to the secretory pathway [179, 180, 280]
and the cell cycle (see, e.g., Refs. [58, 246, 247, 259, 305]). This is a promising and
exciting area of research for the future.

Remarkably, two proteins encoded within rDNA or rDNA-like sequences (Tarlp
and Ribin, respectively) have recently been identified; these are transcribed in the
antisense direction with respect to 25S or 25S-like sequences [43, 119]. Yeast Tarlp
is a mitochondrial protein that is capable of rescuing respiration-deficient strains.
Mouse Ribin is linked to rDNA transcription; its expression is regulated by physio-
logical changes. These are fascinating observations suggesting stringent coevolution
between these short proteins (14 and 32 kDa for Tarlp and Ribin, respectively) and
rDNA sequences and providing compelling evidences for a high level of integration
between ribosome synthesis and other biosynthetic pathways.

3.3.12
Useful WWW links

>http://www.expasy.org/linder/proteins.html
« A comprehensive list of the yeast RRPs with a short description of their known
or putative functions.
>http://www.pre-ribosome.de/; http://yeast.cellzome.com/; http://genome-
www.stanford.edu; http://biodata.mshri.on.ca/yeast_grid/Servlet/Search Page
« A list of physical and functional interactions between RRPs and between RRPs
and proteins involved in unrelated biosynthetic pathways. These mostly rely on
data sets from extensive co-immunoprecipitation and two-hybrid schemes.
>http://www.umass.edu/molvis/pipe/ribosome/opinion/index.htm
« 3D maps of rRNA modifications.
>http://www.bio.umass.edu/biochem/rna-sequence/Yeast_snoRNA_Database/
snoRNA_DataBase.html
« A most useful database of the yeast snoRNAs.
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4
tRNA and Synthetases

4.1
tRNA: Structure and Function

Viter Marquéz and Knud H. Nierhaus

4.1.1
Introduction

Even before deciphering the genetic code during the 1960s, Francis Crick had
postulated, in 1956, that protein synthesis is mediated by “adaptor” RNA molecules [1].
Two years later, Hoagland et al. [2] discovered a nucleic acid fraction of low molecular
weight that served as a carrier for amino acids, transporting them to the place where
polypeptides are synthesized. This fraction was termed soluble RNA (sRNA) and
was described as mixture of components, each with an adaptor ability for a particular
amino acid [3]. Nowadays, we know that the SRNA or adaptor molecules are the
transfer RNAs (tRNAs) and they are the linking factors between the RNA world,
deciphering the triplet code or codon encoded in the messenger RNA (mRNA), and
the protein world, because they carry amino acids to the ribosomes where they are
linked together to form proteins. The specificity of deciphering results from the fact
that tRNAs contain at one tip of their L-shaped tertiary structure an anticodon com-
plementary to a specific codon and at the other tip the corresponding aminoacyl res-
idue linked by an energy-rich ester bond (4G°" = ~ -6 kcal mol-1). It follows that the
charging of a tRNA with its amino acid is the true translation step, whereas it is the
astounding task of the ribosome to translate the sequence of codons of an mRNA
into the corresponding protein sequence in a fast and accurate fashion (see Chaps.
8.2 and 8.3). Charging of tRNAs is performed by synthetases (aaRS), and all tRNAs
that can carry the same amino acid (isoacceptor tRNAs) are usually recognized by
one and the same enzyme (see the next chapter).

Many milestones in molecular biology were achieved as a product of tRNA
research:

(1)  Dbinding assays of tRNA to ribosomes were essential for deciphering the

genetic code [4];
(2)  tRNAAL from yeast was the first nucleic acid molecule, whose complete
sequence was determined [5];
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(3)  tRNAPhe from yeast was the first RNA molecule, for which the crystal struc-
ture could be resolved [6, 7];

(4)  atRNA gene (tRNAAk from yeast) was the first chemically synthesized gene
that showed activity in vivo [8];

(5)  the structural motif called a pseudoknot was first described in studies of

tRNA-like structures.

In fact, for a long time tRNAs were the only RNA molecules that could be pro-
duced in large amounts and be obtained in homogenous form; thus many of the
techniques used nowadays in the study of RNA and RNA-protein interactions
were developed using tRNAs [9]. Additionally, the tRNA primary sequence carries
information about the age of the genetic code. By comparison of sequence align-
ments of tRNAs, applying a method called “statistical geometry in sequence
space”, it was possible to draw conclusions about phylogeny (common progenitor
of the kingdoms) and the origin of the genetic code. With the assumption that the
kingdom separation occurred around 2.5+0.5 billion years ago, the age of the genetic
code was determined to 3.8 (£0.6) billion years [10]. Now the rRNAs have replaced
the tRNAs as the preferential tool to study evolutionary relationships.

The central role of tRNAs is to carry amino acids to the ribosome, but even beyond
this adaptor function, tRNAs also dictate the functional states of the ribosome. The
tRNA locations on the ribosome define the pre- and post-translocational states,
namely the two main conformations between which ribosomes oscillate during the
elongation cycle (see Chap. 8).

4.1.2
Secondary Structure

Three main species of RNA molecules exist in all living cells: rRNA, mRNA and
tRNA. tRNA constitutes only 10-15% of the total RNA in Escherichia coli, each
tRNA has a molecular weight of about 25 kDa and a relative sedimentation coeffi-
cient of 4S giving rise to the original name “4S RNA”. The size of tRNAs is variable,
but on average they have a length of 76 nucleotides (nt), the longest tRNA identified
so far is tRNASer from E. coli having 93 nt whereas in nematode mitochondria very
short cripple tRNAs are found lacking either the D or the T¥YC stem loop (about
56 nt, see Ref. [11]).

Holley et al. [5] proposed several possible secondary structures, when the first
tRNA sequence of tRNAAL from yeast was obtained. However, when the yeast tRNA
sequences of tRNASer [12], tRNATr [13], and tRNAPhe [14] also became available, a
planar cloverleaf secondary structure was the only one that best satisfied all
sequences (Fig. 4.1-1). Sequence comparison of other tRNAs revealed that all tRNAs
adopt the cloverleaf secondary structure. Figure 4.1-2(a) shows a graphic representa-
tion of the distribution of conserved bases in elongator tRNAs [15] on the basis
0f 932 sequences. Figure 4.1-2(b) shows the generally accepted numbering of the
tRNA nucleotides [16].
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O~ Amine acid

Variable loop
Anticodon ﬂnm/

32 38

__ Anticodon loop
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Figure 4.1-1 Cloverleaf secondary structure of tRNA. The various
secondary structure motifs are shown in different colors. Abbrev-
iations: R, purine base (A or G); Y, pyrimidine base (C or U);

T, ribothymidine; Y, pseudouridine. Taken from Ref. [52] with
permission.

The cloverleaf structure is characterized by three stem loops and four helices.
The acceptor helix (termed acceptor stem) is formed by seven base pairs combining
the 5" and 3'-end of the molecule. In all elongator tRNAs, the first base pair of the
acceptor stem is a G1-C72 Watson—Crick interaction. However, in eubacterial initi-
ator tRNAfMet g mismatch between residue C1 and A72 is observed. This stem con-
tains, at the 3’-end, a single-strand sequence N73CCA-3, where N73 could be any
nucleotide representing a “discriminator” base important for the specificity and
efficiency of tRNA synthetase activity [17]. The universally conserved CCA seg-
uence carries at its 3’-end the aminoacyl residue via an ester link between the
ribose 2'- or 3’-OH group of the carboxyl group of the amino acid. Ten synthetases
are linking “their” amino acids to the 2’-end of the ultimate A, the other 10 at the
3'-end (see Chap. 4.2). This has no direct consequence to protein synthesis, since
the aminoacyl residue can trans-esterify between 2'- and 3'-OH groups with a rate
of 1-10 s-1[18], which might be increased and fixed at the 3’ position by elongation
factor EF-Tu-GTP (M. Sprinzl, pers. comm.). This factor carries an aminoacyl-
tRNA to the A-site of a ribosome (see Chap. 8). On the ribosome, the aminoacyl and
peptidyl residues are linked to the 3'-OH group via an ester bond; the 2’-OH group
is essential at least for the translocation of tRNAs on the ribosome from A- to the
P-sites as well as from the P- to the E-sites [19, 20].

The CCA ends are the docking sites of tRNAs at the A- and P-site regions of the
ribosomal peptidyl-transferase center on the 50S subunit (see Chap. 8.3). Eubacteria
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tRNA showing the distribution and conserved  to Ref. [53] with permission, modified.
position of nucleotides found in all tRNA (B) Conventional numbering of nucleotides
sequences known. The nucleotides are according to Ref. [16], with permission.
colored (A, blue; G, white; T(U), green;
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such as E. coli often encode the 3'-terminal CCA in the tRNA genes, whereas in
most organisms the CCA end is added post-transcriptional with a ATP (CTP): tRNA
nucleotidyl-transferase or CCase [21], thus representing the most common editing
mechanism. In all cells, the ATP (CTP):tRNA nucleotidyl-transferase is an essential
enzyme, since it functions also in the repair of damaged CCA ends.

The second stem-loop structure is the D stem loop, where the helical region con-
sists of 3—4 base pairs and the loop, between 8 and 11 nucleotides. The loop contains
two hydrouridine bases, hence the name dihydrouridine-stem-loop for this substruc-
ture.

The anticodon stem loop at the opposite end of the molecule to the acceptor
stem contains the anticodon in the middle of its loop. The loop has a universal
length of 7 nt with a consensus sequence Py3;-U33-XYZ-Pu (modified)-N3s, where
Py represents a pyrimidine, XYZ is the anticodon, Pu a purine base and N any
nucleotide. The stem always contains 5 bps and the nucleotide at position 33 of the
anticodon loop is a universally conserved U in all tRNAs.

Like the anticodon stem loop, the fourth helix also comprises 5 bps with a 7 nt
loop. The loop contains the sequence TWC that gives rise to the name “T'Y'C-loop”,
where T stands for ribose-thymidine and ¥ for pseudouridine.

In addition to the defined substructures described above, a variable region exists
between the T-loop and the anticodon loop, which can be anywhere between 4 and
24 nts. According to the length of this variable loop, the tRNAs have been classified
(not extremely useful) as class I (4-5 nts, the vast majority) and class IT (10-24 nts,
tRNALeu, tRNASer, tRNAT" in eubacteria and some organelles).

4.1.3
Tertiary Structure

The crystal structures at 3 A resolution of yeast tRNAPhe [6, 7] and later tRNAAsp [22]
confirmed that the tRNA molecule adopts an L shape. It is product of a double co-
axial stacking between the acceptor stem with its CCA end and the T stem loop
forming the short arm of the L arm, and the anticodon stem loop and the D stem-
loop forming the long arm (Fig. 4.1-3A). In this way, the cloverleaf structure of the
tRNA is transformed into two main domains: the acceptor and anticodon arms,
respectively (Fig. 4.1-3B), enclosing an angle of about 90°. The extremities of both
domains represent the functional “hot spots” of tRNAs: at the tip of the acceptor arm
the amino acid is covalently attached, whereas at the tip of the anticodon arm, the
anticodon is located, and are thus separated from each other by a distance of 75—
80 A. This is precisely the distance from the decoding center on the 30S ribosomal
subunit to the peptidyl-transferase center on the 50S ribosomal subunit. Since a
rigid and straight rod-shaped molecule could also fulfill the distance requirement, it
raises the question as to why tRNAs have a universally conserved L shape?

The answer becomes clear when we consider other functions of the tRNAs on the
ribosome. We will see in the translocation chapter (Sect. 8.4), where there is good evi-
dence that during translocation the tRNAs are the handle to move the tRNA2emRNA
complex, and thus there is a need to link the mRNAs tightly to the tRNAs via two
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structure. (A) Double coaxial stackings
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transform the cloverleaf secondary structure
of a tRNA into a two domain structure that
include an angle of about 90°. According to
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(B) The functional hot spots of a tRNA are the
anti-codon and the CCA-3'-end that are
separated by 75-80 A in almost all canonical
L-shape tRNAs. The aminoacyl or peptidyl
residue is linked to the CCA-3'-end via an
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center of the small ribosomal subunit and
contacts of the aminoacyl-(peptidyl) residue
with the peptidyl transferase center on the
large ribosomal subunit. From Ref. [47] with
permission, modified. The colors correspond
to those in (A).

(C) Base stacking (gray blocks) is an important
element for the stability of the tertiary L-shaped
tRNA. Colored lines indicate base interactions
(mostly base pairs), the colors indicate
secondary-structure motifs such as acceptor
stem or D arm. Four bases (16, 17, 20, and
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adjacent codon-anticodon interactions. However, since a tRNA has a diameter of
20 A (that of a double helix) but a codon length of only ~10 A, it is immediately
apparent that it is the L shape that prevents a steric clash of the tRNA bodies and
allows simultaneous codon-anticodon interaction of both tRNAs at one end and at
the same time a neighborhood of the CCA ends at the A- site and P-site regions of
the peptidyl-transferase center at the other end. In fact, an angle of about 40° has
been detected between the planes defined by the two L-shaped tRNAs at A- and
P-sites [23-25] and about 140° between the A- and P-site codons [26].

A tRNA in solution is rigid and stable — features that are more typical for a pro-
tein than for an RNA of 76 nt. Aside from the Watson—Crick interactions seen in
the cloverleaf structure and the base-stacking effects of the helices, a multitude of
unusual interactions are involved in establishing the tertiary structure of a tRNA.
One important feature at the tRNA elbow is the interspersed base stacking between
the two main domains of the tertiary structure of tRNA: the D-arm is participating
with two bases G18 and G19 in the coaxial stacking of the acceptor and the T¥YC
arms, and the reverse is also true: the TYC arm participates with C60 and U59
(tRNAPhe) in the coaxial stacking of the anticodon and D-arms (Fig. 4.1-3C). Other
unusual features are listed below:

(1) At the junction of T- and D-loops, the elbow of the tRNA, a cross-strand
stacking of four purines form a “base zipper structure” [27], which is important for
stabilizing the “elbow architecture” of a tRNA (see Fig. 4.1-4A).

(2) Non-canonical Watson—Crick base pairs such as G:U are quite common in
RNA helices (see Fig. 4.1-4B), but also more rare interactions such as the
iminoG26:A44 base pair are observed (see Fig. 4.1-4C). Hoogsteen base pairs are
formed when the nitrogen N7 of the imidazole ring of the adenine base is involved
in the hydrogen-bonding interaction instead of the pyrimidine edge as in the nor-
mal Watson-Crick base pairing. These non-canonical base pairs are observed
between the conserved residues U8 and A14 organizing the sharp turn of the D-loop
(see Fig. 4.1-4D). Another example is the base pairing between the universally con-
served ribothymidine residue T54 and A58 (see Fig. 4.1-4E).

(3) Non-Watson—Crick base pairs from residues located in a single-stranded
region with a base pair within a helix, form base triplet interactions. For example,
residue G45 of the variable loop interacts with the base 10 of base pair m2? G10-C25
of tRNAPhe from yeast (Fig. 4.1-4F).

(4) The sugar-phosphate backbone participates in complex interactions to hold
the tRNA compact. Single-stranded regions in the tRNA can adopt the C2'-endo
configuration, although the C3’-endo configuration is found in the helical regions
(A-form) [28]. Furthermore, the 2’-OH of the ribose and the oxygen of the anionic
phosphates groups are involved in a series of hydrogen bonds, which contribute to
the stability of the tRNA tertiary structure. For instance, the N1 of the conserved
base A21 interacts with the 2'-OH of the highly conserved U8 and the 2'-OH of the
residue A58 donates a proton to an anionic oxygen of the phosphate at position 60
(Fig. 4.1-4G).
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Figure 4.1-4 Unusual interactions involved in establishing the
tertiary structure of tRNA. (A) “Base-zipper structure” character-
ized by the stacking of four purines coming from different
secondary-structure motifs, viz. the D-loop (G18 and G19) and the
T-loop (G57 and m1A58); (B) cis Watson—Crick G4-U69 pair;

(C) cis Watson—Crick G26—-A44 inter-action (imino G-A pair);

(D) trans Hoogsteen U8-A14 pair; (E) trans Hoogsteen T54-A58
pair; (F) base triplet interaction m2G10-C25-G45; (G) hydrogen-
bonding formation between sugar phosphate backbone and a
nitrogen base or an anionic oxygen of a phosphate. Two examples
are shown, the U8(2'OH)-A21(N1) and C60(PO)-m1A58 (2 OH)
hydrogen bonds. H, the U turn around U33 is essential for an
optimal presentation of the bases of the anticodon loop, the 2'OH
is important for an effective translocation of the tRNA from the P-
to the E-Site (see text for details). All figures were prepared using
6tna pdb files processed by RasMol software.
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Figure 4.1-5 Coordinated Mg2+ ions and polyamines interact with
the tRNA sugar-phosphate backbone where unusual folding of
tRNA might be stabilized by these interactions. According to

Ref. [55], modified.

(5) Finally, Mg2+ and polyamines interact with the phosphate backbone of RNA
through electrostatic interactions to stabilize the folded backbone structure of the
tRNA. The binding of the Mg2+ ion is coordinated by six molecules of water, some of
which form hydrogen bonds with phosphate oxygens. The magnesium ions can also
be directly coordinated by one or two phosphate oxygens and the rest of the sites can
be occupied by water molecules which participate in hydrogen bonding with nitro-
gens or oxygens of the bases (Fig. 4.1-5).

As mentioned already, U33 in the anticodon loop is universally conserved, and
this residue is of prominent importance for protein synthesis, including the reac-
tions of tRNA binding to the P and A sites and translocation. U33 is instrumental for
the “U-turn”, a sharp 180° turn within a short stretch of three nucleotides in the anti-
codon loop that was in fact the first structural motif recognized in this loop (Figure
4.1-4H). The U-turn is characterized by two hydrogen bonds and a stacking inter-
action of U33 with O-P of residue 35 leading to a sharp turn in the phosphodiester
bond following U33. The first hydrogen bond goes from U33 N3-H to O-P of residue
36 and the second from 02’ of U33 to N7 of A35 (or O4 of uracil or N4 of cytosine, if
residue 35 is a U or C, respectively; [29]). The 2'-OH group of U33 is of outstanding
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importance for P site binding and translocation, and less important for A site bind-
ing. Replacing the 2'-OH with a hydrogen or a 2'-O-methyl group reduces the P site
binding by 50- and 100-fold, respectively [30, 31]. Similarly, a 2'-deoxy substitution
impairs the translocation reaction by 50-fold, whereas the A site binding is reduced
only by a factor of 7 [32]. U33 is also instrumental for the 3'-stack conformation of
the anticodon loop, where the anticodon is stacked on the 3'-side of the loop. This
seems to be the anticodon conformation being present under all binding conditions
of a tRNA (see Ref. [34] for review).

4.1.4
tRNA Modifications

tRNAs are the most modified RNA molecules; almost 25% of the nucleotides of
a tRNA are modified. Eighty nucleoside modifications out of a total of 95 reported
modifications in all RNA molecules have been observed in tRNAs. Specific enzymes
modify tRNAs during their maturation. Table 4.1-1 lists all types of known RNA
modifications, and those that are found in tRNAs are indicated [34].

Usually the modification reaction is an alteration of, or addition to, existing bases
in the tRNA, an exception being the base queuosine. This base is found 5’ to the
anticodon at position 34 of tRNAs that read NAU or NAC codons (where N is any
nucleotide), and the modification requires an enzyme that exchanges free queuosine
with guanosine. Many examples of tRNA modifications include ribose/base methy-
lations (Gm, Cm / m>5C), base isomerization (U to pseudouridine V'), base reduction
(U to D; dihydro-uridine), base thiolation (s2C, s2U, s4U) and base deamination
(inosine). Some modifications are conserved features of all tRNA molecules (D resi-
dues that give rise to the name of the D-arm, ¥ found in the T¥C sequence).

Several functions have been attributed to tRNA modifications such as tertiary
structure stabilization, increase in the specificity of the tRNA for its cognate tRNA
synthetase, increase in the surface exposure of the tRNA, increase of interaction with
initiation factors and elongation factors and involvement in the decoding of the RNA
on the ribosome. The most direct effect of modification is seen in the anti-codon.
Inosine, which is generated by deamination of adenine (I, instead of A), is often
present at the first position of the anticodon (pairs with third position of the codon),
where it is capable of pairing with any one of three bases: U, C, and A (wobble posi-
tion). Curiously, although the inosine base is derived from adenine, its behavior is
most similar to that of guanine in terms of potential base-pairing formation.

4.1.5
Recognition of tRNA by tRNA synthetase: Identity Elements

An important feature warranting the transfer of the genetic information is seen in
the bridge function that a tRNA has, i.e., serving as linker between the RNA world
and the protein world. Although codon:anticodon is the key interaction that directs
the translational process, the correct recognition and aminoacylation of the tRNA by
its cognate tRNA synthetase is of comparable importance. Mis-charging of tRNAs
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can lead to the incorporation of the wrong amino acid into the polypeptide, thus
impairing the fidelity of the translational process, which can lead to production of
inactive or worse, toxic protein products.

Table 4.1-1  Abbreviations and chemical names of modified nucleosides found in RNA
Data taken from Ref. [34].

Symbol Name Found in
tRNA
1 Am 2'-O-methyladenosine +
2 m2A 2-Methyladenosine +
3 mOA N6-methyladenosine +
4 m6,A N6,N6-dimethyladenosine
5 méAm N6,2’-O-dimethyladenosine
6 m6,Am N6, N6,2'-O-trimethyladenosine
7 ms2m6A 2-Methylthio-N¢-methyladenosine +
8 i6A Nbé-isopentenyladenosine +
9 ms2i6A 2-Methylthio- N6-isopentenyladenosine +
10 iobA NG6-(cis-hydroxyisopentenyl)-adenosine +
11  ms2iobA 2-Methylthio- N6-(cis-hydroxyisopentenyl)-adenosine +
12 géA Nb6-glycinylcarbamoyladenosine +
13 t6A Nb6-threonylcarbamoyladenosine +
14 m6tsA N6-methyl-N6-threonylcarbamoyladenosine +
15  ms2t6A 2-Methylthio- N6-threonylcarbamoyladenosine +
16  hnSA N6-hydroxynorvalylcarbamoyladenosine +
17 mszhnsA 2-Methylthio- N6-hydroxynorvaylcarbamoyladenosine +
18  Ar(p) 2'-O-ribosyladenosine (phosphate) +
19 mlA 1-Methyladenosine +
20 1 Inosine +
21 Im 2'-O-methylinosine
22 mll 2'-O-methylinosine +
23 mllm 1,2'-O-dimethylinosine +
24  Um 2'-O-methyluridine +
25  s2U 2-Thiouridine +
26 s2Um 2-Thio-2'-O-methyluridine +
27 m3U 3-Methyluridine
28 m3Um 3,2'-O-dimethyluridine
29 acp’U 3-(3-Amino-3-carboxypropyl)uridine +
30 stU 4-Thiouridine +
31 mSU Ribosylthymine +
32 mSUm 5,2'-O-dimethyluridine +
33 mSs2U 5-Methyl-2-thiouridine +
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Symbol Name Found in
tRNA
34 hoSU 5-Hydroxyuridine +
35 moSU 5-Methoxyuridine +
36 cmoSU Uridine 5-oxyacetic acid +
37  mcmoSU Uridine 5-oxyacetic acid methyl ester +
38 wamsU 5-Caboxymethyluridine
39 mcmSU 5-Methoxycarbonylmethyluridine +
40 mcmSUm 5-Methoxycarbonylmethyl-2'-O-methyluridine +
41  mcm5s2U 5-Methoxycarbonylmethyl-2-thiouridine +
42 ncmsU 5-Carbamoylmethyluridine +
43 ncmSUm 5-Carbamoylmethyl-2’-O-methyluridine +
44 chm5U 5-(Carboxyhydroxymethyl)uridine +
45  mchmSU 5-(Carboxyhydroxymethyl)uridinemethyl ester +
46 nmSs2U 5-Aminomethyl-2-thiouridine +
47  mnmSU 5-Methylaminomethyluridine +
48  mnm’s2U 5-Methylaminomethyl-2-thiouridine +
49  mnmSse2U 5-Methylaminomethyl-2-selenouridine +
50 cmnmsU 5-Carboxymethylaminomethyluridine +
51  cmnm>Um 5-Carboxymethylaminomethyl-2'-O-methyluridine +
52 cmnm’s2U 5-Carboxymethylaminomethyl-2-thiouridine +
53 D Dihydrouridine +
54 mS5D Dihydroribosylthymine
55 ¥ Pseudouridine +
56  ¥m 2'-O-methylpseudouridine +
57 m'¥ 1-Methylpseudouridine +
58  m3¥ 3-Methylpseudouridine
59 m'acp ¥ 1-Methyl-3-(3-amino-3-carboxypropyl)pseudouridine
60 Gm 2'-O-methylguanosine +
61 mlG 1-Methylguanosine +
62 m2G Nz-methylguanosine +
63 m%hG Nz,N2-dimethylguanosine +
64 m2Gm Nz,2'-O-dimethylguanosine +
65 m2Gm Nz,N2,2'-O-trimethylguanosine +
66  Gr(p) 2'-O-ribosylguanosine (phosphate) +
67 m’G 7-Methylguanosine +
68 m2’G Nz,7-dimethylguanosine
69 m227G Nz,Nz,7-trimethylguanosine
70  imG Wyosine +
71  mimG Methylwyosine +
72 OHyW* Undermodified hydroxywybutosine +
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Symbol Name Found in

tRNA
73 yW Wybutosine +
74  OHyW Hydroxywybutosine +
75 oyyW Peroxywybutosine +
76 Q Queuosine +
77  oQ Epoxyqueuosine +
78  GalQ Galactosyl-queuosine +
79  manQ Mannosyl-queuosine +
80  PreQo 7-Cyano-7-deazaguanosine +
81  gQ(G+) Archaeosine (alternate name 7-formamidino- +

7-deazaguanosine)

82  PreQ: 7-Aminomethyl-7-deazaguanosine +
83 Cm 2'-O-methylcytidine +
84 m4C N#+-methylcytidine

85 m4Cm N#,2'-O-dimethylcitidine

86 ac*C N#-acetylcytidine +
87 ac*Cm N#-acetyl-2'-O-methylcytidine +
88 msC 5-Methylcytidine +
89 mSCm 5,2'-O-dimethylcytidine +
90  hm5C 5-Hydroxymethylcytidine

91 f5C 5-Formylcytidine +
92 f5Cm 2'-O-methyl-5-formylcytidine +
93  m3C 3-Methylcytidine +
94  s2C 2-Thiocytidine +
95 k2C Lysidine +

There is a distinct synthetase that recognizes every tRNA that participates in the
decoding of the same amino acid, and this group of tRNAs are termed “isoaccept-
ing” tRNAs. For such a situation to exist, the isoaccepting tRNAs must carry identi-
cal signals for the recognition of their synthetase. These common signals define the
recognition identity of the isoacceptor tRNAs and accordingly represent the “identity
elements”, which have been discovered in the past 15 years by many groups (see
Table 4.1-2). An identity element or positive element is defined as a recognition site
on the tRNA that allows the unique aminoacylation by its cognate aaRSs. Table 4.1-2
gives a survey of the currently known identity elements described in Ref. [35].

An interesting case is the so-called “negative determinants”: these modifications
do not improve the recognition by the cognate synthetase (i.e., the corresponding,
correct synthetase), but prevent or impair recognition by a non-cognate synthetase
and thus mis-charging by a non-cognate synthetase [35].
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Table 4.1-2  Identity elements in tRNAs aminoacylated by class I (A) and class II (B) synthetases
Data taken from Ref. [35]

E. colia S. cerevisiaeb T. thermophilusc Othersd

(A) Aminoacylated by class I synthetases

(a) A73 A73
Val G3:C70, U4:A69 -
(b) A35, C36 A35
(a) A73
C4:G69
Ile (b)L/G34, A35, U36 134,A35,U36
t6A37, A38
(c) U12:A23, C29:G41
(a) A73 A73 A73
C3:G70,
A4:U69
Leu G5:C68
(b)- A35
G37 -
(c) UBeA14 C20a
(a) A73 A73
(G2:C71,C3:G70)
U4:A69,A5:U68
Met
(EMet) (b) C34,A35,U36 C34,A35,U36
(C32,U33,A37) & the 4 other AC
loop nts
(©) D-arm
(a) U73 U73
G2:C71,C3:G70
Cys
(b) G34,C35,A36
(c) G150G48,A130A22
(a) A73 A73
Tyr C1:G72 C1:G72
(b) U35 G34,%¥35
(@) G73 G73
A1:U72,G2:C71 A1:U72
Trp
G3:C70 G5:C68,A9

(b) C34,C35,A36 C24,C35 C34,C35,C36
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E. colia S. cerevisiaed

T. thermophilusc Othersd

Glu

(a)
G1:C72,U2:A71
(b) s#U34,U35
A37

(c) U11:A24
U13:G22-A46, A47

Gln

(a) G73

U1:A72, G2:C71
G3:C70

(b) Y34,U35,G36
A37,U38

(c) G10

Arg

(a) A/G73
(b) C35,U/G36
(c) A20

C35,U/G36

(B) Aminoacylated by class II synthetases

Ser

(a) G73
C72,G2:C71,
A3:U70

C11:G24,R4:Y69
(c) C11:G24
Variable loop

Variable loop

G73

Variable loop

Thr

(@)
G1:C72,C2:G71
(b) G34,G35,U36

G1:C72
G35,U36

u73
G1:C72,U3:A70
G35,U36

Pro

(a) A73
G72

(b) G35,G36
(c) G154C48

G35,G36

Gly

(a) U73 A73
G1:C72,C2:G71
G3:C70

(b) C35,C36

©

C35,C36

C2:G71, G3:C70

U73 A73
GI:C72,C2G71  C2G71
(G3:C70)

C35,C36

(G10:C25)

His

a) C73 A73
(@)
G-1 G-1

(b) anticodon G34,U35
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E. colia S. cerevisiaeb T. thermophilusc Othersd
(a) G73 G73 G73
G2:C71
Asp (b) G34,U35,C36 G34,U35,C36 G34,U35,C36
C38 C38 C38
(©) G10 G104U25 G10
(a) A73
Iys  (b) U34,U35,U36
(mnm5s2U)34
(a) G73
Asn
(b) G34,U35,U36
(a) A73 A73 A73 A73
(b) G34,A35,A36 G34,A35,A36 G34,A35,A36 G34,A35,A36
Phe G27:C43,G28:C42 i6A37 G30:C40
(c) U20 G20 A31:U39,G20
G44,U45,U59,U60
(a) A73
G2:C71,G34U70 G3eU70 G3.U70
Al e
() G20

The tRNAs are listed according to the synthetase classification in two
classes with subclasses. Identity elements are classified according to their
location in the amino acid accepting stem (a), anticodon region (b), and
other tRNA domains (c). Identity nucleotides in bold were identified by
the in vitro approach, those in italics by the in vivo approach, and those
in normal scripts by both approaches; when underlined, the identity
element is the modified nucleotide. Numbering of residues is according
to Ref. [16] and nomenclature of modified nucleotides according to

Ref. [56]. In the case of base pair, (:) denotes WC pair, (:) non-WC

pairs, and (-) tertiary pairs; (/) indicates that two residues can be identity
elements at the same position. R, purine; Y, pyrimidine.

4.1.6
Is the tRNA Cloverleaf Structure a Pre-requisite for the L-shape?

The answer to this question is “no”, since there are a number of structures that
mimic the tertiary structure of an L-shaped tRNA but do not contain the canonical
secondary cloverleaf structure. These variant tRNA structures can be recognized and
aminoacylated by the cognates aaRSs.

Examples are tRNA-like molecules such as bacterial tmRNA (= 10Sa) that contain
about 350 nt (cf. 75 nt for a tRNA —>4 X larger!), but 5'- and 3'-regions form a tRNA-
like structure without T stem loop and the anticodon loop. The tmRNA contains an
mRNA “module” that codes for about 9-30 amino acids; it is charged by alanine-
tRNA synthetase (AlaRS) [36]. This RNA displays both tRNA and mRNA functions
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(hence the name tmRNA) and plays an important role in recycling 70S ribosomes
that are stuck at the 3’-end of fragmented mRNAs lacking a stop codon. The mRNA
part of the tmRNA encodes an oligopeptide sequence that is tagged onto the incom-
plete polypeptide, targeting it for rapid degradation (see Sect. 8.2.5)

Another example is the tRNA-like structure in 5'-untranslated region of thrS
mRNA (regulatory domain of threonyl-tRNA synthetase gene), which is recognized
by ThrRS [37]. The tRNA-like structure at the 3'-end of the RNA from the turnip
yellow mosaic virus (TYMV) can be charged by ValRS [38] and seems to play a role
during replication of the virus [39]

Here we should also mention the “crippled” tRNAs that are found in the mito-
chondria of nematodes [40, 11], where the T-loop has been reduced to few base pair
or deleted completely, whereas the tRNASer in this organelle is lacking the D stem
loop instead of the T-loop, and also possesses its own EF-Tu factor. Human tRNASer
with the anticodon GCU is another example where T-stem is not present at all, simi-
lar to nematode tRNASer [41].

4.1.7
Other Functions of tRNA outside the Ribosomal Elongation Cycle

In addition to the main role of the tRNAs in protein synthesis during the ribosomal
elongation cycle, tRNAs are also involved in a series of other reactions beyond pro-
tein synthesis.

1. Viral reverse transcriptase of the human immunodeficiency virus (HIV) uses
tRNA DS as a primer for the synthesis of DNA [42].

2. Some tRNAs induce the formation of anti-termination structures of the non-
translated region upstream (UTR) of the structural genes of some amino acid oper-
ons (ilv-leu, his, trp) and of some tRNA synthetase genes (thrS, tyrS, lueR, pheS).
Under starvation conditions, deacylated tRNA seems to base-pair via its anticodon
and the NCCA-3'-end with complementary sequences in the leader UTR promoting
the formation of anti-termination structures in these systems (reviewed in Ref. [43]).

3. Under nutrient deprivation conditions, bacterial cells down-regulate the
transcription of genes that belong to the fields of molecular genetics such as repli-
cation, transcription, and translation. This most important regulation circuit in
bacteria is called the “stringent response” and is mediated by the synthesis of
(p)ppGpp. Binding of a deacylated tRNA to the ribosomal A-site activates via the
ribosomal protein L11 the ribosome-bound enzyme, RelA, which synthesizes the
signaling molecule (p)ppGpp [44] (see Chapter 11.2.3).

4. Glu-tRNAG is an activated intermediate in the biosynthetic pathway of &-
aminolevulinate (ALA), a tetrapyrrole precursor of porphyrins in plants and bacteria.
The ALA biosynthesis starts with the aminoacylation of tRNAG by GluRS, then a
NADPH-dependent reduction reaction catalyzed by glutamyl-tRNA reductase occurs
on Glu-tRNAGIu to yield glutamate 1-semialdehyde. Finally, the amino group of
glutamate 1-semialdehyde is transferred to its terminal carbon by an intramolecular
reaction catalyzed by a specific aminotransferase forming ALA [45].
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5. Amino acid residues from aminoacyl-tRNAs are used in a cross-linking
reaction that occurs during peptidoglycan synthesis of the bacterial cell wall. By this
reaction, the pentapeptide moieties attached to the N-acetyl muramic acid residue
of both the disaccharides, N-acetyl muramic acid-N-acetyl glucosamine units,
become covalently bound [46, 47].

6. RNA polymerase III activity in silkworm depends on several transcription
factors. Among these transcription factors, TFIIIR stands out since it contains a
tRNAlle with the anticodon IAU, where I stands for inosine [48].

7.  Aminoacyl-tRNAs are involved in a proteolytic pathway, the so-called the “N-
end rule” pathway. The N-end pathway governs the half-life of a protein in a cell with
respect to the identity of its N-terminal amino acid residue. For instance, arginine-
tRNA-protein transferase (R-transferase) is an enzyme that uses Arg-tRNAAt to
“arginylate” polypeptides whose N-terminal residue is Asp or Glu in bacteria and
Cys in mammals. This arginylation is the signal for the proteolytic machinery for the
protein degradation [49].

8. Many tRNA-like structures are specifically aminoacylated and participate
actively in protein synthesis. An example of such structures is found at the 3'-end of
the genome of several plant viral RNAs. In the case of 3’-untranslated region of tur-
nip yellow mosaic virus (TYMV), a tRNA-like structure aminoacylated with valine is
involved in virus replication and indispensable for virus viability [34]. More recently,
a tRNA-like molecule (sSRNA85) was identified in the trypanosomatid signal recog-
nition particle in addition to the canonical 7SL RNA homolog. The complex has an
S-value of ~14S and binds to the ribosomes [50].

4.1.8
Human Neurodegenerative Disorders Associated with
Mitochondrial tRNAs

In mammals, many diseases are known that are caused by tRNA defects in the mito-
chondria. Often they are related to human neurodegenerative disorders. Table 4.1-3
summarizes mutations in human mitochondrial tRNA genes associated with the
corresponding disease or phenotype.

Table 4.1-3  Disease-related mutations in human mitochondrial tRNA genes
Data taken from Ref. [51]

tRNA mutation

Amino acid Gene Domain Position Related
specificity mutation pathologies
Ala A5628G AC stem 31-39 CPEO
Asn A5692G AC loop 38 CPEO
C5698T AC loop 32 PEO
C5703T AC stem 27-43 CPEO, MM

Asp A7543G AC stem 29-41 MS
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Amino acid Gene Domain Position Related
specificity mutation pathologies
Cys A5814G D stem 13-22 EM, MELAS, PEO
Gln C4332T acc. stem 3-70 EM, D
A4336G acc. stem 7-66 ADPD
instT4370 AC loop After 31 MM, CD
Glu A14709G AC loop 37 MM, EM, D
Gly T9997C acc. stem 7-66 MHCM
A10006G D loop 18 CIPO
T10010C D stem 12-23 EM
A10044G T loop 59 EM
Ile A4269G acc. stem 7-66 FICP, EM
T4274C D stem 13-22 CPEO
T4285C AC stem 27-43 PEO
G4298A AC stem 30-40 CPEO
G4309A T stem 51-63 CPEO
A4317G T loop 59 FICP
C4320T T stem 52-62 ECM
Leu (CUN) T12297C AC loop 33 DCM
G12301A AC loop 37 AISA
G12415A T stem 52-62 CPEO
A12320G T loop 57 MM
Leu (UUR) A3243G D loop 14 MELAS, DMDF
A3243T D loop 14 PEM, MM
G3249A D loop 19 KS
T3250C D loop 20 MM
A3251G D loop 20:01 MM
A3252G D loop 21 MELAS
C3254G D stem 12-23 MM
C3256T D stem 10-25 MERRF-like, MELAS
T3258C AC stem 27-43 LA, E1
A3260G AC stem 29-41 MMC
T3264C AC loop 33 DM
T3271C AC stem 30-40 MELAS, DM
delT3272 AC stem 29-41 PEM
T3273C AC stem 28-42 O: EI
C3275A Var. region 44 LHON
A3280G T stem 49-65 MM
A3288G T loop 57 MM
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tRNA mutation

Amino acid Gene Domain Position Related

specificity mutation pathologies
T3291C T loop 60 MELAS
A3302G acc. stem 2-71 MM
C3303T acc. stem 1-72 MMC

Lys A8296G acc. stem 2-71 DMDF, MERRF
G8313A D stem 12-24 MNGIE
T8316C AC stem 27-43 MELAS
G8328A AC stem 31-39 EM
G8342A T stem 53-61 PEO, MS
A8344G T loop 55 MERRF
T8355C T stem 50-64 PEO, SM
T8356C T stem 49-65 MERRF
T8362G acc. stem 2-71 SM
G8363A acc. stem 1-72 MICM, D, MERREF, LS

Met T4409C acc./D stem 8 MM
G4450A T stem 53-61 MM

Phe G583A acc. Stem 7-66 MELAS
AG06G AC stem 29-41 M
T618C AC stem 29-41 MM

Pro T15965C T stem 50-64 ADPD
G15990A AC loop 36 MM, O

Ser (AGY) C12246A T loop 55 CIPO
C12258A acc. stem 7-66 DMDF

Ser (UCN) insG7472 Var. region 46 PEM
C7497T D stem 13-22 MM, PEM, RRF, LA
A7511G acc. stem 4-69 DEAF, SNHL
A7512G acc. stem 3-70 PEM

Thr G15915A AC stem 30-40 MM
A15923G AC loop 38 LIMM
delT15940 T loop 60 MM
G15950A acc. stem 3-70 ADPD

Trp G5521A D stem 10-25 MM
insT5537 AC stem After 27 MILS
G5540A AC stem 30-40 PEM, CD
G5549A AC stem 31-39 DEMCHO, D, A

Tyr A5874G D stem 13-22 EIL, LW, CD

Val G1606A acc. stem 5-68 AMDF



4.1 tRNA:

tRNA mutation

Structure and Function

Amino acid Gene Domain Position Related

specificity mutation pathologies
G1642A AC stem 27-43 MELAS
G1644T Var. region 45 LS

tRNA genes are listed by amino acid specificity in alphabetical order.
“Gene mutation” refers to the nucleotide substitution and position of the
mutation in human mt genome. “tRNA mutation” refers to the location
of the mutation in the gene product. Structural domains affected by the
mutations refer to loops and stems, with AC for anticodon; acc., acceptor;
Var., variable. Nucleotide numbering is according to classical tRNA
numbering [16]. Pathologies are abbreviated as follows:

A, ataxia;

ADPD, Alzeimer’s disease and Parkinsons disease;

AISA, acquired idiopathic sideroblastic anemia;

AMDEF, ataxia, mental deterioration, deafness;

CD, Cox deficiency;

CIPO, chronic instestinal pseudoobstruction with myopathy;

CPEO, chronic progressive external ophtalmoplegia;

D, diabetes;

DCM, dilated cardiomyopathy;

DEAF, maternally inherited deafness or aminoglycoside-induced deafness;
DEMCHO, DEMentia;

Chorea;

DM, diabetes mellitus;

DMDF, diabetes mellitus, Deafness;

ECM, encephalocardiomyopathy;

EI, exercise intolerance;

EM, encephalomyopathy;

FICP, fatal infantile cardiomyopathy plus a melas-associated cardiomyopathy;
HCM, hypertrophic cardiomyopathy;

KS, Kearns—Sayre syndrome;

LA, lactic acidose,

LHON, leber hereditary

optic neuropathy;

LIMM, lethal infantile mitochondrial myopathy;

LS, leigh syndrome;

LW, limb weakness;

M, myoglobinuria;

MELAS, mitochondrial encephalomyopathy, lactis acidose, Stroke-like episodes;
MERRF, myoclonic epilepsy and ragged red muscle fibers;

MHCM, maternally inherited hypertrophic cardiomyopathy;

MICM, maternal, inherited cardiomyopathy;

MILS, maternal inherited leigh syndrome;

MM, mitochondrial myopathy;

MMC, maternal myopathy and cardiomyopathy;

MNGIE, mitochondrial neurogastrointestinal encephalomyopathy;

MS, myoclonic seizures;

O, ophtalmoplegia;

PEM, progressive encephalomyopathy;

PEO, progressive external ophtalmoplegia;

SM, skeletal myopathy;

SNHL, sensorineural hearing loss.
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4.2
Aminoacylations of tRNAs: Record-keepers for the Genetic Code

Lluis Ribas de Pouplana and Paul Schimmel

4.2.1
Introduction

Aminoacyl-tRNA synthetases (ARS) catalyze aminoacylation reactions and therefore
are essential components of the genetic code [1, 2]. These enzymes aminoacylate
each transfer RNA with its cognate amino acid, thus establishing the amino acid-
trinucle-otide relationships of the code. Each synthetase recognizes its specific
amino acid and all its isoacceptor tRNAs. The reaction takes place in two steps:

E + AA + ATP > E(AA-AMP) + PPi
E(AA-AMP) + tRNA > E + AA-tRNA + AMP

First, the enzyme (E) activates the cognate amino acid by condensing it with ATP
to form a transient aminoacyl adenylate (AA-AMP) that remains bound to the
enzyme’s active site. Secondly, the enzyme catalyzes the formation of an ester link-
age between the carboxyl group of the amino acid and a hydroxyl of the ribose of the
terminal 3’ adenosine of the tRNA. The aminoacylated tRNAs (AA-tRNAs) are then
recognized by translation factors that place them in the ribosome’s active site, where
protein synthesis takes place.

Every cell requires a synthetase for each of the 20 amino acids of the genetic code.
Thus, all cells contain at least 20 synthetases (eukaryotic cellular organelles use an
additional set of synthetases) [3]. With minor exceptions, all aminoacyl-tRNA syn-
thetases with the same amino acid specificity are orthologs. For example, all extant
aspartyl-tRNA synthetases (the enzymes responsible for aminoacylating tRNAAsp
with aspartate) are related to a single ancestor, which has been conserved through-
out all speciation events since the last universal common ancestor (LUCA) of all
organisms [4].

The concept of LUCA refers to the biological entity that constituted the genetic
basis of all extant forms of life. That such a common ancestor existed follows from
the universal distribution and composition of the genetic code and its components.
Any gene that is found in all extant living species plausibly has an origin that pre-
cedes LUCA (this assumption would be false in the case of later-appearing genes
transferred to all living species through lateral gene transfer). Most individual ARS
are universally distributed. In many cases, the phylogenetic tree derived from their
sequences coincides with the evolutionary tree derived from 16S RNA sequences [5, 6].
Hence, most individual synthetases probably predate the separation of the three
kingdoms of life — archaea, bacteria, and eukarya.

In addition to the individual evolutionary history of each synthetase, the 20 known
ARSs are divided into two classes of homologs, each containing 10 enzymes [7-9].
Each class is identified by a common active site fold, and by certain sequence motifs,
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shared by all its members [2, 10]. All enzymes of each class evolved from a common
ancestor, which gave rise to the extant 10 types through gene duplication events.
Since most ARS may be older than LUCA, most of these duplications took place
before LUCA.

Interestingly, a few synthetases had not completely evolved at the time of
LUCA [11]. These enzymes are the outcome of branches of the synthetase evolution-
ary tree that were only fixed in evolution after the separation of the three main
branches of life. A particularly interesting subset of this late evolution is that related
to the endosymbiotic events that generated mitochondria and chloroplasts. The
cohabitation of organelle genomes within eukaryotic cells resulted in selection of
new recognition mechanisms between tRNAs and ARS [11]. Among the forces
behind these selections is the requirement to preserve faithful recognition of two
independent sets of tRNAs. Simultaneously, the recognition mechanisms between
tRNAs and ARS might have been influenced by the significant reduction in genome
size observed in animal mitochondria. The analysis of these exceptional ARSs pro-
vides information about the origin of extant cells after the separation of the three
branches of life, as well as about the events that determined the selection of their
extant phenotypes [12, 13].

Thus, the origin of aminoacyl-tRNA synthetases is ancient, predating the appear-
ance of the last common ancestor to all living species. The intimate functional link
between synthetases and the genetic code suggests a common evolutionary path-
way. The evolutionary history of these enzymes can be inferred from structural,
sequence, and phylogenetic comparisons. In turn, every aspect of ancient ARS evo-
lution that is solved invariably provides information about general aspects of the
origin of life. In this regard, aminoacyl-tRNA synthetases can be used as markers
of essential transitions in evolution. Current understanding of the evolution of
aminoacyl-tRNA synthetases and the relationship to the development of the code is
summarized here.

4.2.2
The Operational RNA Code

The aminoacyl-tRNA synthetases are the actual translators of the genetic code. Their
faithful recognition of cognate tRNAs ensures the correct coupling of triplet
sequences and amino acids. The recognition of the tRNA molecules by these
enzymes depends on the specific interactions between the proteins and identity ele-
ments present in the tRNA sequences and structures (see Refs. [23, 25] for a review
of identity elements of tRNAs). In some instances, however, the identity elements of
tRNAs recognized by ARS do not include the anticodon bases of the tRNA, and are
located in the tRNA acceptor stem (Fig. 4.2-1).

For instance, a major identity element of tRNAAl is a single G:U base pair at the
3:70 position in the acceptor stem of that tRNA [14, 15]. This single G3:U70 base
pair is necessary and sufficient to convey alanine acceptance upon many tRNA
sequences. Alanine-tRNA synthetase (AlaRS) does not recognize the anticodon
region of its cognate tRNA [16].
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Figure 4.2-1 Secondary and tertiary structure models of an RNA
minihelix and a tRNA. The minihelix dumbbell and the correspon-
ding region of the tRNA structure are colored in orange. The rest
of the tRNA structure is colored green.

A second example of an ARS that does not recognize the anticodon region is
seryl-tRNA synthetase (SerRS). The crystal structure of Thermus thermophilus
SerRS, complexed with tRNASer, revealed that this enzyme does not interact with
the anticodon triplet [8, 17]. The main identity element in the acceptor stem of
tRNASer is the discriminator base G73 [18, 19]. The elbow region of the tRNA is also
recognized by the enzyme through interactions with an idiosyncratic coiled-coil
domain at the N-terminus of SerRS [17].

In these cases, the relationship between an anticodon triplet and an amino acid is
indirect, because tRNA recognition is achieved via identity elements embedded in
the acceptor stems and not in the anticodons. This set of interactions is known as
the operational RNA code [20]. It relates specific RNA sequences/structures in
acceptor stems to specific amino acids [20-22]. Indeed, small RNA helices that reca-
pitulate acceptor stems are charged with specific amino acids.

At least 10 synthetases have been shown to aminoacylate specifically RNA mini-
helices that are based on the acceptor stems of their cognate tRNAs (Fig. 4.2-1) [19,
22-32]. Although the efficiency of aminoacylation of these minimalist structures
can be significantly decreased with respect to the full-length tRNA, these mini-
helices are specifically recognized and aminoacylated by their cognate synthetases.
Thus, the set of interactions that constitute the operational RNA code today are
possibly the molecular remnants of the set of identity elements that ruled the recog-
nition of the molecular ancestors of tRNA (minihelices).
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The operational RNA code might be a testimony of earlier times in genetic code
evolution, when RNA stem-loop structures (precursors of modern tRNAs) were ami-
noacylated by ribozymes in primitive peptide synthesis mechanisms [20, 33, 34]. The
modern tRNA shape has been proposed to arise from the fusion of such RNA mini-
helices, causing in the process the translocation of the early identity signals to the
anticodons and acceptor stems of modern tRNAs [34-39]. Thus, identity elements in
the acceptor stem and the genetic code are directly linked through the evolutionary
history of tRNA [36].

4.2.3
Extant Aminoacyl-tRNA Synthetases

Aminoacyl-tRNA synthetases (ARS) are classified into two distinct structural fami-
lies: class I and class II [7-9, 40, 41]. Of the twenty aminoacyl-tRNA synthetases, 10
are found in each family (Table 4.2-1) [9]. All the enzymes in each class evolved from
a unique single-domain protein that evolved into the active-site characteristic of each
class [20, 42]. The only known exception is lysyl-tRNA synthetase (LysRS), which
exists as a class I or as a class II enzyme in different organisms [43].

Genetic dissections showed that aminoacyl-tRNA synthetases developed from their
ancestral catalytic cores through the addition of domains and insertions [44, 45]. Crys-
tallographic studies confirmed this scheme [2, 10, 46]. The active-site domain recog-
nizes the acceptor stem end of the tRNA, where the amino acid is attached. Most of the
class I and IT enzymes also recognize the anticodon stem-loop structure of their cog-
nate tRNAs using additional domains that are idiosyncratic to each enzyme [47].

Table 4.2-1  Classes and subclasses of aminoacyl-tRNA synthetases

Subclass Class | Class I Subclass
LeuRS AlaRS
IleRS GlyRS
ValRS ThrRS

Ia MetRS SerRS ITa
CysRS ProRS
ArgRS HisRS
GluRS AspRS
GInRS AsnRS

Ib LysRS LysRS IIb
TyrRS PheRS

Ic TrpRS IIc

a The classification of ARS is based on sequence and structural information.
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All members of class I ARS share an active-site domain that forms a Rossmann
nucleotide-binding fold. Members of class II have an active-site domain that con-
tains an unusual anti-parallel Ssheet flanked by two long a-helices [2, 10, 46]. The
two folds are fundamentally different. Thus, the two classes evolved from two dis-
tinct ancestors. Nevertheless, each class is unlikely to have evolved independently,
because the composition and tRNA-binding mechanisms of each class are related
and complementary (see below).

Within each class, structural classifications further divide the members into
three distinct subclasses (Table 4.2-1) [2]. The amino acids recognized by the
enzymes in each subclass are chemically related. Each subclass within class I has a
matching subclass in class II that recognizes similar amino acids and contains a
similar number of enzymes. Class I ARS are subdivided into three subclasses: Ia,
Ib, and Ic. Subclass Ia contains enzymes that are specific for the amino acids leu-
cine, isoleucine, valine, methionine, cysteine, and arginine. Subclass Ib enzymes
recognize glutamate, glutamine and lysine. Subclass Ic ARS are specific for
tyrosine and tryptophan [2].

Similarly, class II enzymes are subdivided into subclasses Ila, IIb, and Ilc. Sub-
class Ila enzymes are specific for serine, threonine, glycine, alanine, proline, and
histidine. Subclass IIb enzymes recognize aspartate, asparagine, and lysine. Sub-
class IIc contains the enzyme specific for phenylalanine [47]. The active-site
domains of class I ARS bind the tRNA from the minor groove side of the acceptor
stem. In contrast, the active-site domains of class II ARS bind to the tRNA acceptor
stem but, in this case, class II enzymes approach the tRNA molecule from its
major groove side. These interactions relate acceptor stem sequences/structures to
specific amino acids.

These structural observations are consistent with early work showing that most
class I ARS (which bind the minor groove of the tRNA acceptor stem) attach their
respective amino acid to the 2'—OH group of the terminal ribose of tRNA, whereas
most class IT ARS (which bind the major groove of the tRNA acceptor stem) attach
the amino acid to the 3'-OH [48, 49]. Important exceptions are synthetases that
bind aromatic residues. Tyrosyl- and tryptophanyl-tRNA synthetases (TyrRS and
TrpRS) are class Ic enzymes, but they bind the tRNA from the major groove side
and indistinctly catalyze the attachment of the amino acid to the 2'— or 3'-OH of
the tRNA [48, 49]. On the other hand, phenylalanyl-tRNA synthetase (PheRS), a
class IIc enzyme, binds the tRNA on the minor groove side and catalyzes the attach-
ment of the amino acid to the 2'—OH [48, 49]. These exceptions give strong support
to the ‘symmetrical model for the origin of the two ARS classes (see below).

In addition to their aminoacylation activity, several subclass Ia enzymes possess
an editing activity to prevent misacylation of their cognate tRNAs. Valyl-, leucyl-,
and isoleucyl-tRNA synthetases activate cognate amino acids that are difficult to
discriminate from stereochemically similar ones [50]. In these enzymes, the
hydrolysis of noncognate aminoacyl adenylates or misacylated tRNAs is catalyzed
by an independent domain [51]. This editing domain is inserted into the catalytic
domain for aminoacylation, thereby creating a separate active site [51, 52]. Class II
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enzymes glycyl-, alanyl-, prolyl-, and threonyl-tRNA synthetases (GlyRS, AlaRS,
ProRS, and ThrRS) also contain editing activities [53-58]. In the cases of AlaRS,
ThrRS, and ProRS, these activities are localized to domains that are appended to
the catalytic unit of the enzyme, rather than inserted into the active site [56-58].
Those editing domains are completely different in structure than those found in
class I enzymes [54].

4.2.4
The Origin of Aminoacyl-tRNA Synthetase Classes:
Two Proteins bound to one tRNA

The homology between extant groups of universal ARS implies that several rounds
of gene duplication and divergence took place before LUCA to give rise to most of
the enzymes that constitute each class. Given that the role of ARS is intrinsically
linked to the development of the genetic code, this observation is consistent with the
genetic code being completely defined by the time of LUCA.

Because class I and class II synthetases evolved symmetrically to generate two fam-
ilies that display striking similarities and complementarities, their early evolution was
probably driven by common constraints. These evolutionary forces shaped the sym-
metrical nature of the two classes. Based on the analysis of the crystal structures of
complexes between ARS and tRNAs, and the structure of the genetic code, a proposal
has been put forward that can explain this feature of the ARS classes [59, 60].

The ‘symmetry theory for the origin of the two classes of ARS proposes that the
two classes evolved from an ancestral complex where a single tRNA molecule was
recognized simultaneously by a class I and a class II ancestor [59]. The extant sub-
classes would have originated from duplications of the genes coding for these two
proteins. This scenario can explain several features displayed by extant ARS. For
example, the equivalence in sizes of the two classes, and their subclasses, would
result from coupled evolution. Thus, each event of gene duplication and divergence
that generated a new tRNA species was followed by the duplication and divergence
of the genes coding for the class I- and class II-type active-site domains (Fig. 4.2-4).
This process would result in an equivalent numbers of class I and class IT ARS. Sim-
ilarly, the association of a class I and a class I ARS active site with a given tRNA can
explain why the synthetases resulting from the evolution of this initial complex rec-
ognize sterically similar residues (see below).

The ‘symmetry theory’ requires that formation of a complex between a single
tRNA and two ARS be sterically possible. The association of two extant ARS on a
single tRNA would be prevented by steric clashes caused by domains that surround
the enzyme’s active sites. However, the ARS ancestors were small proteins that
contained only the active-site domain [42]. To investigate the possibility that two
ancestral ARS active-site domains formed a complex with a single tRNA molecule,
the two-synthetase—one-tRNA interactions were modeled using available crystallo-
graphic data [59].

The structures of ARS—tRNA complexes were edited to obtain the coordinates of
each tRNA bound only to the respective active site domain [52, 54, 61-67]. The
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available structures cover at least one representative from each subclass. (Owing of
close similarities between enzymes of the same subclass, the mode of binding to
the acceptor stem is thought to be the same for each subclass member.) The struc-
tures for all possible subclass Ia—c subclass [Ta—c pairs bound to tRNA were individ-
ually generated. The resulting structures were inspected for steric compatibility of
the bound active-site domains. Not all superimpositions generated sterically com-
patible models. Several pairs, Similar to that of AspRS (subclass IIb) and IleRS
(subclass Ia), generated severe steric clashes between large parts of the respective
active sites [59].

Several superimpositions generated compatible pairs where two synthetases cover
the tRNA acceptor stem without major steric clashes. Remarkably, these pairs link
together specific ARS subclasses. In particular, the only combinations that accom-
modated all enzymes followed exactly a pairing of subclasses. Thus, subclass Ia
enzymes (IleRS or ValRS) pair best with subclass IIa enzymes (SerRS or ThrRS). A
subclass Ib enzyme (GInRS) forms a compatible pair with a subclass IIb enzyme
(AspRS). Finally, TyrRS (subclass Ic) can only form a compatible pair with PheRS
(subclass Ilc) [59] (Fig. 4.2-2).

Large translational and rotational differences between the different pairs (with
respect to the axis of the tRNA acceptor stem) are an important feature of these com-
plexes. The differences are particularly evident in the Ic-IIc pair (TyrRS and PheRS),
which binds the tRNA acceptor stem at a 90° angle of rotation with respect to the
other pairs (Fig. 4.2-2). Thus, ancestral ARS pairs have large variations in their ori-
entations around the tRNA acceptor stem [59].

This analysis supported the idea that the two extant classes of synthetases can be
interpreted as a consequence of an early interaction of specific synthetase pairs in
complex with tRNA. Among the correct predictions derived from the ‘symmetry the-
ory’ was the assignment of class I LysRS to the subclass Ib prior to the crystallo-
graphic evidence. LysRS is an exception among ARS in that it can be found as a class [
or class II enzyme (see below). Class I LysRS were discovered recently, in certain
archaebacteria and bacteria. Based on the symmetrical pairings of synthetases that
recognize similar residues, we predicted that this new enzyme would be a member
of the subclass Ib [59]. The crystal structure of the complex between a class I LysRS
and tRNALys confirmed our prediction, and showed that the complete structures of a
class I and class II LysRSs can form a complex around a single tRNALys molecule,
with almost no steric hindrance [68] (Fig. 4.2-3).

Moreover, the ‘symmetry theory’ can also explain the uncanny sequence similari-
ties that have been observed between tRNAs that are charged by ARS of opposite
classes (i.e., tRNATr and tRNAPhe, or tRNAAsP and tRNAGM). The symmetrical pairs
may have formed initially to cover and protect the acceptor stem, in a hostile envi-
ronment where the structure of RNA was susceptible to chemical degradation or
denaturation, or where the ester link between the tRNA molecule and its attached
amino acid was particularly labile.

Interestingly, the ‘symmetry theory’ links the evolution of the two ARS families to
the development of the genetic code. If the distribution of the two ARS classes
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Figure 4.2-2 Graphical representation of complexes formed, res-
pectively, between subclasses la—c (green) and lla—c (blue) synt-
hetase active sites bound simultaneously to a tRNA acceptor stem
[59]. The tRNA is depicted in yellow, and each complex is shown in
two different orientations. The left complexes are oriented with the
plane of the page defined by the axes of the tRNA acceptor stem
and anticodon stem helices. The views to the right of the figure
show the same molecules along the axis of the anticodon stem-
loop, as seen from the acceptor stem side.
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Figure 4.2-3 Graphical representation of the modeled complex
between class | and Il LysRSs, and tRNALs (modified from
Ref. [68]). The two proteins were found to be complementary
in their mode of binding tRNAUs [68]. The tRNA molecule is
depicted in orange, and the complex is shown in two different
orientations as in Fig. 4.2-2.

directly followed the duplications of anticodons, then the ARS paired by the theory
are predicted to recognize tRNAs that have related codons. This prediction is largely
fulfilled [60], and it produces a general framework within which the growth in com-
plexity of tRNAs and codon families can be examined [60]. The ‘symmetrical theory,
however, does not consider the question of the origination of the two class ancestors.

4.2.5
A Common Genetic Origin for all Aminoacyl-tRNA Synthetases ?

Rodin and Ohno [69] first noticed that the coding sequences of class I ARS active
sites could be aligned with complementary DNA sequences coding for class II ARS
active sites (Fig. 4.2-4). Based on this observation, the genes for the ancestors of the
two ARS classes were proposed to be encoded by complementary sequences of RNA
or DNA. This proposal offered a mechanistic explanation for the linked duplication
of class I and class II ancestral ARS, as stated by the ‘symmetry theory’.

More recently, Carter and Duax [70] reported that, in the freshwater mold Achlya
klebsiana, complementary genes code for proteins having the same folds as class I
and II ARS. These genes are complementary to each other in a double-stranded
DNA region, with each being transcribed and translated independently. Thus, DNA
or RNA complementary strands could have originally coded for the two ARS folds.

The combination of the Rodin—Ohno model and the ‘symmetry theory’ offers a
more detailed explanation for the emergence and evolution of ARS (Fig. 4.2-4). A
region of double-stranded RNA or DNA, with complementary coding sequences,
would be the starting point. A primitive translation mechanism (possibly RNA-
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3

Figure 4.2-4 Evolutionary scheme of the origin
and separation of synthetase genes and synth-
etase pairs, according to the Rodin-Ohno
model and the ‘symmetry theory’ [59, 69]. Panel
(1) depicts complementary genes that code for
proteins having the same folds as class | and |1
ARS [70]. These complementary genes code for
a pair of ancestral synthetase active sites that
bind to a single tRNA (in green) [59]. In this de-
piction, the class | ancestral domain is shown
in yellow on the left side of the complex, and
the class Il ancestral domain is on the right
side in red. During growth of the genetic code,

duplication of the complementary genes
generates new synthetases that evolve to
recognize emerging tRNAs with new identities
[59]. Panel (2) represents the idiosyncratic
evolution of the new complexes to achieve
tRNA and amino acid specificities. Finally, in
Panel (3), the ancestral synthetase domain
involved in amino acid recognition incorpo-
rates other domains (shown as encircled) that
allow it to recognize other regions of the tRNA
better, giving rise to the modern synthetase
structure. The second component of the
ancestral pair is lost [60].
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based) synthesized two peptides with different folds. These emerging peptides were
initially selected for their ability to bind RNA stems simultaneously. Eventually,
perhaps through their ability to bring ATP molecules to a pre-existing reaction,
these two peptides became functionally involved in the aminoacylation of ancestral
tRNA molecules (perhaps minihelix-like structures). The duplication of these tRNA
molecules, and divergence of their anticodon sequences, drove the emergence and
expansion of the genetic code. Simultaneously, duplication and divergence of the
double-stranded region coding for the two ARS ancestors would double the num-
ber of available synthetases-like folds, and allow for the evolution of tRNA-specific
binding.

It is conceivable that the physical association of the two ARS complementary
genes extended to the tRNA genes themselves. Indeed, a comparative sequence anal-
ysis of tRNAs suggests that ancestral tRNA genes were coded in pairs by comple-
mentary strands of DNA or RNA [36, 69, 71]. This same analysis supported the
concept that anticodon sequences arose from duplications of portions of the acceptor
stems, thus supporting the idea that the operational RNA code was a precursor to the
genetic code.

The proposal that ancestral ARS genes formed complementary DNA or RNA
strands has implications for the study of the origin of life. In a primitive RNA world,
where metabolic complexity is expected to be lower than in extant organisms, ‘dou-
ble-coding’ RNA genomes might have been the norm rather than the exception. If
RNA genes evolved to code simultaneously for functional RNA molecules and pep-
tides, a direct physical link could be established between the ancestral machinery for
RNA translation (based on ribozymes) and the emerging protein synthesis machin-
ery. More generally, the concept could be extended to other ancient protein families
to determine if protein-coding genes can simultaneously code for ribozymes that
have the same activities as the proteins they encode. For example, in this scenario,
the RNA sequences that code for primitive synthetases might themselves be ribo-
zymes that catalyze aminoacylation.

4.2.5.1 Evolution of Extant Enzymes prior to LUCA

As discussed above, most of the gene duplications that gave rise to extant ARS had
been accomplished by the time of appearance of the last universal common ancestor
[72-74]. In contrast with phylogenies of whole species, which are not informative
about pre-LUCA events, details of pre-LUCA biology might be obtained by analyzing
the internal relationships among ARS. Additionally, establishing the order of the dupli-
cations that gave rise to the different members of each ARS family would allow us to
link this process to the evolution and establishment of the genetic code.

A good example of this type of analysis was provided by studies of sequences of
lysyl-tRNA synthetase (LysRS) and tRNALs. The analysis of the complete genomic
sequence of Methanococcus jannaschii made apparent that this organism does not
contain a gene coding for a canonical class II LysRS [75]. Because all ARSs are
essential enzymes, a search was initiated to find the missing activity in related spe-
cies [43]. The enzyme catalyzing the aminoacylation of tRNALys with lysine in
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M. maripaludis turned out to be a member of the class I family of ARSs. So far,
LysRS represents the only instance of an aminoacylation activity that is catalyzed by
aclass [, or class IT ARS, depending on the species.

The realization that LUCA might have possessed two genes coding for two dis-
tinct LysRSs offered, for the first time, the possibility of determining the time of
establishment of a tRNA identity relative to the appearance of its cognate ARS. A
phylogenetic analysis of the relationships among sequences of tRNALys from spe-
cies bearing class I or class II LysRSs supports the idea that at least one of the extant
forms of these enzymes was established in the context of a pre-existing tRNALs,
which remained universally distributed throughout the phylogenetic tree [76]. This
prediction subsequently received support from the biochemical analysis of the ami-
noacylation properties of class I lysyl-tRNA synthetase [77, 78].

Class I LysRSs are mostly limited to archaebacterial species and a small number
of eubacteria. On the other hand, class II LysRS are present in all kingdoms of life,
including some archaeal species [43, 76]. Explanations for this gene distribution
based on a hypothetical late lateral gene transfer of the class I lysS genes from bacte-
ria to archaea (or vice versa) are not consistent with the phylogenetic analysis of
LysRS sequences [43, 76]. More likely, the extant distributions of class I and II
LysRSs arose from a situation where an ancestral organism possessed both genes.
This redundancy was resolved through the elimination of one of the two genes,
either through genetic drift, or by the appearance of selective pressures in favor of
one of the two molecules [76].

This situation is, once again, clearly compatible with the ‘symmetry’ theory. Ini-
tially, tRNALys was bound by two synthetases, each with the capacity of charging this
tRNA with lysine or, at least, of evolving this catalytic activity. As mentioned above,
crystallographic studies support the possibility of a complex between tRNALss and
two LysRSs of opposite classes. The separation of this complex into extant tRNA-
ARS interactions took place after LUCA. Most organisms retained the class II fold as
LysRS, but some selected the class I LysRS.

4.2.5.2 Changes in Acceptor Stem Identity Elements
Correlate with Changes in the Code

The genetic code was first defined as a ‘frozen accident’ by Francis Crick, who
argued that its current structure was due to the fact that its evolution had reached an
evolutionary dead-end [79]. Emerging from this cul-de-sac was not possible because
the system was incapable of assimilating new changes. This notion of a ‘frozen’ code
has been challenged by the discovery of variations in the code of certain organisms
and, more notably, in eukaryotic organelles [80-82]. Nevertheless, the genetic code
has remained mostly invariable across the phylogenetic tree. This supports the
notion that, for the most part, the code has reached a degree of complexity that does
not accept new variations with ease.

As stated above, the ‘operational RNA code’ for amino acids is the relationship
between sequences and structures of acceptor stems and specific amino acids [20,
22, 83]. Through variations of the ‘operational RNA code’ the genetic code can
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change from organism to organism, because any change in the codon—-amino acid
equivalence has to be adopted by the ‘operational RNA code’. Thus, it is conceivable
that the frozen state of the genetic code is a consequence of the limitations of the
‘operational RNA code’.

Misacylation errors are lethal to cells, and they are prevented through two dif-
ferent mechanisms. On the one hand, potential errors of amino acid recognition
(caused by misrecognition of similar residues like isoleucine and valine) are cor-
rected via editing domains contained in the error-prone synthetases |2, 58, 84-88]. On
the other hand, potential errors in tRNA recognition are prevented by positive
and negative identity elements in each tRNA [31, 32]. But the repertoire of iden-
tity elements might have limits. If the capacity of the ‘operational RNA code’ is
limited then new variations in tRNA recognition mechanisms are not possible,
because they would result in unacceptable levels of tRNA mischarging by the
existing synthetases.

We propose that the fixed state of the genetic code is due to intrinsic limitations of
the recognition of tRNAs by aminoacyl-tRNA synthetases. Expansion of the set of
tRNAs is restricted because it runs the risk of causing acylation errors. However,
incorporation of modifications to the genetic code requires changes in the cellular
tRNA set. If the total set of tRNAs in a given organism is reduced, the discrimina-
tion problems faced by their cognate synthetases are decreased. This process would
facilitate the evolution of tRNA sequences, because the available evolutionary space
would increase. In turn, the divergence of tRNA sequences would open the possibility
of changes in the genetic code.

Many of the genetic codes found to contain exceptions to the universal codon-
amino acid assignments are in animal mitochondria. The first exception to the uni-
versal code was detected in the genomes of vertebrate mitochondria, where AUA
codes for methionine instead of isoleucine, and UGA codes for tryptophan instead
of being a stop triplet. Since that discovery, exceptions to the code have been
detected in a large variety of organisms and organelles (reviewed in Ref. [82]). Most
of the exceptions, however, are concentrated in metazoans (animals), involving
changes of 11 different codons [82].

Additionally, animal mitochondria have experienced a dramatic reduction in their
genome size and, in particular, in the number of tRNA genes [89]. If, as we pro-
pose, an initial requirement for changes in the code is the relaxation of the recog-
nition constraints between ARS and tRNAs, then the large amount of variations in the
genetic code of animal mitochondria should correlate with a large amount of changes
in the ‘operational RNA code’ imbedded in their acceptor stem sequences.

As it can be seen in Table 4.2-2, the percentage of tRNA sequences in mitochon-
dria that contain the recognition elements that are operational in bacteria or eukary-
otes is significantly decreased for 16 amino acids. Remarkably, all tRNAs whose
identity has been reported to change in mitochondria (tRNAle, tRNAArg, tRNAMet,
tRNALys, and tRNASer) show important decreases in the conservation of identity ele-
ments (Table 4.2-2). Thus, in animal mitochondria, a reduction of tRNA genes is
correlated with changes in the mechanisms of recognition between tRNAs and ARS
and, simultaneously, with the largest concentration of changes in the genetic code.
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Table 4.2-2  Drift of acceptor stem identity elements in animal mitochondrial tRNAs

Amino acid Identity elements in Conservation in non-animal  Conservation in animal
acceptor stema mitochondria (%) mitochondria (%)

Ala G3:U70 85 21

Arg A20 42 5

Asp G73,G10 92, 80 13,8

Gln G2:C71 72 4

Gly C2:G71, G3:C70 66, 79 46,0

His G1 62 0

Ile C4:C69, C29:G41 47,52 8,2

Leu A73,U8:A14 97, 100 68, 59

Lys A73,G2:U71 86, 33 70, 10

Met U4:A69 41 2

Phe G15:C48 84 2

Pro G15:C48, A73 37,88 6,8

Ser G73,G2:C71 86, 100 24,11

Thr C2:G71 100 38

Tyr A73 96 86

Val G3:C70, U4:A69 95, 30 17,9

a Identity elements in bacterial or eukaryotic tRNAs for review (see Refs. [31, 32]).
b Percentages calculated using all sequences in the Bayreuth tRNA database [90].

This situation was possibly initiated by the reduction of total tRNA genes. This
reduction simplified the recognition problem for the mitochondrial synthetases, and
allowed the recognition elements to drift into new sequence spaces, thus changing
the types of identity elements and ‘melting’ the genetic code. This process promoted
the appearance of new tRNA sequences, because new tRNA variations did not neces-
sarily result in gross aminoacylation errors. These new tRNAs were then capable of
acquiring new codon meanings, allowing the genetic code of these organelles to
start evolving at a faster pace.

Acknowledgements
This work was supported by grant GM15539 and GM23562 from the National

Institutes of Health and by a Fellowship from the National Foundation for Cancer
Research.



References

1

N

w

4

w

~N

(-

o

10

n

12

13

14

15

16

17

18

19

20

21

P.R. Schimmel, D. Séll, Ann. Rev.
Biochem. 1979, 48, 601-648.

S. Cusack, Curr. Opin. Struct. Biol.
1997, 7, 881-889.

A. Tzagoloff, D. Gatti, A. Gampel,
Prog. Nucl. Acid. Res. Mol. Biol. 1990,
39, 129-158.

C.R. Woese, G.J. Olsen, M. Ibba et al.,
Microbiol. Mol. Biol. Rev. 2000, 64,
202-2306.

C. Woese, Proc. Natl. Acad. Sci. USA
1998, 95, 6854-6859.

C.R. Woese, Microbiol. Rev. 1987, 51,
221-271.

T. Webster, H. Tsai, M. Kula et al.,
Science 1984, 226, 1315-1317.

S. Cusack, C. Berthet-Colominas,

M. Hartlein et al., Nature 1990, 347,
249-255.

G. Eriani, M. Delarue, O. Poch et al.,
Nature 1990, 347, 203-200.

D. Moras, Trends Biochem. Sci.

1992, 17, 159—164.

L. Ribas de Pouplana, P. Schimmel,
J. Biol. Chem. 2001, 276, 6881-6884.
T. Hashimoto, L.B. Sanchez,

T. Shirakura et al., Proc. Natl. Acad.
Sci. USA 1998, 95, 6860-6865.

J.W. Chihade, J.R. Brown, P.R. Schimmel
etal., Proc. Natl. Acad. Sci. USA 2000,
97, 12153-12157.

Y.M. Hou, P. Schimmel, Nature 1988,
333, 140-145.

W.H. McClain, K. Foss, Science 1988,
240,793-796.

S.J. Park, P. Schimmel, J. Biol. Chem.
1988, 263, 16527-16530.

A.D. Yaremchuk, M.A. Tukalo,

LA. Krikliviy et al., J. Mol. Biol.

1992, 224, 519—522.

H. Himeno, T. Hasegawa, T. Ueda
etal., Nucl. Acid. Res. 1990, 18,
6815-6819.

M.E. Saks, J.R. Sampson, EMBO J.
1996, 15, 2843-2849.

P. Schimmel, R. Giegé, D. Moras
etal., Proc. Natl. Acad. Sci. USA
1993, 90, 8763-87068.

C. de Duve, Nature 1988,

333, 117-118.

22

23

24

25

26

27

28

29

30

3

—

32

33

34

35

36

37

38

39

40

41

42

References

K. Musier-Forsyth, P. Schimmel,

Acc. Chem. Res. 1999, 32, 368-375.

C. Francklyn, P. Schimmel, Nature
1989, 337, 478481

M. Frugier, C. Florentz, R. Giegé,

Proc. Natl. Acad. Sci. USA 1992, 89,
3990-3994-

M. Frugier, C. Florentz, R. Giegé,
EMBO J. 1994, 13, 2219—2226.

S.A. Martinis, P. Schimmel:

in tRNA, Structure, Biosynthesis,

and Function, eds D. Soll,

U.L. RajBhandary, ASM Press,
Washington, DC 1994, 349-370.

M.E. Saks, J.R. Sampson, J.N. Abelson,
Science 1994, 263, 191-197.

O. Nureki et al.: in The Translational
apparatus, eds K.H. Nierhaus,

F. Franceschi, A.R. Subramanian

et al., Plenum, New York 1993, 59-66.
C.S. Hamann, Y.M. Hou, Biochemistry
1995, 34, 6527-6532.

B. Felden, R. Giegé, Proc. Natl. Acad.
Sci. USA 1998, 95, 10431-10436.

R. Giegé, M. Sissler, C. Florentz,
Nucleic Acids Res 1998, 26, 5017-5035.
P.J. Beuning, K. Musier-Forsyth,
Biopolymers 1999 52, 1-28.

P. Schimmel, B. Henderson, Proc. Natl.
Acad. Sci. USA 1994, 91, 11283— 11286.
B.S. Henderson, P. Schimmel, Bioorg.
Med. Chem. 1997, 5, 1071-1079.

W. Moller, G.M. Janssen, J. Mol. Evol.
1992, 34, 471-477-

S. Rodin, S. Ohno, A. Rodin, Orig. Life
Evol. Biospys. 1993, 23, 393—418.

M. Di Giulio, Orig. Life Evol. Biosph.
1994, 24, 425-434.

T.P. Dick, W.A. Schamel, J. Mol. Evol.
1995, 41, 1I-9.

S. Rodin, A. Rodin, S. Ohno,

Proc. Natl. Acad. Sci. USA

1996, 93, 4537-4542.

C. Hountondji, P. Dessen, S. Blanquet,
Biochimie 1986, 68, 1071-1078.

S.W. Ludmerer, P. Schimmel,

J. Biol. Chem. 1987,

262, 10801-10806.

P. Schimmel, L. Ribas de Pouplana,
Cell 1995, 81, 983-986.

183



184

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

4 tRNA and Synthetases

M. Ibba et al., Science 1997, 278,
I119—II22.

M. Jasin, L. Regan, P. Schimmel,
Nature 1983, 306, 441-447.

K. Shiba, P. Schimmel, Proc. Natl.
Acad. Sci. USA 1992, 89, 1880-1884.
C.W. Carter, Jr., Ann. Rev. Biochem.
1993, 62, 715-748.

S. Cusack, Biochimie 1993, 75,
1077-1081.

M. Sprinzl, F. Cramer, Proc. Natl.
Acad. Sci. USA 1975, 72, 3049—-3053.
T.H. Fraser, A. Rich, Proc. Natl. Acad.
Sci. USA 1975, 72, 3044—30438.

P. Schimmel, E. Schmidt, Trends
Biochem. Sci. 1995, 20, 1-2.

L. Lin, S.P. Hale, P. Schimmel,
Nature 1996, 384, 33-34.

O. Nureki et al., Science 1998, 280,
578-582.

W.C. Tsui, A.R. Fersht, Nucleric. Acid.
Res. 1981, 9, 4627-4637.

R. Sankaranarayanan et al., Cell
1999, 97, 371-381.

P.J. Beuning, K. Musier-Forsyth,
Proc. Natl. Acad. Sci. USA 2000,

97, 8916-8920.

A. Dock-Bregeon et al., Cell 2000,
103, 877-884.

P.J. Beuning, K. Musier-Forsyth,

J. Biol. Chem. 2001, 276, 30779—30785.
K. Beebe, L. Ribas de Pouplana,

P. Schimmel, EMBO J.

2003, 22, 668-675.

L. Ribas de Pouplana, P. Schimmel,
Cell 2001, 104.

L. Ribas de Pouplana, P. Schimmel,
Trends Biochem. Sci. 2001, 206,
591-596.

V. Biou, A. Yaremchuk, M. Tukalo
etal.,, Science 1994, 263, 1404-1410.
S. Fukai, O. Nureki, S. Sekine et al.,
Cell 2000, 103, 793-803.

H. Bedouelle, Biochimie

1990, 72, 589-598.

L.F. Silvian, J]. Wang, T.A. Steitz,
Science 1999, 285, 1074—1077.

M.A. Rould, ].J. Perona, D. Séll
etal., Science 1989, 246, 1135-1142.
M. Ruff et al., Science 1991, 252,
1682-1689.

Y. Goldgur, L. Mosyak, L. Reshetnikova
et al., Structure 1997, 5, 59—68.

68

69

70

7

—

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

T. Terada, O. Nureki, R. Ishitani et al.,
Nat. Struct. Biol. 2002, 9, 257-262.
S.N. Rodin, S. Ohno, Orig. Life Evol.
Biospys. 1995, 25, 565-589.

C.W. Carter, W.L. Duax, Mol. Cell
2002, 10, 705—708.

S. Rodin, S. Ohno, A. Rodin, Proc. Natl.
Acad. Sci. USA 1993, 90, 4723—4727.
G.M. Nagel, R.F. Doolittle, Proc. Natl.
Acad. Sci. USA 1991, 88, 8121-8125.
G.M. Nagel, R.F. Doolittle, J. Mol. Evol.
1995, 40, 487-498.

J.R. Brown, W.F. Doolittle, Proc. Natl.
Acad. Sci. USA 1995, 92, 2441-2445.
C.J. Bult et al., Science 1996, 273,
1058-1073.

L. Ribas de Pouplana, R.]. Turner,
B.A. Steer et al., Proc. Natl. Acad. Sci.
USA 1998, 95, 11295-11300.

M. Ibba, H.C. Losey, Y. Kawarabayasi
etal., Proc. Natl. Acad. Sci. USA

1999, 96, 418— 423.

P. Schimmel, L. Ribas de Pouplana, Proc.
Natl. Acad. Sci. USA 1999, 90, 32;7—328.
F.H. Crick, J. Mol. Biol.

1968, 38,367-379.

S. Osawa, D. Collins, T. Ohama et al.,
J. Mol. Evol. 1990, 30, 322—328.

M.A. Santos, T. Ueda, K. Watanabe

et al., Mol. Microbiol. 1997 26, 423—431.
M.A.S. Santos, M.F. Tuite: in

The Genetic Code and the Origin

of Life, eds L. Ribas de Pouplana,
Landes Biosciences, Houston

2003, in press.

P. Schimmel, J. Mol. Evol.

1995, 40, 531-536.

E.W. Eldred, P.R. Schimmel,
Biochemistry 19772, 11, 17-23.

A.A. Schreier, P.R. Schimmel,
Biochemistry 1972, 11, 1582-1589.

A.R. Fersht, C. Dingwall, Biochemistry
1979, 18, 2627-2631.

E. Schmidt, P. Schimmel, Science 1994,
204, 265—267.

L. Lin, S.P. Hale, P. Schimmel, Nature
1996, 384, 33-34.

C.G. Kurland, Bioessays 1992,
14,709-714.

M. Sprinzl, K.S. Vassilenko,

J. Emmerich et al., http://www.uni-
bayreuth.de/departments/biochemie/

trna/ 1999.



5
mRNA Decay and RNA-degrading Machines
in Prokaryotes and Eukaryotes

Agamempnon J. Carpousis and Marc Dreyfus

5.1
Summary

Research over the past two decades has elucidated the pathways for mRNA decay in
Escherichia coli and Saccharomyces cerevisiae. The study of these model organisms has
given us a general overview of mRNA decay in both prokaryotes and eukaryotes.
Although the two pathways are largely divergent, some common features are also
apparent. Amongst the novel discoveries made in the course of this work was the
identification and characterization of the E. coli RNA degradosome and the S. cerevi-
siae exosome, which are multienzyme RNA-degrading machines involved in the
maturation of stable RNA and the degradation of mRNA. In this chapter, we
describe and compare the E. coli and S. cerevisiae mRNA decay pathways, we discuss
the role of RNase E and the RNA degradosome in procaryotic RNA degradation, and
then we compare the degradosome to RNase E-based complexes found in other bac-
teria, and to the eukaryotic exosome.

5.2
Introduction

The ribosome, which decodes genetic information and synthesizes protein, is not the
only multicomponent machine that uses RNA as a substrate. Other examples include
eukaryotic systems involved in mRNA splicing, 3'-polyadenylation and export from
the nucleus as well as eukaryotic and procaryotic complexes involved in RNA matura-
tion and degradation. The E. coli RNA degradosome and the S. cerevisiae exosome are
multienzyme RNA-degrading machines involved in the maturation of stable RNA
and the degradation of mRNA. The best-known stable RNAs are the transfer and
ribosomal RNAs, which are processed from precursor transcripts to their mature
forms. Messenger RNAs are unstable with half-lives in E. coli ranging from 30 s to
20 min at 37° C. In eukaryotic cells, mRNA turnover is slower, but the half-lives are
usually shorter than the generation time. The instability of mRNA is an important
property permitting timely adjustments to changes in growth conditions or to geneti-
cally controlled programs of expression. Until recently, transfer and ribosomal RNAs
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were believed to be protected from degradation by their rapid folding and assembly
into compact structures. This simplistic view seems unlikely since the RNA-degrad-
ing machinery is more robust than imagined previously. Another widely held pre-
conception was that the enzymes involved in the processing of stable RNA are
distinct from those in the degradation of mRNA. With the discovery, in E. coli and S.
cerevisige, that ribonucleases involved in the maturation of ribosomal RNA are also
important in the degradation of mRNA, it is now evident that these processes are
closely connected. Several articles at the beginning of the references are recom-
mended for reviews on the degradation of mRNA in bacteria [1-4] and eukaryotes
[5-7].

5.3
mRNA Decay in E. coli

In E. coli, the degradation of mRNA is mediated by the combined action of endo-
and exoribonucleases (Fig. 5-1A). The endonucleases initiate mRNA decay by creat-
ing fragments that are then degraded by the exonucleases. It is now generally
believed that the principal endonuclease involved in mRNA decay is RNase E. Argu-
ments supporting this contention have been marshalled in a recent review [8]. In a
subsequent step, two enzymes, RNase II and PNPase, degrade the RNA fragments
in a 3’55’ pathway. Enzymes related to RNase II and PNPase are widespread in
bacteria and eukaryotes [9, 10]. RNase II is a hydrolytic enzyme producing nucle-
otide monophosphates (AMP, etc.). PNPase, which is a phosphorylase, uses inor-
ganic phosphate yielding nucleotide diphosphates (ADP, etc.). Although we
sometimes speak of PNPase as a phosphate-dependent ribonuclease, this is not
strictly correct since nucleases are hydrolytic by definition. A strain of E. coli with
mutations in the genes encoding RNase II and PNPase, which is conditionally
lethal, accumulates mRNA fragments under conditions that are non-permissive for
growth [11]. This result is the principal experimental evidence for mRNA fragments
as intermediates in decay. The 3’-ends of many bacterial mRNAs, such as those
formed by rho-independent termination, are sequestered in stem-loop structures
that protect them from degradation. Intercistronic regions in polycistronic tran-
scripts can also harbor protective RNA structures and nascent transcripts have 3'-
ends protected by the RNA polymerase. Thus, RNase II and PNPase are believed to
be generally incapable of initiating the decay of an intact mRNA. The endonucle-
olytic cleavage of an mRNA can remove protective RNA structures or sever the
nascent transcript from the RNA polymerase, thus producing a single-stranded 3'-
end upstream of the cleavage that is a binding site for the exonucleases. Further-
more, the possibility that a cleavage by RNase E might ‘trigger’ exonuclease-medi-
ated decay of the downstream mRNA fragment is discussed below. The idea that
the initial attack by an endonuclease is followed by exonucleolytic decay of mRNA
fragments was an important advance in our concept of the degradation of mRNA in
E. coli [12, 13].
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Figure 5-1  Messenger RNA decay in E. coli
(A) and S. cerevisiae (B). The degradation of a
hypothetical polycistronic transcript encoding
genes A, B, and C is shown in (A). The order of
decay depicted here is B, A and then C, but this
is an arbitrary choice. The pattern of decay of a
real polycistronic transcript in E. coli depends
on the transcription unit. RNAP (step 1) is the
DNA-dependent RNA polymerase. The open
circles (steps 2—4) indicate 5'- and 3’-UTRs,
and intergenic regions that contain elements
controlling translation and mRNA decay.
Dashed lines (steps 3—4) indicate cistrons
where translation has been arrested and the
mRNA has been fragmented by RNase E.
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The degradation of a hypothetical eukaryotic
mRNA is shown in (B). The 5'-cap and
3’-poly(A) complexes are important for trans-
lation and mRNA stability. Their removal
arrests translation initiation and triggers

the degradation of the body of the message.
RNase Il (A, step 5) and Xrn1p (B, step 4)
are hydrolytic enzymes that use water to
produce nucleotide monophosphates
(NMPs). PNPase (A, step 5) is a phosphory-
lase that uses inorganic phosphate to
produce nucleotide diphosphates (NDPs).
The exosome (B, step 4) has both
phosphorylytic and hydrolytic activity.

In Fig. 5-1(A) (step 5), poly(A) polymerase assists in the degradation of the mRNA
fragments by RNase II and PNPase. RNA 3'-polyadenylation has been implicated in
E. coli mRNA decay [14-17]. In the PNPase/RNase II double mutant, under non-per-
missive conditions, the polyadenylation of mRNA decay intermediates is easily
detected. In vivo and in vitro work has shown that 3’-poly(A) addition promotes the
exonucleolytic degradation of RNAs whose 3'-ends are sequestered in secondary
structure [18-20]. Since the exonucleases are single-strand-specific, the addition of a
3'-poly(A) tail creates a binding site for the exonucleases (see Refs. [21-23] for
reviews). Furthermore, in vitro experiments using purified PAP I, PNPase and ATP
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have demonstrated the degradation of a structured RNA in a reaction involving mul-
tiple cycles of polyadenylation [20]. Based on these results, it has been suggested that
repeated rounds of polyadenylation and exonucleolytic attack might be necessary for
certain hard-to-degrade intermediates. Taken together, this work has shown that
RNA 3'-polyadenylation facilitates the decay of certain highly structured mRNA frag-
ments and it suggests that polyadenylation could have a general role in accelerating
degradation by the exonucleases.

5.4
mRNA Decay in S. cerevisiae

In eukaryotes, the endonucleolytic decay of mRNA appears to be less important
although it could be involved in regulating the stability of certain messages [24-26].
Two exonucleolytic pathways have been described in S. cerevisiae: 3'—>5’ and 5'—3’
pathways [27-31]. Eukaryotic mRNAs are protected by 5'-cap structures and 3'-
poly(A) tails. Both elements bind specific proteins that can interact with each other,
so that the mRNA is effectively circular (Fig. 5-1B). The cap and poly(A) complexes
are important for translation and mRNA stability. Deadenylation by a poly(A)-spe-
cific nuclease, followed by decapping, are prerequisites for degradation of the body
of the message. Decapping is deadenylation-dependent. In the 5'—3’ degradation
pathway, the mRNA is degraded by the exonuclease encoded by XRN1, a hydrolytic
enzyme producing nucleotide monophosphates. The 3'—5’ degradation pathway
involves a multiprotein complex, the exosome (see below), which contains both
hydrolytic and phosphorylytic enzymes. Note that since deadenylation promotes
decapping and thus the arrest of translation initiation, the 5'—3’ and 3'—5' path-
ways are ordered processes in which no new translation can occur during the degra-
dation of the body of the mRNA. In S. cerevisiae, the 5'—3' pathway is apparently the
predominant mode of degradation. Whether this is the case in other eukaryotes
remains to be clarified. A recent in vitro study suggests that the 3’5’ pathway
mediated by the human exosome has an important role in the degradation of short-
lived mRNAs encoding certain cytokines and oncogenes [32].

5.5
A Comparison of mRNA Decay in E. coli and S. cerevisiae

A comparison of the E. coli and S. cerevisiae pathways in Fig. 5-1 shows that bacterial
and eukaryotic mRNA decays are considerably divergent. This probably reflects fun-
damental differences in the organization of transcription units and the mechanism of
translation initiation. E. coli does not have a 5'—3’ degradation pathway. The 5'-ends
of its mRNA are neither capped nor are there known 5'—3’ ribo-exonucleases.
Homologs of the yeast capping enzyme and Xrnlp are found only in other eukary-
otes. Thus, capping and the 5'—3’ degradation pathway are apparently specific fea-
tures of the eukaryotic cell. Eukaryotic messages are generally monocistronic and
translation initiation usually involves scanning from the 5’-cap complex to the AUG.
Bacterial messages are often polycistronic and translation initiation involves
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sequence-specific binding of the ribosome just upstream of the initiating AUG.
Owing to this internal mode of entry, the frequency of translation initiation can be
independent for each cistron of a polycistronic mRNA. In addition, the inactivation
by endonucleolytic cleavage can trigger the decay of a cistron without disrupting
neighboring cistrons. Thus, in a bacterial transcription unit with a single promoter,
the yield of protein as well as the level of steady-state mRNA can vary considerably
from cistron to cistron even though the transcription rate is equivalent. It is difficult
to imagine how the independent decay of individual cistrons within a polycistronic
transcript could be achieved without the action of an endonuclease. In contrast, there
is no obvious advantage in initiating the decay of a monocistronic eukaryotic tran-
script with an endonuclease although an endonucleolytic cleavage in a 3'-UTR could
serve as an alternative pathway for deadenylation.

It has been argued that the E. coli mRNA decay pathway outlined in Fig. 5-1(A) is
inherently flawed since, in principle, a translated message might be cleaved inter-
nally leading to a truncated mRNA without a stop codon and thus a stalled ribosome
with an incomplete nascent polypeptide. In the next section, we discuss possible
mechanisms whereby many E. coli mRNAs may in fact decay via an orderly process
in which initiation of decay is coordinated with the arrest of translation, as is the
case for eukaryotic mRNAs. Nevertheless, E. coli and other bacteria have a mecha-
nism for rescuing ribosomes stalled on an mRNA fragment. The tmRNA, with both
tRNA and mRNA function, permits a trans-translation step in which the tmRNA ini-
tially binds to the stalled ribosome as a tRNA, then it serves as a short mRNA tem-
plate providing a stop codon [33-35] (see Chap. 11 for more details). Briefly, in this
process, the mRNA fragment is released and the truncated polypeptide receives a
short C-terminal addition encoded by the tmRNA. The tmRNA-encoded C-terminal
tag contains a signal that directs the proteolysis of the incomplete polypeptide. Fac-
tors associated with the tmRNA include RNase R, a ribonuclease related to RNase II
[36]. Further work is required to establish if RNase R is involved in the decay of the
mRNA fragment. It should be noted that a related process, involving the exosome,
has been described in yeast [37]. In eukaryotic ‘non-stop decay’, the exosome
degrades the mRNA fragment, although the fate of the stalled ribosome and the
associated polypeptide remains to be elucidated. Whereas the tmRNA in E. coli can
rescue a ribosome stalled at the 3'-end of a non-stop mRNA, it can also release ribo-
somes that are stalled internally on an intact mRNA. Thus, the emerging view is that
the tmRNA has a general role in the rescue of stalled ribosomes [33].

5.6
RNase E Specificity: A Role in Translation Arrest?

The RNase E of E. coli is a single-strand specific endo-ribonuclease with a preference
for AU-rich sequences [38—41]. In vitro work has shown that although RNase E is an
endonuclease, its activity is influenced by the 5'-end of the RNA [42]. The hybridiza-
tion of an oligonucleotide to the 5’-end of a small RNA substrate inhibits endonucle-
olytic cleavage by RNase E at a downstream site suggesting that single-stranded 5’-
ends facilitate substrate binding. These results could explain previous in vivo work
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which showed that RNA stem loops, sequestering the 5’-end into double-stranded
structure, impede RNase E-mediated degradation [43]. Furthermore, the in vitro
work showed that the initial rate of cleavage is faster with a 5’-monophosphate end
than with a 5'-triphosphate, and that covalently closed circular RNAs are resistant to
cleavage by RNase E. Thus, RNase E ‘senses’ RNA topology presumably by recogni-
tion of the 5'-end although other results suggests that the 3’-end could be involved
as well [44]. The remarkable stability of covalently closed circular mRNA in vivo is
further evidence for the importance of the RNA ends in controlling degradation [45].
Nevertheless, mRNA that is fully protected at the 5’-end by a stem-loop structure can
still be degraded in a slow RNase E-dependent pathway that apparently involves
‘internal entry’, i.e., via an end-independent mechanism [46].

The interaction of RNase E with the ends of its substrate could help to give an
overall direction to mRNA decay. The model in Fig. 5-2 shows how RNase E could
help to reinforce a 5'—3’ directionality if the initial cleavage is in the 5’-end. RNase
E, which is known to be oligomeric, is generally presumed to be a dimer. After the
initial cleavage, RNase E is envisioned to remain tethered to the 5'-end of the decay
product (Fig. 5-2). Since the enzyme is dimeric, it could remain bound to the 5'-end
and simultaneously interact with a downstream site by ‘looping out’ the intervening
RNA [1]. Repeated cycles of tethering and looping could produce a rapid, processive
reaction in which RNase E fragments the message. If the initial cleavage inactivates
translation, this could help to resolve the translation-decay conflict by facilitating
RNase E cleavage as the ribosomes clear from the message. A 5'—3’ directionality of
mRNA decay was first proposed by Apirion as a means of avoiding conflicts between
translation and decay [12]. This directionality is indeed evident in long cistrons such
as lacZ, in which the 5’ region starts decaying before the 3’-end is made [47]. The
localization of RNase E to the inner periphery of the E. coli cell [48] could also con-
tribute to this directionality, since the most recently synthesized RNA, being associ-
ated with the nucleoid in the interior of the cell, might not be accessible to RNase E:
it is the 5'-end of the growing transcript that would first reach RNase E.

The model in Fig. 5-2 is probably an oversimplification. Recent work with short
synthetic RNAs suggests that RNase E has a preference for distal cleavage sites giving
an overall 3’5’ directionality in vitro [49]. The basis for this preference is not known
but it could involve recognition of the 3’-end by RNase E. Furthermore, our under-
standing of the decay of two well-studied mRNAs is at odds with the model in Fig. 5-
2. In the rpsO message, the initial cleavage by RNase E is 10 nucleotides downstream
of the translation termination codon and in the rpsT message, in the 3’ half of the
coding sequence [50, 51]. Thus, there is no evidence that RNase E cleaves the 5'-
UTRs of these messages. Whether our understanding of the rpsO and rpsT messages
can be generalized to other messages is not clear since both are short transcripts
whose translation is self-regulated by the binding of their cognate proteins to transla-
tional operators in their 5'-UTRs. Regardless of these considerations, other mecha-
nisms for avoiding the translation-degradation conflict are possible. For instance, a
relatively minor modification of the scheme depicted in Fig. 5-2 would be that RNase
E binds to, but does not cleave, the translation-initiation region in an initial step that
arrests translation. Indeed, it has been proposed that RNase E (or other RNA-binding
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A) intact translated message

B) RMase E tethered to degradation products
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Figure 5-2 A hypothetical scheme in which a slow initial cleavage
by dimeric RNase E leads to a rapid processive fragmentation of
the mRNA (see text). In this model, the initial cleavage in the
5’-UTR inactivates translation initiation. The subsequent
cleavages by RNase E tethered to the monophosphate 5’-end

of the decay products occur as the ribosomes clear from the
transcript. In this process, RNase E remains bound to the
5’-monophosphate end in a reaction that involves the ‘looping
out’ of the RNA substrate as RNase E searches for cleavage sites.
For simplicity, the mRNA is represented as a monocistronic
transcript with protective structures in the 5'- and 3’-UTRs

(open circles), but this model could also apply to a cistron

within a polycistronic message.

proteins) could arrest translation and sequester the message in an inactive form
before initiating nucleolytic degradation [52]. Translation initiation sites are unstruc-
tured and by definition contain binding sites for the ribosomal protein S1. RNase E is
single-strand-specific and contains an S1 RNA-binding domain. Thus, 5'-UTRs and
intergenic regions containing translation-initiation regions could be targets for
RNase E binding. Other non-nucleolytic models for translation arrest have been pro-
posed. For instance, it has been suggested that decay might be initiated by a ‘collapse’
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of the translation-initiation region into RNA secondary structure that inhibits ribo-
some binding [53, 54]. In research on E. coli mRNA decay, sorting out the connection
between mRNA degradation and translation arrest is an important challenge.

The ideas presented in this section are based principally on the study of short
RNA substrates in vitro or short monocistronic messages in vivo. How these ideas
apply to more complicated polycistronic mRNAs remains to be elaborated; however,
it seems probable that the intergenic regions of polycistronic transcripts will contain
elements that act as initiators of the decay as well as elements that serve as barriers
preventing the spread of decay from a cistron to its neighbors.

5.7
The E. coli RNA degradosome

Two temperature-sensitive mutations, now known as rne3071 and rnel, were identi-
fied because of their effect on the maturation of 5S ribosomal RNA [55] and the deg-
radation of mRNA [56]. Subsequent studies showed that both mutations are in the
structural gene for RNase E [57-59]. It is now generally accepted that RNase E has a
role in both the maturation of ribosomal RNA and the degradation of mRNA. Recent
work has shown that RNase E is also essential for tRNA maturation and evidence
from these studies suggests that tRNA deficiency is the ultimate cause of lethality in
RNase E mutant strains [60, 61]. It is striking that RNase E appears to have a role in
the processing and degradation of nearly every transcript in E. coli. RNase E is a
large, multidomain enzyme that is part of a complex called the RNA degradosome.
Figure 5-3 shows a schematic representation of the primary structure of RNase E. Its

RMasze G NHj CO,H 485 aa

50% ldentical + similar

RMase G NH; COgH 1081 aa
81  endo-ribonuclease praline rich
s RNA binding

= ‘scaffold’ for Intercation
with components of
the RMNA degradosome

Figure 5-3  The RNase E/G family of enzymes. The RNase E
and RNase G of E. coli are paralogues in which the N-terminal
S1 RNA-binding domain and the endo-ribonuclease catalytic
site are conserved [59]. RNase E differs from RNase G by its
long C-terminal non-catalytic region containing proline ‘hinge’
regions, sites that bind RNA, and a ‘scaffold’ involved in
protein—protein interactions with other components of the
RNA degradosome (see text). Homologs of RNase G (catalytic
domain only) and RNase E (non-catalytic extensions) are found
throughout the eubacterial kingdom and in the plant chloroplast
(71, 72, 110].
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nucleolytic activity resides in the N-terminal half of the protein, which also contains
an S1 RNA-binding domain [62-66]. The C-terminal half (CTH) of the protein con-
tains several proline-rich regions, two arginine-rich RNA-binding regions and sites
for protein—protein interactions with the other components of the RNA degrado-
some. E. coli encodes a paralogue, now called RNase G, that is about half the size of
RNase E [67-69]. Although their catalytic domains are related, RNase G lacks the
region corresponding to the CTH of RNase E (Fig. 5-3). It is noteworthy that RNase
G is also 5'-end-dependent. This thus appears to be a general property of the RNase
E/G family and the determinants involved in the 5’-end preference are apparently
part of the conserved N-terminal catalytic domain. Proteins related to RNases E and
G are found throughout the eubacterial kingdom and in certain plants [70-72]. The
plant homologs are presumably in the chloroplast, which is an organelle of eubacte-
rial origin. The ‘RNase E/G’ family can be divided into two groups: the large RNase
E-like enzymes that can form degradosome complexes and the small RNase G-like
proteins that presumably act alone. Although related, these enzymes are not func-
tionally equivalent since in E. coli, RNase E is essential for viability whereas RNase G
is dispensable. Nevertheless, it has been shown recently that if RNase G is over-
expressed, it can complement a knockout of the gene encoding RNase E [73].

A multienzyme complex, now called the RNA degradosome, was discovered during
the purification and characterization of E. coli RNase E [39, 74-76]. The major compo-
nents of the RNA degradosome include RNase E, PNPase, and the DEAD-box RNA
helicase, RhIB [77-79]. The RNA degradosome also contains enolase, a glycolytic
enzyme, as an integral component. Associated proteins, present in substoichiometric
amounts, include polyphosphate kinase (PPK), DnaK, and GroEL. Inter-actions with
other enzymes such as E. coli poly(A) polymerase and the ribosomal protein S1 have
also been reported [80, 81]. The role of enolase, PPK and other associated proteins in
the degradation of mRNA remains to be clarified. The non-catalytic CTH of RNase E
has been shown to contain the protein ‘scaffold’ upon which the other components of
the RNA degradosome assemble [70, 82]. A functional ‘minimal’ degradosome con-
taining RNase E, RhIB, and PNPase can be reconstituted from purified components
(83, 84].

The association of RNase E and PNPase in a complex could provide a direct physi-
cal link for their cooperation in degradation. Indeed, there is in vivo evidence for coor-
dination between endonucleolytic cleavage at the 5'-end by RNase E and attack at the
3'-end by PNPase [19, 21, 85]. RNA I, a small 108 nucleotide molecule, is a repressor
of ColE1 plasmid replication with a short lifetime similar to that of an mRNA.
Although the primary transcript with a 5’-triphosphate end and 3'-RNA stem-loop
structure is resistant to PNPase attack, removal of five nucleotides from the 5’-end by
RNase E triggers the decay of the RNA I-s intermediate in a pathway that involves 3'-
polyadenylation and degradation by PNPase. It has been suggested that poly(A) poly-
merase and PNPase might be recruited to RNA I-s5 by their interaction with RNase E
in the degradosome. Indeed, with the rne131 mutant (see below), which disrupts the
RNA degradosome, there is significant stabilization of the RNA I-s intermediate
(M. Dreyfus, unpublished results). The decay of other small regulatory RNAs, such as
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Sok, controlling R1 plasmid partition, and CopA, controlling R1 plasmid replication,
are also controlled by an initial cleavage at the 5'-end by RNase E followed by a 3’
attack by PNPase [86, 87]. Although it is tempting to believe that the decay of these
small regulatory RNAs could serve as a model for mRNA degradation, as discussed
above, there is little evidence supporting the idea that RNase E initiates decay by
cleavage in the 5’-end of an mRNA. However, a coordination between RNase E cleav-
age and subsequent steps involving polyadenylation and PNPase attack could be part
of a pathway mediating the degradation of structured mRNA decay intermediates or
mRNA 3’-end-fragments blocked by stem-loop structures.

The nuclease activity of RNase E is essential, but strains expressing protein with
C-terminal truncations are viable. An allele, now known as rne131, directing the syn-
thesis of a protein lacking the non-catalytic part of RNase E, was isolated in a screen
for extragenic suppressors of a temperature-sensitive mukB allele [88]. The suppres-
sion resulted from overexpression of the mutant MukB protein. Several other rne
mutants were obtained, all of them resulting in a truncated protein. The rnel31
mutation was extensively characterized in a subsequent study which showed that the
maturation of 5S ribosomal RNA was normal, whereas there was a small but detect-
able slowdown in the decay of bulk mRNA [89]. It was also demonstrated that certain
messages such as the endogenous thrS mRNA or messages synthesized by bacte-
riophage T7 RNA polymerase were preferentially stabilized compared with bulk
mRNA. These messages, in which the coupling of transcription and translation is
disrupted, might be degraded by RNase E in an alternative pathway distinct from
that involving normally translated mRNA (see the next paragraph). Recent work
with mutants disrupting various regions in the non-catalytic part of RNase E has
demonstrated that it contains both positive and negative elements affecting mRNA-
degrading activity [90]. This work also showed that (i) the autoregulation of RNase E
synthesis (see the next section) compensates, at least partly, for the defective activity
of the mutant enzyme in vivo; (ii) the rnel31 mutant has a significant growth defect
in the absence of autoregulation; and (iii) even with autoregulation, the mutant
strains are less fit than an isogenic wild-type strain in growth competition experi-
ments. Thus, it seems reasonable to suggest that the non-catalytic part of RNase E is
involved in fine-tuning RNA-degrading activity although the specific role of each ele-
ment remains to be elucidated.

It is noteworthy that bacteriophage T7 expresses a protein kinase that phosphory-
lates a number of E. coli proteins including two components of the RNA degrado-
some, RNase E and RhIB [91]. The target in RNase E, which is heavily
phosphorylated, is the non-catalytic region containing the RNA-binding domains
and protein scaffold. Bacteriophage T7 encodes its own RNA polymerase. In unin-
fected cells, mRNA synthesized by this polymerase is exceptionally sensitive to inac-
tivation by RNase E [92]. Since the transcription-elongation rate of the T7 RNA
polymerase is 5- to 10-fold faster than its E. coli counterpart, it largely exceeds the
rate of translation elongation. This leads to long stretches of ribosome-free mRNA
proximal to the RNA polymerase. The inactivation of these messages by RNase E
appears to involve ‘internal entry’, i.e., via a 5'-end-independent mechanism [46, 91].
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Expression of the T7 protein kinase in uninfected cells stabilizes mRNA transcribed
by the T7 RNA polymerase [91]. Thus, during a T7 infection, phosphorylation could
help to stabilize the bacteriophage messages although this has not been demon-
strated directly. It should be interesting to elucidate the mechanism by which the
phosphorylation of RNase E controls 5’-end-independent mRNA decay and to ask if
there are cellular protein kinases, perhaps regulated as part of a signal transduction
pathway, which modulate RNase E activity depending on conditions of growth or
stress.

5.8
The Autoregulation of RNase E and PNPase Synthesis:
A Link between Bulk Translation and mRNA Stability

The expressions of RNase E and PNPase are both autoregulated in posttranscrip-
tional pathways that involve the control of mRNA stability via elements in the 5’'-
untranslated region (UTR) of their messages (Fig. 5-4). The mRNA encoding RNase
E contains a 361 nt 5'-UTR region that controls the stability of the rne message in
response to RNase E levels [93, 94]. Experiments in which fusions were constructed
between the 5'-UTR and a lacZ reporter gene demonstrated that the rne leader regu-
lates functional stability by a mechanism that ‘senses’ RNase E activity in the cell.
More recent work has identified a stem-loop structure in the rne leader that is essen-
tial for autoregulation and it has been proposed that binding to this site tethers
RNase E to the mRNA and promotes its degradation [95, 96]. In the presence of high
levels of RNase E, its mRNA would be destabilized thus decreasing expression,
whereas low levels would provoke mRNA stabilization and increased expression.
The control of RNase E expression can be viewed as a homeostasis that assures ade-
quate RNase E activity. Indeed, recent in vivo results have confirmed that this auto-
regulatory system responds to changes in the demand for RNase E activity [97, 98].
This work shows that the RNase E message is particularly sensitive to changes in
RNase E concentration, i.e., it is only partially inactivated at concentrations where
other cellular targets are already saturated. How this is achieved remains to be eluci-
dated, but it suggests that the activity of RNase E on its own message is weaker than
its activity on other messages or precursors of stable RNA.

PNPase is expressed as part of a polycistronic transcript that begins with the rpsO
gene encoding the small ribosomal protein, S15 [99]. Maturation of the pnp message
involves RNase III processing of a double-stranded RNA structure encoded in the
intergenic space between rpsO and pnp. The processing by RNase III is essential for
autoregulation [100] and recent work has revealed a novel mechanism for the control
of PNPase expression [101]. RNase III processing yields a mature pnp mRNA with
its 5'-UTR hybridized to an oligoribonucleotide that stabilizes the mRNA (Fig. 5-4B).
The degradation of this oligoribonucleotide by PNPase destroys the duplex thus
exposing the 5'-monophosphate end and destabilizing the pnp message, which is
presumably degraded by RNase E although this has not been established. Thus, the
oligoribonucleotide acts as a sensor of the level of exonucleolytic activity in the cell.
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Figure 5-4  The autoregulation of RNase E (A) and PNPase (B)
synthesis. The green regions represent coding sequences whereas
the red represent untranslated regions (UTRs). In the mechanisms
described in both panels, autoregulation involves a process that
‘senses’ nuclease activity in the cell and controls expression by
modulating mRNA stability. In (A), the rne mRNA has a long,

361 nt, 5'-UTR that is specifically targeted by RNase E in a process
involving ‘tethering’ to an element in the 5'-UTR (see text). In (B),
PNPase expression is regulated in a two-step process. The primary
polycistronic transcript encoding rpsO and pnp is processed to a
mature pnp message in a pathway that involves degradation of the
rpsO message (not shown) and the processing of an intergenic
RNA stem loop by RNase III. The product of RNase Il cleavage is
drawn to emphasize that the processed message has a 5'-end that
is protected in a double-stranded RNA structure. The
oligoribonucleotide hybridized to the 5'-UTR of the pnp mRNA has
a short protruding 3'-end that is sensitive to attack by PNPase.
Degradation of the protective oligoribonucleotide by PNPase
promotes the decay of the pnp mRNA, which could be mediated by
RNase E although this has not been demonstrated.
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It should be mentioned that the other major exo-ribonuclease in E. coli mRNA
decay, RNase II, is also autoregulated and that there is cross-regulation between
RNase II and PNPase [102]. The effect of RNase II on PNPase expression could
involve degradation of the oligoribonucleotide that stabilizes the pnp message
although this remains to be tested. The mechanism by which RNase II is autoregu-
lated has not yet been elucidated.

The fact that the stability of the rne and pnp mRNAs varies with the concentration
of their cognate proteins suggests that PNPase and RNase E are never present in
excess in the cell. Rather, these proteins must be able to adjust continuously their
concentration through autoregulation. Consistent with this view, a burst in the syn-
thesis of an RNase E substrate causes a transient stabilization of the rne mRNA until
the RNase E pool has expanded to meet the new demand [97]. Similarly, even
though poly(A) tails usually destabilize mRNA fragments, overexpression of poly(A)
polymerase leads, paradoxically, to the stabilization of the pnp and rne mRNAs, pre-
sumably because the need to degrade the extra poly(A) tails increases the demand
for PNPase and RNase E [103]. Interestingly, the homeostatic regulation of RNase E
and PNPase expression may be responsible for a seemingly unrelated phenomenon,
i.e., the well-known stabilization of bulk mRNA that follows a block in translation.
This phenomenon is generally attributed to a protection of mRNAs by stalled ribo-
somes. However, even untranslated mRNAs are protected from degradation under
these circumstances, showing that the stabilization must somehow reflect the
reduced activity of the degradation machinery itself. In particular, RNA I and its
RNase E cleavage product, RNA I-5, are stabilized, suggesting that both RNase E and
PNPase are inhibited under these circumstances [85]. The homeostasy of RNase E
and PNPase can provide a straightforward explanation for these effects. Following a
translation block, the synthesis of ribosomal RNA is known to be boosted. Moreover,
the newly synthesized ribosomal RNA is unstable since it cannot assemble into ribo-
somes due to the lack of new ribosomal proteins [104]. This results in an increased
demand for RNase E and PNPase under conditions where the pools of these
enzymes cannot expand. Their titration by the ribosomal RNA thus explains the sta-
bilization of bulk mRNA [85, 97]. Interestingly, a block in translation also causes
stabilization of many and perhaps most mRNAs in yeast and higher eukaryotic cells
[105]. It will be interesting to learn if the expression of components of the eukaryotic
mRNA degradation machinery is also autoregulated.

5.9
RNA-degrading Machines in other Organisms

Several other degradosome-like complexes have been identified and characterized
over the past decade (Table 5-1). All act in a 3'—>5’ degradation pathway. An RNase
E-based complex has been characterized in Rhodobacter capsulatus, which is a photo-
synthetic Gram-negative bacteria that is only distantly related to E. coli [106].
Although a PNPase-like activity co-purified with this complex, none of the major
polypeptides identified by protein sequencing corresponded to a PNPase homolog.
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Thus, it has been suggested that PNPase might only be loosely associated with this
complex. Curiously, two DEAD-box RNA helicases and the transcription termina-
tion factor Rho, which is also an RNA helicase, were shown to be associated with
RNase E. The role of multiple helicases in the complex is unclear although these
proteins might act as adaptors that target the degradosome to specific substrates.
The link with Rho is intriguing. In E. coli, Rho is an essential factor that is responsi-
ble for rho-dependent transcription termination [107]. One manifestation of Rho
activity is ‘polarity’, a phenomenon in which a mutation terminating translation
within a cistron provokes transcription termination. The association of Rho with
RNase E suggests a link between rho-dependent transcription termination and mRNA
degradation, which could involve targeting the degradosome to rho-terminated
mRNA. Message decay in the plant chloroplast, an organelle of eubacterial origin, has
also been suggested to involve a degradosome. However, despite an earlier report of
a degradosome-like association, 100RNP, which is a PNPase homolog, appears to be
a hexamer of identical subunits forming a large 600 kDa enzyme [108]. Whether
other enzymes associate with the chloroplast PNPase is an open question. In Strep-
tomyces coelicolor, a Gram-positive bacteria, an RNase E-like activity was described
several years ago [109] and an authentic homolog, RNase ES, has recently been
identified [110]. Intriguingly, RNase ES has been shown to associate physically with
the PNPase from S. coelicolor, suggesting the existence of a degradosome-like com-
plex. Further work will be required to characterize the putative Streptomyces degrado-
some including the identification of other proteins that associate with RNase ES.
Considering the very large evolutionary distance between E. coli and S. coelicolor,
these results suggest that the physical association of RNase E and PNPase to form
degradosome-like complexes might be widespread in bacteria.

In the yeast S. cerevisiae, two complexes have been described, the mtEXO complex
and the exosome. The mtEXO complex (Table 5-1), located in the mitochondria, is
required for the degradation of introns [111, 112]. Dsslp, in the mtEXO complex,
is an exoribonuclease related to RNase II. The RNA helicase Suv3p, an integral com-
ponent, is required for mtEXO activity both in vitro and in vivo. The yeast exosome
(Table 5-1), with both hydrolytic and phosphorylytic activity, exists in a cytoplasmic
form that degrades mRNA and a nuclear form that processes ribosomal RNA and
small nuclear RNAs [6]. The nuclear form is also involved in the degradation of pre-
mRNA and the rescue of read through transcripts that fail to be cleaved and polyade-
nylated at the normal processing site [113, 114]. It is from their function in ribosomal
RNA processing that many of the components of the exosome derive their “Rrp”
nomenclature. A number of co-factors are named “Ski” for the observed super killer
phenotype due to overexpression of a toxin from an endogenous RNA. Mtr4p and
Ski2p are DEvH-box RNA helicases. Exosome-like complexes have been found in a
broad spectrum of eukaryotes ranging from humans to trypanosomes, thus suggest-
ing that they are a highly conserved feature of eukaryotic stable RNA maturation and
mRNA decay [115, 116].

A key similarity between eubacterial PNPase and the yeast exosome is that they
both have phosphorylytic activity. In addition to PNPase, E. coli has a second phos-
phorylytic RNA-degrading enzyme, RNase PH, which is implicated in the maturation
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of tRNA [117, 118]. This phosphorylase is the founder of a superfamily of RNase PH-
like enzymes, which include PNPase as well as components of the catalytic core of
the eukaryotic exosome [10, 119]. The PNPase of E. coli is a trimer of identical sub-
units. Sequence analysis has suggested that each subunit contains two RNase PH-
like domains acquired as the result of an ancient gene-duplication-fusion event [119].
In addition to the two RNase PH domains, PNPase also contains S1 and KH RNA-
binding domains in the C-terminal region of the protein (Fig. 5-5A). The recent crys-
tal structure of the PNPase from Streptomyces antibioticus has revealed for the first
time the architecture of the catalytic site of a member of the RNase PH superfamily
[120]. This work shows that the RNase PH domains in the PNPase monomer fold
independently and pack closely together to form an intramolecular dimer. These
dimers then assemble into a ring structure. Thus, the catalytic core of the PNPase
trimer can be viewed as a hexameric ring assembled from the RNase PH domains
(Fig. 5-5B). In the Xray diffraction pattern, the S1 and KH domains were not

A) structure of the PNPase subunit

NH; = CO,H 751 aaa

PH1 PH2 KH 51

B) architecture of PNPase and the exosome

S1
KH
e ) -
w Rprdip
PNPase exosome
Figure 5-5  The eubacterial PNPase and the the C-terminal extensions containing the

yeast exosome. (A) The E. coli PNPase subunit
contains two RNase PH domains (yellow: PH1
and PH2) and C-terminal KH and ST RNA-
binding domains (red). It has been suggested,
based on protein sequence comparisons, that
the pnp gene arose from a duplication fusion of
an ancient gene encoding an RNase PH-like
enzyme (see text). (B) X-ray analysis [120, 121]
has revealed that the catalytic core of PNPase
can be viewed as a hexameric ring of RNase PH
domains. In the model for PNPase presented
here, the PH domains are in yellow; dashed lines
indicate the domain boundaries; bold lines,

the subunit boundaries. The ‘tails’ represent

KH and S1 RNA-binding domains (red).

The hexameric domain organization of the
eubacterial PNPase can serve as a model for the
phosphorylytic core of the yeast exosome, which
is composed of six RNase PH-like subunits
(yellow). The order of the exosome subunits

in the hexameric ring (Rrp41p, Rrp43p, Rrp42p,
Rrp46p, Rrp45p, and Mrt3p) is taken from a
recent prediction [122]. Proteins associated with
the exosome core, such as Rprdp, Rpr40p, and
Cs14p (red), contain ST and KH RNA-binding
domains that could serve the same function as
the KH and S1 domains that are an integral part
of the PNPase subunit.



5.10 DEAD-box ATPases

detected suggesting that they could be part of a flexible structure. Nevertheless,
molecular modelling indicates that the S1 and KH domains can form a ‘crown, cap-
ping the catalytic core, which might serve to ‘feed’ RNA into the active site. It has
been suggested that the ring structure of the catalytic core of PNPase could serve as a
model for the organization of the RNase PH-like enzymes in the exosome [121]. A
low-resolution structure of the yeast exosome, based on electron microscopy, and the
mapping of protein—protein interactions by two-hybrid analysis supports this conten-
tion [122,123]. To transform PNPase into the exosome, the RNase PH domains forming
the catalytic core of PNPase are replaced by the Rpr41p, 42p, etc., subunits (Fig. 5-5B). It
is interesting to note that the non-phosphorylytic subunits of the exosome, Rpr4p,
Rpr40p and Cs14p, contain RNA-binding motifs, including the S1 and KH domains
found in eubacterial PNPase. Thus, whereas in PNPase, the PH1, PH2, S1 and KH
domains are fused into a single polypeptide, in the exosome these domains exist in
separate polypeptides. These considerations suggest that PNPase and the exosome
might have evolved from an ancient phosphorylytic enzyme with a hexameric ring
structure. Considering protein sequence alignments, an archeal ‘exosome’” has been
predicted [124]. Two RNase PH-like proteins as well as a protein related to Rprdp
have been identified as part of an ‘operon’ in several different archeabacteria. It
will be interesting to learn if these proteins actually assemble into an exosome-like
complex.

5.10
DEAD-box ATPases

The identification of the DEAD-box ATPase, RhlB, in the E. coli degradosome was
one of the first indications that RNA helicases could have an active role in the degra-
dation of mRNA. The DEAD-box proteins are a family of putative ATP-dependent
RNA helicases that have a conserved core sequence containing eight motifs includ-
ing the amino acids D-E-A-D [125, 126]. Members of this family have been implicated
in a variety of processes involving RNA including ribosome assembly, translation ini-
tiation and RNA splicing. The advantage of having an RNA helicase in an RNA-
degrading complex was demonstrated in vitro with the RNA degradosome [77, 83].
RNAs with internally structured regions often impede the progress of enzymes such
as PNPase, forcing the enzyme to pause. RhlB in the degradosome facilitates
PNPase-mediated degradation of structured substrates in an ATP-hydrolysis-depen-
dent reaction that is believed to involve the unwinding of RNA double strands. The
ATPase activity of RhlB is strongly activated by its interaction with the CTH of RNase
E and polypeptides derived from this region can form a complex with RhIB that is
capable of unwinding short RNA helices in vitro [82]. Thus, the interaction between
RNase E and RhIB controls ATPase activity and it could serve to give RhIB specificity
via its physical association with an RNA-degrading complex. Since the degradosome,
exosome and mtEXO complex all contain putative RNA helicases (Table 5-1), a role
for these enzymes appears to be a common feature of complexes involved in 3'—5’
RNA degradation.
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In the mtEXO complex, Suv3p, which is a DEAD-box ATPase, is required for
RNA-degrading activity both in vitro and in vivo, and a requirement for ATP hydroly-
sis has clearly been demonstrated in vitro [112, 127]. Thus, Suv3p appears to be pro-
viding more than a simple RNA helicase function. It is conceivable that Suv3p could
serve as a ‘motor’ that translocates the RNA substrate. The PNPase of E. coli has
RNA-degrading activity by itself. However, the enzyme works close to the chemical
equilibrium for the reaction. In the presence of low phosphate and high nucleotide
concentrations, it can catalyse the reverse reaction, i.e., synthesis of polynucleotides
from nucleotide diphosphates. Indeed, in mutant strains of E. coli deficient in
poly(A) polymerase activity, an RNA synthetic activity attributed to PNPase has been
described [128]. It was suggested that under certain ‘micro conditions’ within the
cell, PNPase could work synthetically for brief periods in which short 3’ extensions
are added to mRNA decay intermediates. This raises the issue of whether RhIB
might have a role in regulating the degradative versus synthetic activity of PNPase.
Although RhIB cannot alter the chemical equilibrium of the phosphorolysis reac-
tion, it is conceivable that the energy of ATP hydrolysis could be coupled with the
activity of PNPase in a kinetic control that promotes degradation.

5.11
Perspective

In E. coli, mRNAs are often polycistronic, and transcription and translation are cou-
pled. Decay is initiated by endonucleases that fragment the mRNA. The principal
endonuclease in E. coli mRNA decay is RNase E, which is 5'-end-dependent. Never-
theless, recent work suggests that RNase E can also initiate the decay of untranslated
or poorly translated mRNA via an ‘internal entry’ pathway that is 5'-end-indepen-
dent. RNase II and PNPase, the principal exonucleases in E. coli mRNA decay,
degrade mRNA fragments to nucleotides in a 3’5’ pathway. Poly(A) polymerase,
which can add 3’ single-strand extensions to mRNA fragments, facilitates attack by
the exonucleases. Internal regions of RNA structure that impede exonuclease activ-
ity can be unwound by RNA helicases. Thus, the main points for the control of deg-
radation of E. coli mRNA are RNA structures in 5'- and 3’-UTRs, and in the
intergenic regions of polycistronic messages, which modulate the activity of RNase
E and the exonucleases. Whether E. coli is a model organism for the entire eubacte-
rial kingdom is debatable. Notably, B. subtilis and related Gram-positive bacteria do
not have identifiable RNase E homologs [71, 72]. RNase II, which is hydrolytic, and
PNPase, which is phosphorylytic, seem to have redundant functions. Nevertheless,
related proteins are widespread in the eubacteria and the eukaryotes, suggesting that
there must be some advantage in having both types of 3'—>5' exonucleases.

The pathway of mRNA decay in S. cerevisige differs considerably from that of
E. coli. In yeast and other eukaryotes, the messages, which are monocistronic, are
part of ribonucleoprotein complexes containing a wide diversity of RNA-binding
proteins [129]. The 5'-cap and 3’-poly(A) structures are important for translation and
mRNA stability. Messenger RNA decay is an orderly process in which 3’ deadenyla-
tion promotes 5’ decapping; this in turn leads to the arrest of translation initiation
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and the degradation of the body of the mRNA. Thus, translation and mRNA stability
are intimately linked. Nonsense-mediated mRNA decay, in which messages with
premature stop codons are targeted for degradation, and non-stop mRNA decay, in
which messages lacking stop codons are targeted for degradation, are examples of
the importance of ‘translatability’ in mRNA stability [130-132]. The body of the
mRNA is degraded to nucleotides by two distinct exonucleolytic pathways: 3’'—5’
degradation involving the exosome and 5'—3’ degradation involving Xrnlp. The
mRNA 5’-cap and the 5'—3' exoribonuclease Xrnlp are specific features of the
eukaryotic mRNA decay pathway. Many of the components involved in mRNA decay
in yeast appear to be conserved in higher eukaryotes. It is thus generally believed
that the yeast system will serve as a general model for mRNA decay. In higher
eukaryotes, the lifetime of specific mRNAs can vary from minutes to days. The chal-
lenge now confronting researchers interested in eukaryotic mRNA decay is, in the
framework of the established pathways, to elucidate how lifetimes are controlled.
The eukaryotic mRNA-binding proteins probably to have a critical role in controlling
the stability of specific messages.

In E. coli, RNase E and PNPase associate into a complex known as the RNA
degradosome, which also contains the DEAD-box ATPase, RhIB. Related com-
plexes, which are RNase E-based, have been described in other eubacteria suggest-
ing that the degradosome-like machinery might be widespread. PNPase is a
member of the RNase PH superfamily of phosphorylytic RNA-degrading enzymes,
which includes six subunits of the yeast exosome. The crystal structure of a eubacte-
rial PNPase and a recent low-resolution structure of the yeast exosome suggest that
the RNase PH-like domains in these complexes have a conserved structure and that
they assemble into a conserved hexameric ring architecture. Thus, despite consider-
able differences between mRNA decay in E. coli and S. cerevisiae, the core of the
phosphorylytic RNA-degrading machinery appears to be conserved in eubacteria
and eukaryotes.
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6
tRNA Locations on the Ribosome

Knud H. Nierhaus

6.1
tRNAs Move through Functional Sites on the Ribosome

The ribosome harbors three well-defined binding sites for tRNAs: the A- and P-sites,
where the aminoacyl- and peptidyl-tRNAs reside before peptide-bond formation,
respectively, and the E-site, a site specific for deacylated tRNA from which the tRNA
exits the ribosome. Localization of tRNA-related functional centers such as the PTF
center or the decoding center on the ribosome has always been an important issue
in the translational field. Many techniques have been used, developed and even
invented to probe the interaction of tRNAs with the ribosome long before high-reso-
lution structures became available.

Site-directed crosslinking (reviewed in Ref. [1]) of tRNAs identified the decoding
site on the 30S and the PTF ring in the 50S subunit as functional centers. The antic-
odon loop of P-site bound tRNA crosslinks to C1400 (h44) of the 16S rRNA [2] and
benzophenone attached to the amino acid of the P-site peptidyl-tRNA crosslinks to
A2451 and C2452 and from the A-site peptidyl-tRNA to U2584 and U2585 with high
yields [3]. In addition, various groups have shown that G2553 is located near the
CCA end of an A-site substrate in the PTF center. This topological feature was con-
vincingly confirmed by crosslinking the antibiotic puromycin, which functions as an
analog of the tRNA acceptor end, to G2553. After crosslinking, the attached puromy-
cin could still undergo peptide-bond formation [4]. A compilation of tRNA crosslinks
can be found in the ribosomal crosslinking database (RDB [5] ).

Distinct sets of rRNA bases have been assigned to contact tRNAs in A-, P- or E-
sites by applying various techniques (Table 6-1). From the crystal structures of the
70S ribosome and the 30S subunit in the presence of tRNAs or tRNA fragments it
is clear that most protections can be explained either by direct contacts with bases
or by local conformational changes within the binding regions (discussed in depth
in Ref. [6]). On the other hand, some of the P-site protections on the 30S subunit
are actually E-site contacts. Protections of bases 1339, 1340 and 1381 are most
probably caused by the backbone of the E-site tRNA and the protections in the 690
loop (h23) are caused by the anticodon loop of E-site bound tRNA (34-36). The 790
loop is a contact site for both E- and P-site tRNAs and the protection might result
from either of these tRNAs. This mis-assignment has implications for the role of

Protein Synthesis and Ribosome Structure. Edited by K. H. Nierhaus and D. N. Wilson
Copyright © 2004 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Table 6-1 tRNA contacts with rRNA bases in the A-, P-, and E-sites

tRNA location / method 16S or 23S RNA /[ residues Reference

A-site | protection 165/530 loop: G529, G530, U531; 37,38,7
helix 44: A1408, A1492, A1493, G1494;
enhanced reactivity, helix 27: A892, G1405
23S/ A1439, C2254, A2439, A2451, G2553,
pseudoU2555, A2602, U2609

Assite / site-directed C74 of A-site tRNA base-pairs with G2553 39
muta-genesis
P-site / protection 16S/ A532, G693, A794, C795, G926, G966, 37,38,7

G1338, A1339, U1381 and in helix 44:

C1399, C1400, G140123S/ A1916, A1918,
U1926, G2251, G2253, A2439, A2451, G2505,
U2506, U2584, U2585, A2602 (enhanced),
and G2252 in the loop of H80, the P-loop

P-site / site-directed C74 of P-site tRNA base-pairs with G2252 of | 40

mutagenesis H80 (P-loop)

DP-site / interference 23S /modification of G2252, A2451, U2506, 37
and U2585 prevents tRNA binding to the
P-site

E-site / protection 23S/ G2112, G2116, A2169 at the L1-binding 7,41,
site; modification of C2394 interferes with 42,47

E-site binding

the E-site in ribosome function and consequences for the hybrid states model of
elongation, a model that is interpreted on the basis of these protection experi-
ments (see Chap. 8.1.1).

A ribosome discriminates tRNAs according to the coding sequence of the mRNA;
however, during the translation process, they must be capable of binding between 33
and more than 50 (45 in Escherichia coli) different tRNA species; note that a tRNA
species is defined solely by its anticodon. Thus the ribosome has to utilize conserved
features of a tRNA to bind it. One such feature is the universally conserved CCA 3'-
end of the tRNAs, which plays an important role in ribosome binding. Seventeen
out of the 20 protections observed in the 23S rRNA with complete tRNAs are also
seen with CCA fragments alone [7]. Furthermore, the binding of deacylated tRNAs
to the E-site is dependent on an intact CCA end [8].

The first evidence that tRNAs do not interact exclusively using the anticodon
loop and the CCA acceptor end, but instead are embedded in a ribosomal matrix,
derives from phosphorothioate cleavage experiments. Iodine cleavage of phospho-
rothioated tRNAs bound to the ribosome yielded characteristic protection
patterns [9, 10]. Since all tRNAs are conserved in terms of tertiary structure, at least
some of the phosphate groups in the backbone might provide important binding
determinants. In contrast with the protection pattern of the phosphorothioated
mRNA, which locates only within the codon region [11], the cleavage patterns of



6.2 Visualization of tRNAs on the Ribosome

tRNAs bound to the ribosome are characteristic for their binding position and the
functional state of the ribosome and cover the whole structure of a tRNA [9, 10]. In
other words, the mRNA is hardly contacting the ribosome although about a
sequence of 40 nt is covered by the ribosome [12, 13]. These rare contacts strikingly
contrast with the extensive contacts of a tRNA, leading to the important conclusion
that the tRNAs are actively transported during the translocation reaction, whereas
the mRNAs are coupled with the movement of the tRNAs by the two adjacent
codon—anticodon interactions (see Chap. 8.1).

The tRNA patterns, which differ significantly from the pattern of tRNAs in solu-
tion, have been interpreted to reflect the microtopography of the binding site,
emphasizing intimate contacts between the ribosome and the entire tRNA surface.
Contact patterns between tRNA nucleotides 29 and 43 (comprising anticodon loop
and two adjacent stem base-pairs) are due to components of the 30S subunit,
whereas the remaining 85% of the tRNA, viz. the acceptor stem, the T and D loops,
is in contact with the 50S subunit. The 30S and 50S cleavage patterns are additive to
yield the 70S pattern ([14, 15]; see Fig. 6-1A). Crystallographic data obtained with 30S
subunits and 70S ribosomes [16, 6] are in perfect agreement with the 30S-50S con-
tacts at the P-site of 70S ribosomes (Fig. 6-1B).

Phosphorothioated tRNAs bound to the ribosome yield two characteristic cleavage
patterns: one observed in the P- or E-site (termed ¢ for its specific appearance at the
E-site) and the other in the A- or the P-site (termed « for A-site; see also Chap. 8.1.2).
The o- pattern shows few protection sites but several sites of enhancement, whereas,
in contrast, the & pattern exhibits extensive protection sites and only few positions
with enhanced iodine cleavage reactivity. This might reflect that the tRNAs bound at
the E- and P-sites are buried in the ribosomal matrix to a higher extent than the A-
site tRNA, an observation which is in agreement with the crystal structure of a pro-
gramed 70S carrying tRNAs [6].

6.2
Visualization of tRNAs on the Ribosome

Biochemical studies have established that the ribosome has three tRNA-binding
sites [17-20]. Contrary with this, three-dimensional (3D) cryo-EM has revealed five
different tRNA positions on the ribosome, the classic A-, P-, and, E-sites and addi-
tional two sites termed P/E and E2 (see Table 6-4 and Refs. [21, 22] for a compilation
of identified tRNA sites).

Two early cryo-EM studies identified three tRNA positions on the ribosome [23, 24].
The A-site was localized close to the L7/L12 stalk of the ribosome, the P-site tRNA
spanning the inter-subunit space from the neck of the small subunit to the 50S sub-
unit and the E-site tRNA was observed close to the mushroom-shaped L1 protuber-
ance. Although the studies agreed on the position of the P-site tRNA, the locations
of the A- and E-site tRNAs were remarkably different. The E-site puzzle was resolved
by subsequent studies which showed that the E-site tRNA position was strongly
dependent on buffer conditions, and the position of a single tRNA on the ribosome
at the P-site on both the ionic conditions and the charging state of the tRNA [25, 26].
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6.2 Visualization of tRNAs on the Ribosome

A tRNA at the E-site was only observed under physiological buffer conditions,
whereas under non-physiological conditions a tRNA was instead present at the E2
position that possibly represents an unstable intermediary state following release
from the E-site and before dissociation from the 70S ribosome. A recent re-evalua-
tion suggests that the E2 position might be even a misinterpretation caused by a con-
formational change of the L1 protuberance (C. M. T. Spahn, pers. comm.). Similarly,
a tRNA at the hybrid site P/E was exclusively found under non-physiological condi-
tions and thus probably represents a buffer artifact, but certainly not a ribosomal
state with a significant population during the elongation cycle [25]; see Chap. 8.1.1
for discussion). We see that a critical discussion melts down the number of tRNA-
binding sites on the ribosome again to the classical three sites, A, P, and E. The only
exception of this view is the binding of the incoming ternary complex aa—tRNA<EF—
TusGTP that has been termed A/T site (see, e.g., Fig 8-1; see also Ref. [27]). In fact, in
this configuration, codon-anticodon interaction is checked at the decoding center of
the A-site as a first step of the A-site occupation corresponding to the “low-affinity
state” of the A-site in the allosteric three-site model (see Chap. 8.1.2).

An fMet-tRNAMet bound to the ribosomal P-site was visualized by cryo-EM at 15 A
and further refined to 11.5 A [28, 29]. At 11.5 A resolution, the tRNA X-ray structure
could be fitted directly into an L-shaped P-site mass, oriented such that the CCA arm
faces toward the entrance of the tunnel on the 50S subunit and the longer anticodon
arm faces towards the cleft on small subunit [21]. The tRNA density makes four con-
tacts with the ribosome. The backbone of G57, on the tip of the tRNA elbow, extends
towards the 508 central protuberance, the C12—-C23 base-pair on the D stem contacts
both the 50S body and the 30S platform, and U33 and A37 in the anticodon loop
extend into the 30S body and head [29]. The contact sites of the P-site tRNA seen in
these cryo-EM studies [28] agreed well with the phosphate contact pattern derived
from phosphorothioate studies mentioned in the preceding section [9].

On the 30S subunit, the anticodon ends of P- and A-site tRNAs before transloca-
tion (PRE state), as well as P- and E-sites after translocation (POST state), are in close
proximity to one another (Figs. 6-2A and B), such that nucleotide 37 in the anticodon
loops are 20 and 16 A away from each other in the PRE and POST states, respec-
tively. Following peptide-bond formation the CCA ends of P- and A-site tRNAs are
17 A apart (see Chap. 8.4 for more details), whereas after translocation the CCA end
of E-site tRNA is turned towards the L1 stalk and measures 60 A from the P-site
CCA end. The position of the CCA end at the E-site has been determined in crystals
of 508 subunits of the archeon Haloarcula marismortui [30]. The fixation differs from
those observed in A- and P-sites, where the CCA ends are held via Watson—Crick
base pairs with the rRNA. Instead, at the E-site, the A76 is fixed by an intricate net-
work of hydrogen bonds to nucleotides conserved in all three kingdoms of life (Fig.
6-3): A76 is hydrogen-bonded to C2394 (E. coli nomenclature) and to the phospho-
oxygen of A2422, the sugar-phosphate backbone of 76 to C2394. Furthermore, A76 is
stacked between G2421 and A2422 (Fig. 6-3). The tight packing of A76 at the E-site
leaves no room for an amino acid linked to the A76 via an ester bond and thus
explains the earlier finding that this site is specific for deacylated tRNA [20], and that
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Figure 6-2  tRNA positions on the ribosome. (A) Relative
positions of the three tRNAs bound at the A-, P- and E-sites. The P
and C1’ atoms of the P-site tRNAs are used to align the molecules
of the cryo-EM (brown) with that from the X-ray work (dark green;
Refs. [21, 6]). The two studies agree on the position of the tRNAs
on the ribosome. From this comparison it can be seen that the
A-site tRNAs (cryo-EM in olive green, X-ray in cyan) are shifted
relative to each other along the anticodon stem axis (arrow a), and
the E-site-bound tRNAs along the acceptor stem axis (arrow b,
cryo-EM in red and X-ray in blue). Note that the anticodon regions
of all three tRNAs are in close proximity to each other. (B) tRNAs in
the PRE and the POST states of the E. coli ribosome. Cryo-EM
reconstructions of tRNAs bound to the 70S ribosome. PRE state:
tRNAs bound to the A-site (pink) and P-site (green). POST state:
tRNAs bound to the P-site (green) and E-site (yellow). The small
30S subunit is shown in yellow, the large 50S subunit in blue. To
demonstrate the tRNA positions, the 70S ribosome is presented
as a semitransparent surface. (C) Fixation of the codon—anticodon
duplex at the ribosomal P-site according to Ref. [6]. The 16S rRNA
is shown in cyan, ribosomal protein S13 in blue and the anti-codon
stem-loop of the P-site tRNA in red. 16S rRNA contacts with the
P-site tRNA are indicated and labeled in red (a—f).
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Figure 6-3  A76 of the CCA end at the E-site is held by network of
hydrogen bonds. For details see text (taken from Ref. [30]).

a tRNA at the E-site requires an intact CCA end [8]. Only CCA-Gly, the smallest ami-
noacyl residue, could possibly fit into the E-site. However, this possibility is not rele-
vant for protein synthesis, since there is always a deacylated tRNA at the P-site
before translocation and after peptide-bond formation (see, e.g., models of the elon-
gation cycle; Figs. 8.2A and B). The only situation where an aminoacyl-tRNA binds
directly to the ribosome is during initiation and here, as mentioned, the fMet moiety
itself would prevent the tRNA from binding at the E-site and probably the involve-
ment of the initiation factors for directing this binding would provide further protec-
tion against this.

The final two nucleotides of the CCA end of an E-tRNA pass through a loop of
protein L44e. Although L44e does not exist in bacteria, the bacterial protein L33
mimics the shape of the globular part of L44e and L31, the extended part of L44e. In
fact, it may be the case that binding of a CCA at the E-site of bacterial ribosomes
would entail the insertion through the loop extension of L31, although whether this
similarity in the involvement of the loop region of the ribosomal proteins is func-
tionally significant is unclear. Since the fold of L31 and L33 is significantly different
from that of L44e, whereas the critical C2395 is conserved in over 99% of all spe-
cies, the authors suspect that the last universal common ancestor (LUCA) fixed the
CCA end of the E-tRNA via rRNA, and that protein components were added after
separation into kingdoms [30].

Notably, a P-site tRNA occupies virtually the same position in the ribosome before
and after translocation (PRE and the POST states, respectively). The angles between
the tRNAs in the PRE at A- and P-sites and in the POST state at P- and E-sites are 39°
and 35°, respectively [21].

Combined crystal structures of three different tRNA 70S complexes at 7.8 and
5.5 A resolution yields a wealth of information regarding tRNA-ribosome interac-
tions for all three sites [31, 6] (see Table 6-2 [15]). The positions of the tRNAs on
the ribosome are in good agreement with those from the cryo-EM work of Frank
and colleagues [21] concerning authentic PRE and POST states of ribosomes,
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Table 6-2  Contact sites with tRNA phosphates at the P-site that were strongly protected against
iodine (I2) access in two different elongator tRNAs, viz. tRNAPhe and elongator tRNAMet (adapted
from Ref. [15])

5’-phosphate Residue of rRNA or r-protein nearer Evolutionary conservation
of tRNA base than 10 A (rRNA/nt or r-prot/aa; (in percent of species)
see Ref. [6]) Eubact. Three domains
Y11 235/1909, 1910, 1923, 1924 80-90, =95, <80, 90-95,
>95, >95 295, <80
G30 165/1230 >95 80-90
S13/Lys121 Lys or Arg at position 120
Y32 16S/1341 295 295
S9/Ser126, Lys127, Arg128 126 and 127: ~50% cons. 128:
~90% conserved
G34 (anticodon)
C41 16S/1339, 1340 295, <80 295, <80
T54 23S5/2280, 2327 295, >95 80-90, <80
C56 L5/Arg56 and Glu65 Arg or Lys at positions 56 and 64
A58 Protected via tertiary folding of tRNA
U59 Protected via tertiary folding of tRNA
Y60 Protected via tertiary folding of tRNA

Note: nt, nucleotidyl residue; aa, aminoacyl residue, eubact., eubacterial
domain; three domains, the eubacterial, archeal and eukaryotic domains.
The conservation data concerning rRNA were obtained from The Gutell
Lab Pages (www.rna.icmb.utexas.edu/csi), the sequences of the ribosomal
proteins (r-prot.) were obtained from the Sequence Retrieval System
(www.expasy.ch/srs5/), the alignment followed Ref. [43] according to
www.expasy.ch/srs5/.

although closer inspection of the relative orientations reveal some minor devia-
tions. In Fig. 6-2(A), the P-site tRNA molecules of the cryo-EM [21] and the X-ray
studies [6] are aligned for comparison. In the crystallographic study, the P-site-
bound tRNAfMet is slightly kinked at the D stem-anticodon junction in compari-
son with the X-ray structure of the free tRNA that was used to fit the cryo-EM map.
In both the cryo-EM with 12-17 A resolution and the X-ray analysis with 5-7 A res-
olution single-stranded RNA cannot be unequivocally identified, and thus the 3’
single-stranded end of tRNAfMet was deduced from the highly resolved tRNA crys-
tal structure (see, e.g., Ref. [32]). Alignment of the crystal and cryo-EM maps based on
the P-site tRNA positions shows the A- and E-site tRNAs in slightly different posi-
tions. The A-site tRNAs are shifted with respect to each other along the anticodon
stem axes and the E-site tRNAs along the acceptor stem axes. The E-site tRNA in the
X-ray study was reported to be substantially distorted [6] relative to the X-ray struc-
ture of the free tRNA that was used to fit the cryo-EM data. The distortion might be
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due to the fact that the E-site-bound tRNA is non-cognate and thus cannot undergo
base-pairing with the E-site codon of the mRNA. Note that during an elongation
cycle a deacylated tRNA at the E-site is always a cognate one. The juxtaposition of
codon and anticodon at the E-site of the 70S crystal structure makes it probable
that under physiological conditions codon-anticodon interaction occurs at this site
in agreement with biochemical data [33-35].

6.3
tRNA-ribosome Contacts

In this section, we will consider in detail the contacts of a tRNA at each of the three
tRNA-binding sites A, P and E.

Ramakrishnan and colleagues [16] presented the first high-resolution view at 3.1 A
of the P- and A-site tRNA interactions with the 30S subunit. Fortuitously, crystal
packing of the T. thermophilus 30S subunits placed the spur (h6) of one subunit in
the P-site of another, thereby mimicking the anticodon stem-loop of a P-site-bound
tRNA. Remarkably, the mRNA base-pairing partner was provided by the 3'-end of
16S rRNA which, folding back upon itself, extended into the decoding center. These
crystals were then soaked with an anticodon stem-loop fragment of a tRNA (ASL-
tRNA) and a six base poly(U) mRNA fragment to include A-site interactions within
the scope of these studies [36]. At the A-site, the ribosome scans the mRNA-tRNA
codon-anticodon base-pairing to ensure high-fidelity decoding of aa-tRNAs and to
maintain the reading frame (refer Chap. 8.2; [36]).

On the small subunit, the P-site-bound tRNA is fixed very tightly via six interac-
tions with the 16S RNA. RNA elements 1338-1341 (hydrogen bonding to bases) and
1229-1230 (sugar-phosphate backbone) of the 16S rRNA interact in the minor groove
of the acceptor stem. Only one hydrogen bond appears to be base-specific. The inter-
action is supported by the C-terminal tails of proteins S13 and S9. The base corre-
sponding to tRNA position 34 is stacked on C1400, whereas A790 packs against tRNA
positions 40 and 41. The P-site codon-anticodon helix is positioned in the major
groove of the penultimate helix (h44) and is fixed with a number of “ribosomal fin-
gers” mainly to the sugar-phosphate backbone (Fig. 6-2C; see Table 6-2 for P-site con-
tacts of the ribosome with two different elongator tRNAs; for involvement of h44,
bases A1492 and A1493, in the decoding mechanism see Chap. 8.2).

Comprehensive analyses of tRNA:ribosome interactions have been described by
Noller and colleagues on the basis of T. Thermophilus 70S tRNA co-crystals [31, 6].
A- and P-site tRNAs exhibit similar modes of interaction with the large ribosomal
subunit. The 23S rRNA helices, H80-81 in the P-site and H89 in the A-site run par-
allel to the acceptor stem of the tRNAs making minor groove-minor groove con-
tacts. Proteins, L5 and L16 in A- and P-sites respectively, contact the T-loop at the
elbow of the tRNA. Additionally, the A-site finger (H38) contacts the elbow (D and T
loops) of the A-site tRNA. H69 and H93 fix both tRNAs simultaneously: helix 69 is
“sandwiched” between the top of the D-stem of the P-site tRNA (from the minor
groove side) and the D-stem of the A-site tRNA from the major groove side,
whereas H93 squeezes between the respective CCA ends. In accordance with bio-
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chemical data, G2553 in H89 is positioned to base-pair with C75 of the A-site tRNA,
whereas G2252 in H80 base-pairs with C74 of P-site-bound tRNA.

The E-site on the 30S subunit contains proteins S7 and S11, a highly conserved
S-hairpin of S11 contacts the backbone of the anticodon stem, whereas a-helix 6
of S7 faces the anticodon side of the anticodon loop. 16S rRNA contacts include
h29 (1339, 1340), h28 (1382), the 690 loop, and 790 loop [6].

In the large subunit, the E-site tRNA forms protein contacts at the elbow in simi-
lar fashion to the A- and P-site tRNAs. The elbow neighbors protein L1 and H77 of
23S RNA, ie., both elements that constitute the characteristic L1 protuberance.
Other E-site tRNA:23S rRNA contacts are seen with nucleotides 1-5 and 71-76 at
the end of the acceptor stem that is buried in a deep pocket made of RNA and pro-
tein L33. Here minor groove—minor groove interactions with H68 are evident as well

as several interactions with H11, H74, H75, and protein L33.
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7
Initiation of Protein Synthesis

7.1
Initiation of Protein Synthesis in Eubacteria

Daniel N. Wilson

7.1.1
Overview of Initiation in Eubacteria

The initiation phase of protein synthesis is one of the rate-limiting steps of transla-
tion and as such is also the principal target of translation regulation (see Chap. 11).
There are significant differences between translation-initiation events in eukaryotes
(see Chap. 7.2), archea and eubacteria; however, the final state of the ribosome fol-
lowing initiation is principally the same, namely, a ribosome programed with an ini-
tiator tRNA and mRNA, such that the start codon and tRNA are both positioned at
the P-site. Indeed, the production of functionally active proteins necessitates that
translation initiates at the start codon within the mRNA. As well as the use of the
correct codon as the start codon, the placement at the P-site of the ribosome must
also be precise; since codons are composed of three bases, incorrect placement by
one or two bases will result in a complete loss of the correct reading frame. There
are two major contributors to ensure the fidelity of this process: (i) the mRNA itself
and (ii) a subset of translation factors termed the initiation factors (IFs).

In eubacteria, the majority of mRNAs contain, upstream of the initiation codon in
an untranslated region (UTR), a purine-rich sequence called the Shine-Dalgarno
(SD) sequence [1, 2], which has sequence complementary to the 3’-end of the 16S
rRNA (termed the anti-SD sequence). Base-pairing between these complementary
sequences has been conclusively demonstrated using the specialized ribosome sys-
tem, where expression of mRNAs was shown to be abolished by mutations within
the SD sequence and then restored by compensatory mutations (that restore the
complementarity with the SD sequence of the mRNA) within an exogenously
expressed copy of the 16S rRNA gene ([3]; reviewed in Ref. [4]). This complementar-
ity is thought to enhance the translation of the downstream mRNA, by helping to
position the AUG start codon in P-site. Recently, the SD—anti-SD complex was visu-
alized directly in the 5.5 A structure of Thermus thermophilus 70S bound with three
tRNAs and SD containing mRNA [5]. This study showed that the SD-anti-SD com-
plex formed a helical structure located above the platform and behind the head of
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the 30S structure, whereas the AUG codon of the mRNA was in a single-stranded
conformation, positioned at the P-site and exposed for interaction with the anti-
codon of the P-site tRNA, i.e., if the spacing is too long then the AUG codon will not
be positionable in the P-site. Certainly, when the spacing between the SD and the
coding becomes to small, the strong interaction between the SD and anti-SD
sequence can lead to destabilization of tRNA binding. The RF2 recoding site seems
to have taken advantage of this effect since this recoding site contains a SD-like
sequence that requires a spacing of two nucleotides and increasing or decreasing the
spacing by even a single nucleotide dramatically reduced the frameshifting effi-
ciency [6, 7]. The short spacing and sequence complementarity of the SD-anti-SD
interaction encroaches directly on the E-site and causes loss of the tRNA from this
site, which in turn destabilizes the translating ribosome and induces +1 frameshift-
ing [8]; see also Chap. 8.2.5). However, it should be noted that there are a special
subset of mRNAs, particularly predominant in Gram-positive bacteria and archaea,
termed leaderless mRNAs, because the start codon is preceded by only a few nucle-
otides or simply starts with the 5'-terminal AUG codon (reviewed in Ref. [9]). Trans-
lation initation of leaderless mRNAs can follow a different pathway (Fig. 7.1-1B),
than that described for canonical mRNAs (Fig. 7.1-1A; Sect. 7.1.2 for more details).

Unlike the multitude of initiation factors present in archea and eukaryotes,
only three initiation factors, IF1, IF2 and IF3, are present in eubacteria. IF3 has
been proposed as the first initiation factor to associate with the ribosome since
this factor has been shown to be involved with dissociation of bacterial 70S ribo-
somes into their component 30S and 50S subunits (Fig. 7.1-1a). The presence of
IF3 may have a role in positioning of the mRNA in conjunction with the SD
sequence to move the 30S—-mRNA complex from a standby state to one where the
mRNA is positioned such that the start AUG codon is at the P-site (as seen in
Fig. 7.1-1b). The binding of the initiator fMet-tRNAfmet can occur non-enzymati-
cally by direct binding to the programed 30S subunit or enzymatically in the form
of a ternary complex with IF2 and GTP (Fig. 7.1-1c). This second pathway is stim-
ulated by the presence of IF1, although the exact order of binding of IF1 and IF2
is unclear (Fig. 7.1-1c). The presence of all three IFs, the initiator tRNA and
mRNA positioned with AUG at the P-site of the 30S subunit is termed the 30S (or
pre)-initiation complex. The association of this complex with the 50S subunit
results in the release of the initiation factors (Fig. 7.1-1d), presumably release of
IF3 is immediate, since the anti-association action of IF3 would prohibit 70S for-
mation. IF1 has also been proposed to be released concomitantly with subunit
association (Fig. 7.1-1d). The 50S subunit acts as the GTPase-activator protein
(GAP) for IF2, thus stimulating the GTPase activity of IF2, ultimately leading to
the release of IF2 from the ribosome (Fig. 7.1-1e). Only after release of IF2 can
full accommodation of the initiator-tRNA into the P-site on the 50S subunit
occur, resulting in the P; state. Furthermore, since IF2 binds within the A-site
region, overlapping the binding sites of both EF-Tu and the A-site tRNA, release
of IF2 is a prerequisite for the binding of the next aminoacyl-tRNA to the A-site,
i.e., the first step into the elongation pathway (see Chap. 8).
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7.1.2
Specialized initiation events: translational coupling,
70S initiation and leaderless mRNAs

In the bacteria, most mRNAs are transcribed from transcriptional units that usually
contain several, often functionally related, genes. The product is a polycistronic
mRNA, where each cistron carries the information of a single protein. In E. coli,
polycistronic mRNAs usually contain four cistrons. Such mRNAs contain multiple
translation initiation sites, one for each cistron, with a Shine-Dalgarno (SD)
sequence and an AUG initiation codon. Recognition of the translation start sites
within the mRNAs is performed by an initiation complex comprising the small ribo-
somal subunit (30S), the initiator transfer RNA carrying the amino acid formylme-
thionine (fMet-tRNAMet) and three proteins called initiation factors (IF1, IF2, and
IF3; Fig. 7.1-1). In principle, the various initiation codons of a bacterial polycistronic
mRNA can be recognized independent of one another. Aided by the SD sequences,
the 30S initiation complexes can land on any of the available translation initiation
sites (30S de novo initiation). It has been observed that to be accessible for the 30S
subunit, an initiation region (including the start codon and the SD motif) must be in
a single-stranded, non-hydrogen-bonded state, i.e. not buried within a secondary
structure. This is the rule, but an important exception is seen for the polycistronic
mRNAs encoding ribosomal proteins. Here the first cistron is usually accessible for
the 30S de novo initiation, whereas the second and following initiation sites are
sequestered within secondary structure. However, once the first initiation site has
been recognized, translation commences and the translating ribosome can unfold
the secondary structure to reveal the second initiation site. In this way, the second
and all downstream cistrons are translationally coupled, i.e. if one cistron is trans-
lated, all the downstream ones are translated. On the other hand, if the first cistron
is not translated, then the whole polycistronic mRNA cannot be translated. This phe-
nomenon is termed translational coupling.

Translational coupling is exploited for what is called autogenous translational regu-
lation (see Chap. 11 for details). Briefly, a repressor protein (usually a translation
product of the second or third cistron of the same polycistronic mRNA) will bind to
the first initiation site on the mRNA, thereby inhibiting the translation of the first
cistron, as well as translation of the downstream cistrons. Repression is relieved
and, therefore, translation resumes, only when the regulatory ribosomal protein dis-
sociates from the low-affinity binding site on the mRNA and is recruited by the
high-affinity binding site on the rRNA during assembly of ribosomes.

Often, the downstream cistron is translated by re-initiation, meaning that the ribo-
some that terminates translation of the upstream cistron does not dissociate from
the mRNA but proceeds directly to the next cistron, occasionally shifting the reading
frame if this is required (70S-type initiation; [104, 105]). This is seen not only for
ribosomal proteins but also for translation factors, for example, the prfB gene, encod-
ing the translation termination factor RF2, where the final UGA stop codon overlaps
with the start AUG codon (AUGA) of the hemK gene, which encodes a methylase
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that modifies the termination factor (see Chap. 9 for more details). Therefore, it is
easy to envisage that a 70S ribosome, after undergoing termination and peptide
release at the UGA stop codon of the first cistron (for example, of the RF2-mRNA),
does not dissociate from the polycistronic mRNA, but instead translates the down-
stream cistron (in this case the hemK mRNA). An empty 70S (following termination
and peptide release) is capable of scanning up- and downstream along the mRNA,
until it is “caught” by a nearby SD sequence (which occurs through base-pairing with
the 3'-end of 16S rRNA). This promotes the correct position of any following AUG-
start codons at the P-site. Whether or not the “scanning” 70S ribosomes actually
carry an fMet-tRNA is not clear. The 70S type of initiation is the only reason for the
formylation of the initiator Met-tRNA, since a 30S subunit can easily form an initia-
tion complex with both Met-tRNAMet and fMet-tRNAMet| whereas the presence of
fMet-tRNAMet facilitates the formation of the 70S initiation complex [105].

Translation of leaderless mRNAs has been proposed to occur on 70S ribosomes
[106], as well as being able to proceed through the 30S pre-initiation pathway (cf. Fig.
1A and B), and there is growing evidence to support this view (reviewed in Ref. [9]).
Recently, Ueda and coworkers demonstrated, using an in vitro translation system
comprising only purified components, that translation of leaderless mRNAs could
occur in the absence of initiation factors [107]. Furthermore, the stability of leader-
less mRNAs with 70S ribosomes in the presence of initiator-tRNA has been shown
to be up to 10-fold higher than with 30S subunits [107, 108]. Since the increased sta-
bility of binding of canonical mRNAs with the 30S subunit probably derives from
elements within the 5’ untranslated region (UTR), such as the SD sequence, which
interact with the 16S rRNA, these sorts of interactions are unavailable to leaderless
mRNAs (the 5" UTR being absent). By forming initiation complexes directly with
70S ribosomes (Fig. 7-1B), rather than through the 30S pre-initiation complex path-
way (Fig. 7-1A), the stability of the mRNA—RNA complex is increased because 85%
of the contacts of a P-tRNA are with the 50S subunit in the 70S ribosome [109, 110].

Although downstream stabilization elements have been proposed to exist in lead-
erless mRNAs, these could not be confirmed. Thus, it seems that the 5’ AUG codon
is the major, if not the only, element within the leaderless mRNA required for their
efficient translation. Indeed, mutations at this position have been shown to reduce
significantly the efficiency of translation, even when the AUG is replaced by other
canonical initiation codons, such as CUG, GUG or UUG (see Ref. [9]). In addition,
for 30S initiation of leaderless mRNAs, the concentration of the initiation factors is
an important factor, such that high concentrations of IF2 stimulate translation,
whereas IF3 has an inhibitory effect. Thus, the ratio of IF2 and IF3 seems to influ-
ence significantly the expression level of leaderless mRNAs [111].

The additional stability of 70S initiation complexes may explain why translation of
leaderless mRNAs, but not canonical mRNAs, continues in the presence of the anti-
biotic kasugamycin (see Ref. [112]). Kasugamycin has also been shown to affect
assembly of the 30S subunit, producing a particle that is deficient in a number of
small ribosomal proteins. While this particle cannot translate canonical mRNAs,
translation of leaderless mRNAs remains unaffected (U. Blaesi, pers. Comm). Of the
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proteins missing, S1 has been shown to be dispensable for translation of leaderless
mRNAs [113]. The S1 protein has two N-terminal RNA-binding motifs necessary and
sufficient for ribosome binding and four C-terminal RNA-binding motifs associated
with mRNA binding. Although S1 is absent in the crystal structures of the 30S sub-
units [32, 92], the binding position has been located, using cryo-EM, to the platform
side of the subunit, in close proximity to the anti-SD sequence [114]. It is therefore
easy to envisage that the absence of a 5" UTR in leaderless mRNAs circumvents the
necessity of S1.

As yet, the role of leaderless mRNAs is not clear; certainly there is little correlation
(or homology) between the genes encoding leaderless mRNAs in different organ-
isms, let alone across the kingdoms [9]. Despite this, under certain physiological con-
ditions, for example, low temperature or in the presence of antibiotics, the 70S
initiation pathway open to leaderless mRNAs might be competitively favorable over
that of canonical mRNAs [9, 106]. In this respect, it is interesting to note that in many
Streptomyces species, a number of antibiotic resistance genes are leaderless mRNAs
[9]- Blasi and coworkers [9] have also suggested that leaderless mRNAs may represent
remnants of ancestral mRNAs that have acquired canonical start codons at the 5’-end,
i.e. the earliest mRNA templates were simply single-stranded polynucleotides.

7.1.3
Initiation Factor 1 Binds to the Ribosomal A-site

The exact role of IF1 within the initiation complex is perhaps the least understood of
the IFs. A number of roles have been described for IF1 including (i) subunit associa-
tion during 70S initiation complex formation, (ii) modulating the binding and release
of IF2 and (iii) blocking the binding of tRNAs to the A-site (reviewed in Refs. [10, 11]).
Irrespective the role of IF1, the gene encoding IF1, infA, is essential for cell viability
in Escherichia coli [12] indicating its importance in the initiation process.

The structure for IF1 has been determined by NMR spectroscopy and revealed to
contain a secondary structure characteristic of the oligomer binding (OB) fold family
of proteins, termed because of their ability to bind oligonucleotides and oligosaccha-
rides [13]. The architecture of a classic OB-fold motif includes a five-stranded f-sheet
coiled to form a closed fbarrel, and capped by a o-helix as exemplified by IF1
(Fig. 7.1-2A). A number of other translational proteins are members of this family
including ribosomal proteins S1, S17, and L2 (reviewed in Refs. [14, 15]), tRNA syn-
thetases, IF5A and elF2a, as well as the central region of elF1A (Fig. 7.1-24; [16]).
The presence of domains additional to the common OB component in higher organ-
isms, namely archeal and eukaryotic elF1A, at least partly correlates with the ability
to form binary complexes with eIF5B (see following).

Interestingly, a number of the cold shock protein (Csp) family have high structural
homology to IF1 (although little sequence homology). In fact, some strains, predomi-
nantly Gram-positive, for example Bacillus stearothermophilus, have no obvious IF1
homolog [17]. It has been postulated based on the structural similarity between the
Csp and IF1 families that in these strains one of the often many Csps may have
assumed this role. In this regard, it is interesting that a double deletion CspB-CspC
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S elF5a

Figure 7.1-2 The binding site of IF1 on the 30S subunit and
homology with other factors. (A) The solution structures of IF1
(pdb1ah9; [99]), CspA (pdb1mijc; [100]) and elF1a (pdb 1d7q; [16]),
all shown in ribbon representation with strands (dark blue),
helices (purple) and random coil (light blue). (B) Overview of the
IF1 binding site on the 30S subunit (pdb1hr0; [19]). Ribbon
representation of the 16S rRNA (pale blue) including ribosomal
proteins (dark blue) with h44 (yellow) and ribosomal protein S12
(green) highlighted. IF1 (purple) is shown as spacefill
representation. (C) Close-up view showing that IF1 (purple
ribbons) binding, causes A1492 and A1493 (red) to be flipped out
of helix 44 (yellow) and the base-pair between A1413 (dark blue)
and G1487 (light blue) to be broken.
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in Bacillus subtilis led to alterations in protein synthesis, cell lysis upon entry into sta-
tionary phase, and the inability to sporulate [18]. Deletion of all three Csp proteins
was lethal suggesting the importance of having at least one of this family present.
Intriguingly, the defects caused by the double knock-out could be cured by the heter-
ologous overexpression of E. coli IF1, suggesting that IF1 could assume some of the
chaperone activities normally performed by the Csps. This raises the question if
under some conditions the reverse could be true, especially for strains lacking the
infA gene. Certainly, there is some evidence that members of the Csp family co-purify
with ribosomes; however, this may be related simply to their chaperone activity and
reflect their tendency to interact with RNA rather than their involvement in the initia-
tion of protein synthesis.

Despite the low-sequence similarity between OB-fold family members, second-
ary-structure similarity is striking, as well as the localization of basic residues on
one face of the OB-fold. The recent crystal structure of T. thermophilus IF1 bound to
the 30S subunit [19] demonstrates that IF1 is no exception. Interactions with the
30S subunit associate with the highly basic surface of IF1, where conserved argin-
ine residues (Arg46 and Arg64) stabilize RNA-binding interactions through stack-
ing and electrostatic interactions. The IF1-binding site on the 30S subunit consists
of a cleft formed by h44, the 530 loop and protein S12 (Fig. 7.1-2B; [19]). The loop
between strands 3 and /4 is inserted into the minor groove of h44 and flips out
residues A1492 and A1493 from their stacked position in h44 (Fig. 7.1-2C). This is
reminiscent of the situation where these residues are flipped out due to binding of
the antibiotic paromomycin to the decoding site (see Chap. 12) and also due to a
cognate tRNA at the A-site (see Chap. 8.2). The major distinction being that during
decoding, A1492 and A1493 are critically involved in direct monitoring of correct
Watson—Crick pairing of the first two positions of the anticodon—codon duplex [20],
whereas within the [F1:30S structure these residues are inaccessible, being pro-
tected by IF1 and S12. This suggests that although the binding sites of the A-site tRNA
and IF1 overlap, there is little mimicry in their interaction.

Despite the expectation that IF1 would sterically occlude tRNA binding at the A-
site [21], it is unlikely that this is the role of IF1 during initiation as there is only one
tRNA-binding site on the 30S subunit, that of the prospective P-site [22, 23]; reviewed
in Ref. [24]. It seems more probable that IF1 binding at the A-site induces conforma-
tional changes that promote subunit association during 70S initiation complex
formation. Indeed, the flipping out of A1493 disrupts a base-pair with A1408, desta-
bilizing the top of h44 and allowing lateral movement of bases C1412 and A1413
such that the base-pair between A1413 and G1487 is broken (see Fig. 7.1-2C). This
lateral shift moves one strand of h44 with respect to the complementary strand gen-
erating “long distance” (up to 70 A from the IF1-binding site) conformational
changes within h44 [19]. The minor groove of h44 makes extensive contacts with the
50S subunit, one per helical turn, forming intersubunit bridges B3, B5 and the larg-
est contact point between subunits, bridge B2a [25]. Thus, it is possible that these
changes induced by IF1 binding may be responsible for the observed increase in
association rates between 30S and 50S subunits [26]. The activation energy associated
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with 70S formation is large, estimated at 80 k] mol-1, and is involved only in adapta-
tion of the 30S subunit (not 50S subunit), rather than the association step itself [27].
Therefore it is tempting to speculate that the initiation factors, particularly IF1
because of the changes it induces in the 30S subunit, help to overcome the free-
energy barrier for 50S subunit association with the 30S [28]. The functionally active
30S conformations are obtained by heat activation [29] and have been visualized by
cryo-EM, which revealed that they bear a closer resemblance to the 50S-subunit-
bound state than to the inactivated state [30]. This heat-activated “intermediate” state
may reflect a physiological state [29], such as that induced in vivo by translational fac-
tors such as IF1. Indeed, the crystal structure of the IF1-bound 30S subunit [19] also
exhibits more similarity to the 50S bound state [25, 31], than to that of the free 30S
subunit [32].

Mutation of A1408G eliminates all indicators associated with IF1 binding to the
30S subunit, such as the “tell tale” footprints at A1492 and A1493, yet retains wild-
type growth characteristic [33]. This is perplexing as IF1 interaction with the 30S
subunit is essential for competent 70S formation [34] and cell survival [12]. The
A1408G mutation would also be expected to disrupt the base pair with A1493,
tempting speculation that by doing so it enables the 30S subunit to adopt a confor-
mation mimicking that of the initiation complex, thus making IF1 dispensable for
cell viability [33]. If this hypothesis would be correct, then direct interaction of IF1
and IF2 may not be necessary and that the 30S conformational change induced by
IF1 is sufficient to stimulate IF2 binding.

7.1.4
The Domain Structure of Bacterial IF2

IF2 is the largest of all eubacterial translation factors and can be divided into three
major domains based on primary sequence homology (Fig. 7.1-3A), an N-terminal
domain (NTD) that is not conserved in sequence or length among bacteria, a central
domain containing the guanine-nucleotide-binding motif (termed the G domain),
and a C-terminal domain (CTD), which contains the entire fMet-tRNAfmet-binding
site (reviewed in Ref. [11]). E. coli IF2 has been divided further into subdomains
by Sperling-Petersen and co-workers [35], such that the NTD consists of subdomains
I-III, the G domain encompasses IV-VI-1 and the CTD, VI-2. In E. coli, the IF2
gene, infB, encodes three isoforms of IF2, termed IF2-1, -2 and -3 [36]. The latter two
isoforms are smaller and result from translation at alternative initiation sites near
the beginning of domain II (as indicated by arrows in Fig. 7.1-2A). The cellular level
of all three isoforms is similar and the presence of all three isoforms has been
shown in E. coli to be optimal for growth. However, the absence of multiple isoforms
in the most of the bacteria suggests that they are not essential for survival; indeed
many extremophilic species in bacteria, such as Thermus, or in Archea, such as Sul-
folobus or Methanococcus, do not even have this NTD region [37]. A fragment con-
sisting of subdomains I and II (but not subdomain I alone) was capable of binding
the 30S subunit and IF2 lacking this region showed low binding affinity, suggest-
ing the importance of this region for factor binding [38, 39]. Interestingly, this
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same fragment has been shown to bind to the infB mRNA, hinting at the existence
of an autoregulatory mechanism for IF2 [40]. NMR studies of the NTD subdomain
I have revealed that residues 2-50 form a compact structure containing three short
orhelices and three antiparallel twisted fstrands (Fig. 7.1-3A), the following resi-
dues 51-97 were unstructured and the rest of subdomain I (98-157) was of a highly
helical nature [41]. The latter was suggested to act like a linker, much like that
found between domains VI-1 and VI-2 of alF5B (see the following). The compact
core of subdomain I (IF2-DI) has structural similarity to the SC-fold domain of
class Ia aminoacyl-tRNA synthetases (RS), such as that found in GInRS (Fig. 7.1-3B).
In the crystal structure of GIn-tRNA bound to GInRS, the SC-fold domain contacts
the inner side of the L-shaped tRNA, where it provides a connection between the RS
domains that interact with the acceptor (green) and anticodon (red) of the tRNA (yel-
low in Fig. 7.1-3B). This suggests that the NTD of IF2 is probably associated with
positioning of the anticodon stem loop of the fMet-tRNA into the P-site of the 30S
subunit. Consistent with such a suggestion is the crosslink found between sub-
domain II of IF2 and the anticodon stem of fMet-tRNA as well as the similarity in
the footprinting pattern found within this region in the presence of IF2 or MetRS.
The G domain and CTD of IF2 (IV-VI) are the most highly conserved regions,
having homology across all kingdoms. In fact, [F2 from Mycoplasma genitalium and

Figure 7.1-3 The domain structure of E. coli
initiation factor IF2. (A) Schematic diagram of
the domain structure of E. coli IF2. There are

two alternative initiation sites (arrowed) within
subdomain Il marked with [F2-2 and IF2-3. The
structure of part of subdomain | of the N-terminal
domain (NTD) of E. coli IF2 has been determined
(pdbleug; [101]) and the central (G domain) and
CTD encompassing subdomains IV-VI have
almost 50% similarity to the archeal IF2 homo-
logue alF5B, whose structure (pdb 1g7t; [102])

is also shown. (B) Part of the NTD of IF2
(residues 2-50; subdomain ) has structural
homology with the SC-fold domain of GIn

(and Met) aminoacyl-tRNA synthetases
(GInRS-SC). Within the complex GInRS
structure, this region contacts the anti-

codon stem of the tRNA (pdbleugq; [101]).

The tRNA is colored yellow with the anticodon
(red) and CCA end (green) highlighted for
reference. The homologous region to domain |
of IF2 in the GInRS is colored purple. (C) Domain
VI-2 of IF2 has structural homology with domain
111 of EF-Tu, leading to the proposal that IF2
recognition of the fMet of an initiator tRNA utilizes
the equivalent surface. Shown here is domain
VI-2 of IF2 (IF2-DVI-2; pdb 1d1n; [43]) compared
with domain |11 of EF-Tu.Cys-tRNACs (pdb1b23;
[45]). In the latter structure, the Glu271 (red;
stacks with A76) and His273 (green)/ Arg274

(purple) are in close proximity to the terminal
adenine (A76) of the CCA end of tRNA (yellow)
and the attached cysteine residue respectively.
The equivalent positions are not conserved in
IF2 suggesting that the details of recognition
differ, however, residues on the equivalent
surface as that used by EF-Tu to recognize tRNA
predicted to participate in fMet recognition are
indicated in red [43].

(D) Topology of IF2 (middle) on the 30S (left)
and 50S subunit (right). Positions of IF2 used
for site-directed hydroxyl-radical probing are
shown on the structure of the alF5B at the
equivalent locations: cleavages from the pale
and dark blue positions on IF2 map to the 30S
subunit and include positions G35/G38-C40 and
A397 of h3/h4 (brown), G423 (green; h16) and
residues in h17/h18 (C443 and A498/A537,
purple/red). Residues A1418 and A1483 (cyan)
exhibited reactivity upon IF2 binding. On the
50S subunit, the L11-binding region (brown),
the sarcin-ricin loop (purple) and H89 (green)
have been also footprinted. The small and
large subunits (shown as if the 70S ribosomes
were opened like a book) are shown in ribbon
format with rRNA and ribosomal proteins
colored in pale and dark blue, respectively.
Helix 44 (yellow) on the 30S subunit and the

A- (red) and P-site (yellow) CCA-end substrates
are highlighted for reference positioning.
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T. thermophilus are unusually small, consisting of only ~600 amino acids (rather
than the usual 800-1000), the missing residues being absent from the NTD. Simi-
larly, the IF2 homologs found in eukaryotes and archaea, termed elF5B and alF5B,
respectively, are also smaller than their eubacterial counterparts and by comparison
with their eubacterial counterparts contain only the G and CTD domains. The crys-
tal structure of alF5B from Methanobacterium thermoautothrophicum has been solved
therefore providing a good homology model for the C-terminal region of IF2
(Fig. 7.1-3A). The crystal structure is described as being “chalice-shaped”, where the
“cup” region containing the G domain is identical to the corresponding regions in
EF-TusGTP and EF-GeGDP. The stem of the chalice constitutes an co-helical linker
region separating the G domain by over 40 A from the base of the chalice (VI-2 in
Fig. 7.1-3A). The structure of alF5B was solved in the GTP, GDP and nucleotide-free
state; however, surprisingly there was little significant difference between them and
no observable change within domain IV, the formyl-methionine (fMet)-binding
domain, relative to the functional state. This is consistent at least with the stable
binding of fMet-tRNAMet observed with bacterial IF2 regardless of whether in the
GTP or GDP form [42].

Recently, domain VI-2 of the CTD from B. stearothermophilus 1F2 containing all
the molecular determinants necessary and sufficient for fMet-tRNAfMet recognition
and binding [42] was determined by NMR [43] (Fig. 7.1-3C). The fbarrel structure of
this domain shows remarkable similarity to domain II of EF-G and EF-Tu (Fig. 7.1-3C),
despite having low-sequence identity (13%) and homology (17%). This high struc-
tural homology to EF-Tu and the availability of structures for two different amino-
acyl-tRNA«EF-Tu complexes [44, 45] enabled a model to be proposed to define an
IF2 recognition site for the fMet moiety and the acceptor stem (CCA-end) of the ini-
tiator tRNA [46, 43]. Although the mechanisms probably differ in their details since
there is little comparative conservation in residues at equivalent positions between
EF-Tu and IF2, it seems probable, however, that the same surfaces are used and a
number of residues conserved within the IF2 family, such as R654, Q655, F657,
G667 and E713, constitute the fMet-CCA-binding site (colored red in Fig. 7.1-3C).

7.1.5
Interaction Partners of IF2

On the ribosome, IF2 accelerates codon—anticodon base-pairing between the initia-
tor fMet-tRNAMet and the start codon of the mRNA in the ribosomal P-site [47]. The
specificity of the reaction is governed by the exclusive recognition of the fMet moiety
of the initiator fMet-tRNAfMet [48, 49]. In bacteria, IF2 can form a ternary complex
with fMet-tRNA and GTP [50], whereas no evidence for the equivalent interaction
between elF5B and Met-tRNA has been found, although eukaryotes have an addi-
tional factor elF2, which assumes this delivery role (see Sect. 7.2.7.4). Since the
majority of the interactions of tRNA with programed 30S subunits depend on
codon—-anticodon interaction [51], the stimulation of this reaction by IF2 is probably
due to the corresponding increase in stability of the initiator tRNA on the ribosome.
In the presence of IF1, binding of the ternary complex is additionally stimulated,
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suggesting some interplay between the factors. However, unlike the situation in
eukaryotes, where eIF1A and eIF5B form a stable interaction in the absence of the
ribosome [52], no evidence for such an interaction has been observed between bacte-
rial IF1 and IF2. Consistent with this, the binding interface between eIF1A and
elF5B was recently determined to use the C-terminal region of each factor, i.e.,
regions that are not present in bacterial IF1 and IF2 [53]. Therefore, if an interaction
between the bacterial counterparts exists it seems to occur only on the ribosome: 1F2
has been crosslinked to IF1 on the ribosome [54] and subdomain II of IF2 has been
proposed to interact with [F1 [38].

Manual sequence alignment of IF2 against EF-G suggested that IF2 could be
aligned against all of EF-G, with the exception of the very N-terminal domain and
the terminal region of domain IV of EF-G, i.e., the region mimicking the tRNA anti-
codon stem loop. Interestingly, this latter region was found to have similarity to IF1,
leading to the suggestion that IF2 and IF1 may together mimic the structure of EF-
G, thus extending the structural mimicry found between elongation factors EF-G
and the ternary complex EF-TustRNAeGTP (reviewed in [55]; see Chap. 8.2.5) to
encompass the initiation factors [21]. However, the subsequent structure of IF1
bound to the 30S subunit does not support a direct structural mimicry of either
domain IV of EF-G or the anticodon stem loop of a tRNA [19]. This aside, it does
seem probable that the general topographies of the factors is consistent with this
idea, since IF1 does bind in the A-site and interact with the bases A1492 and A1493
involved intimately in the decoding process. Furthermore, the strong homology
between G domains of IF2/elF5B and EF-G/EF-Tu and the ribosome-dependent
activation of their GTPase activities suggests that IF2, in particular the G domain, is
likely to occupy a similar position to EF-G, EF-Tu ternary complex and EF-1¢ at the
Assite of the ribosome as visualized by a multitude of cryo-EM studies [56—62].

Early attempts to map the position of IF2 on the ribosome using chemical modi-
fication approaches have been relatively unsuccessful [63, 64]. The former study
identified a large number of residues of the 16S rRNA spread throughout the 30S
subunit [64], suggesting a weak or disperse association of IF2 with the 30S subunit
or perhaps predominantly with ribosomal proteins. Recent base-specific probing
studies also detected no protections of the 16S rRNA resulting from the binding of
IF2 to 30S subunits; however, in loose couple ribosomes, binding of IF2 led to a
decrease in reactivity of residues A1418 and A1483. Since these residues are located
in the lower portion of h44 that makes contacts with the 50S subunit, the changes
in reactivity are probably indirect and might indicate that IF2 has a “tightening
effect” on the interaction between the subunits [65]. Site-specific hydroxyl-radical
probing experiments suggested that the G domain (V) is in close proximity to the
16S rRNA, since cleavages of the 16S rRNA were observed from two positions in
this region. The cleavages were localized to residues in h3/h4 (positions G35/G38-
C40, A397), h16 (G423) and h17/h18 (C443, A498/A539), suggesting that the G
domain of IF2 is in a similar position as that of EF-G. Consistently, cleavage of
some 16S rRNA residues was observed when equivalent positions in EF-G to those
in the IF2 study were used [66]. This raises the question as to why no protections
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are observed when IF2 binds to the 30S subunit and invites the speculation that IF2
may undergo conformational changes upon 50S subunit association, such that
stronger contacts are then made with the rRNA component of the 30S subunit in
the 70S ribosome.

Two distinct regions of the 23S rRNA become protected from chemical probing
upon binding of IF2 to 70S ribosomes; these include positions in the sarcin-ricin
loop (G2655, G2661 and A2665 as well as an enhancement in the reactivity of
A2660) and the loop at the end of H89, specifically positions A2476 and A2478 [65].
Residues in H89 (A2482 and U2474) were also cleaved using site-directed hydroxyl-
radical probing when tethers were placed at positions within the CTD (VI-1) [67]. In
addition, these tethers produced cleavages of nucleotides within the L11-binding
region (G1068 and weakly at C1076 in H43). This set of protection and cleavage pat-
terns for IF2 on the 50S subunit are similar to those determined for EF-G and EF-
Tu [68], but not identical. This is certainly consistent with the observation that IF2
and EF-G compete for overlapping binding positions on the 70S ribosome [69].
Interestingly, in this study, the antibiotic micrococcin, which interacts with the L11
binding region, was shown not only to inhibit EF-G-dependent GTPase, but also to
stimulate the IF2-dependent GTPase activity. These observations suggest that,
although both factors interact with this region, they probably do so in a distinct man-
ner. One of the largest differences is the implication of H89 in IF2 binding, since
this region is not considered part of the binding site for the other elongation factors.
Indeed the antibiotic evernimicin, which footprints within H89, has been proposed
to act as an IF2-dependent translation-initiation inhibitor ([70]; see Chap. 12).

7.1.6
The Role of the IF2-dependent GTPase Activity

Early experiments suggested that the GTP form of IF2 was required for 70S ribo-
some formation by association of the component subunits and that hydrolysis of
GTP released IF2 from the ribosome allowing translation to enter the elongation
cycle by the binding of the ternary complex to the A-site [71, 72]. The situation was
found to be the same in eukaryotes, where the GTP form of eIF5B was essential for
subunit association and that hydrolysis of GTP releases elF5B allowing peptide-
bond formation to occur [73, 74]. This harmony was challenged when it was reported
that the association of bacterial pre-initiation complexes with 50S subunits to form a
post-initiation complex capable of peptide-bond formation required the same length
of the time regardless of whether GTP or GDP was used [75]. The interpretation
from these experiments was that the GDP form of IF2 catalyzes subunit association
as efficiently as the GTP form and that GTP hydrolysis does not stimulate (i) the
adjustment of fMet-tRNA in the P-site, (ii) the ejection of IF2 from the ribosome, or
(iii) the formation of the initiation dipeptide (see Ref. [10]). However, an elegant
series of experiments from Ehrenberg and co-workers [76] conclusively demon-
strated that, in fact, the GTP form of IF2 (or with the non-hydrolyzable analog
GDPNP), but not the GDP form, promotes rapid association of the ribosomal sub-
units during initiation (the K, in the presence of GTP was over 20 times higher than
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with GDP). In this study, the binding of GTP to IF2 was the most efficient in the
presence of both fMet-tRNA and 30S subunits (with mRNA, IF1, and IF3), suggest-
ing that the GTP form of IF2 stabilizes the binding of fMet-tRNA to the 30S subunit
(and vice versa) and this promotes association. Furthermore, formation of the first
dipeptide was also fast for [F2-GTP, but not [F2-GDP or I[F2-GDPNP, indicating that
GTP hydrolysis is necessary for rapid release of IF2 from the ribosome and therefore
for dipeptide formation [76].

These observations led Ehrenberg and co-workers to propose a two-state model for
I[F2 action during initiation: the free form of IF2 is the GDP form, which has a low
affinity for both the pre-initiation complex and 70S ribosomes. The presence of 30S
subunits with both fMet-tRNA and mRNA promote nucleotide exchange, and stabi-
lizes the pre-initiation complex since IF2 is now in the GTP form. The GTP form of
IF2 has a high affinity for the 50S subunit and thus rapid association between the
pre-initiation complex and the 50S subunit ensues. In this manner, only fully com-
petent 30S pre-initiation complexes are converted into 70S initiation complexes. The
high affinity of the GTP form of IF2 is consistent with the slow dissociation of IF2-
GDPNP from the 70S ribosome. Subsequent to 70S association, GTP hydrolysis
occurs and the low-affinity [F2-GDP dissociates from the ribosome, leaving the A-
site free for the binding of the ternary complex. Interestingly, ternary complex bind-
ing was demonstrated to be possible in the presence of IF2, at least temporarily [76],
which is consistent with the observation that ternary complex can bind to the 70S
ribosome with the same kinetics in the presence or absence of [F2-dependent GTP
hydrolysis [75]. Understanding of the exact binding position of IF2 will help to
address the extent to the overlap in position with the ternary complex.

7.1.7
The Mystery of the IF3-binding Site on the 30S Subunit

IF3 was originally identified as an anti-association factor because it binds with high
affinity to the 30S subunit (an association constant greater than 107 M-1 [77]) and
thereby prevents re-association of the 30S and 50S subunits [26]. In addition to this
function, IF3 is known in conjunction with IF2 to be involved in the discrimination
between aminoacyl tRNAs, thereby permitting only the presence of an initiator
tRNA at the P-site [34, 78]. Discrimination is based on recognition by IF3 of the anti-
codon loop and three base-pairs of the anticodon stem [79] and may even involve rec-
ognition of the start codon itself [80]. IF3 is encoded by the infC gene located at
37.5 min on the E. coli chromosome [81, 82], and has been shown to be essential for
cell viability [83] and for protein synthesis [84]. IF3 consists of two distinct domains
separated by a 20-residue-long (~45 A) lysine-rich linker region [85]. It has been
speculated that the two different IF3 functions described above could be attributable
to each of the domains [86]. However, a number of other functions for IF3 have been
assigned, such as the (i) adjustment of the mRNA from a so-called standby site to
the P-site, (ii) stimulation initiator tRNA binding to the P-site, and (iii) dissociation
of fMet-tRNA from the start codon of leaderless initiator tRNAs (see Ref. [87] and
references therein).
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The complete intact structure of IF3 has not been determined, but those of both
NTD (with linker region) and CTD have been solved by X-ray crystallography [88]
and NMR [89, 90] (Fig. 7.1-4A). The CTD has been shown to be capable of indepen-
dently inhibiting 30S and 50S association, although it requires much higher excess
over ribosomes compared with the full-length factor [90, 87]. Thermotoga maritima
IF3 bound to the T. thermophilus 30S subunit has been visualized by cryo-EM at 27 A
resolution [91]. Density correlating to the CTD was found to locate to a region of the
30S subunit involved in forming bridges with the 50S subunit, suggesting that IF3
prevents subunit association by physically blocking the docking sites [91] in agree-
ment with protection studies [63]. In contrast, recent X-ray crystallographic data of
the CTD of T. thermophilus IF3 bound to the T. thermophilus 30S subunit revealed
that IF3 was not bound at the subunit interface but at the upper end of platform
on the solvent side [92] (Fig. 7.1-4B), where it makes contacts with h23, h26 and the
3'-proximal end of h45. In this position, the anti-association activity of IF3 cannot
result from physically blocking subunit association, but probably derives from indi-
rectly moderating the mobility of h45. Support for the latter model comes from an
observation that a double mutant in h45 of the 16S rRNA reduces IF3 binding to the
30S subunit [93]. Furthermore, IF3 cannot dissociate 70S ribosomes carrying this
double mutation even though the affinity of IF3 for the 70S ribosome is enhanced
30-fold over the wild-type 70S ribosomes [93]. A number of other biochemical data
are more consistent with the platform localization of IF3, for example, regions in
h45 (1506-1529) and h26 (819-859) have been crosslinked to IF3 [94], as have ribo-
somal proteins S7, S11, and S18 [95]. Docking the NTD of IF3 based on both the
constraints of the position of the CTD on the 30S subunit and available biochemical
data places the NTD in close proximity to the P-site [92]. This led to a model where
the codon-anticodon recognition operates by space restrictions such that only cor-
rect-binding orientations are permissible, rather than by a direct interaction of the
P-site tRNA with the NTD of IF3.

However, recent evidence has cast doubt of on both the position of the CTD of IF3
determined from the crystallographic analysis and the involvement of the NTD in any
of the IF3 functions. It has been noted that 30S subunits are arranged within the crys-
tal lattice such that they contact each other at the region where the cryo-EM has local-
ized the CTD, leading to the suggestion that this could have masked the physiological
binding site during the soaking of the crystals with the IF3 domain [96]. Further-
more, a comprehensive set of site-directed hydroxyl-radical probing experiments sug-
gest that IF3 binds on the interface side of the 30S subunit and not on the solvent
side as seen in the crystal structure. The model presented from these experiments
places the CTD of IF3 at the subunit interface making contact with helices 23, 24 and
45 (cleavages colored red in Fig. 7.1-4C), whereas the linker and NTD were oriented
towards the platform (colored yellow). This position for IF3 is in closer agreement
with the cryo-EM localization but also the location of eukaryotic IF3 (elF3) on the rat
liver 40S ribosomal subunit to the interface surface by immuno-EM [97]. Indeed,
mutation of G791A in h24 leads to a 10-fold decrease in the affinity of IF3 for the 30S
subunit [98].
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Figure 7.1-4 Where does IF3 really bind on the
small ribosomal subunit? (A), IF3 is composed
of an N-terminal domain linked by a long a-helix
linker region (pdb 1TIF) to the C-terminal domains
(pdbTIG) [88]. Both domains have a similar
a/fftopology with an exposed f-sheet that is
reminiscent of several ribosomal and other
RNA-binding proteins. (B), The CTD of IF3

was found to bind to the solvent side of the

T. thermophilus 30S subunit by crystallography
(pdb 1i96; [92]). Two views are shown: (i) a view
from above looking down onto the head of the
30S subunit, with IF3C shown in orange, the
16S rRNA in light blue and ribosomal proteins

7.1 Initiation in eubacteria

IF3-C

in dark blue. (ii) View from 50S side onto
the interface surface of the small subunit
such that the IF3-C binding site is clearly
on the back or solvent side. (C), Chemical
cleavage of the 16S rRNA from specific
sites on the C-terminal (cleavages colored
red; locate mainly to 790 loop (h24) and
1400 region of h44) and linker region
(yellow; found in predominantly in h23)

of IF3 suggest that IF3 binds on the interface
side of the 30S subunit [103], in contrast
with the crystallography results. In the view
from above the position of IF3-C found in
the crystallography study is indicated.
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Perhaps the most important observation is the recent report that the CTD of IF3
can perform all of the aforementioned activities attributed to the full-length mole-
cule, when added in amounts (10-40 times) compensating for the reduced binding
affinity [87]. In fact, the NTD alone displayed no affinity for the ribosome and no
detectable functions even with high excess of protein, suggesting that the NTD is
only stabilizing the interaction of the CTD with the 30S subunit. Since no confor-
mational changes in the 30S subunit were observed upon binding of the CTD of
IF3 in the crystal structure of the complex, it is difficult to envisage how IF3 can
perform all its functions from a remote position on the solvent side of the 30S sub-
unit. Certainly, further experiments need to be performed to address this issue,
since if there is a second binding site for IF3, what is the function of this site?
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7.2
Mechanism and Regulation of Protein Synthesis Initiation
in Eukaryotes

Alan G. Hinnebusch, Thomas E. Dever, and Nahum Sonenberg

7.2.1
Introduction

7.2.1.1 Overview of Translation-initiation Pathways in
Eukaryotes and Prokaryotes

The decoding of an mRNA transcript and synthesis of a protein by the ribosome
requires the assistance of two highly conserved translation-elongation factors known
as EF1A and EF2 in eukaryotes (and archaea) and EF-Tu and EF-G in eubacteria
(reviewed by Gualerzi et al. [1] and in Chap. 7.1). Studies on the structure and
mechanics of the ribosome and the roles of the elongation factors have revealed the
intricate functions of these enzymes, and the complex reactions required for effi-
cient protein synthesis of high fidelity. Prior to the elongation phase of translation,
the ribosome must be loaded with the initiator methionyl tRNA (Met-tRNAMet) and
assembled on an mRNA at the start codon in a process referred to as initiation. The
general scheme of translation initiation seems to be conserved throughout evolu-
tion, and a core set of trans-acting initiation factors that promote these reactions are
similarly conserved. In eukaryotes, several embellishments to the core initiation
pathway have evolved, and these new steps require the functions of additional initia-
tion factors. The eukaryotic-specific factors not only increase the rate and fidelity of
the process, but also provide a means to regulate protein synthesis in response to
cellular or environmental signals.

The general schemes of translation initiation in prokaryotes and eukaryotes, sum-
marized in Fig. 7.2-1A and B is based largely on the biochemical activities of the
purified factors and other components of the protein synthesis machinery. (The rel-
evant literature supporting the depiction of this pathway is not cited in this introduc-
tory note, but can be found in the body of this chapter for the eukaryotic pathway.)
The small and large ribosomal subunits have distinct roles in protein synthesis. The
small subunit is responsible for decoding and contains binding sites for the tRNAs
and the mRNA, whereas the large subunit contains the active site of the peptidyl-
transferase. In both kingdoms, the starting point for assembly of the initiation com-
plex is the production of free small ribosomal subunits. In eukaryotes, binding of
the initiation factors (elFs) 1, 1A and 3 to the small ribosomal subunit prevents its
coupling with the large subunit. The initiation complex is then assembled on the
free small subunit as follows.

The first step is the binding of Met-tRNAMet to the P-site of the small subunit. The
Met-tRNAMet does not bind alone, rather it is delivered to the ribosome by elF2.
elF2, similar to IF2 in eubacteria, is a GTP-binding (G) protein; however, only eIF2
requires GTP to bind Met-tRNAMet. The elF2 forms a stable ternary complex with
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Figure 7.2-1 Pathways of translation initiation in prokaryotes
and eukaryotes. The individual steps in the prokaryotic (A) and
eukaryotic (B) pathways have been aligned to reflect the
conservation of the reactions and functions of the factors.

The three initiation factors (IF1-1F3) in prokaryotes and the
various eukaryotic initiation factors (elFs) are labeled. Bio-
chemical studies have suggested that an alternate pathway in
which mRNA binding to the 30S subunit precedes Met-tRNAM
binding may also function in prokaryotes (see Chap. 7.1). At the
completion of the initiation pathway, Met-tRNAV< is bound to
the ribosomal P site and the A site is vacant waiting for binding
of the first elongating tRNA in an eEF1 A/EF-TusGTP.aminoacyl-
tRNA ternary complex. The green dot represents GTP and the
red dot is GDP.

)
s

GTP and Met-tRNAMet | and this elF2.GTP«Met-tRNAMet ternary complex (TC)
binds to the 40S subunit. The factors elF1, eIF1A, and elF3 all stimulate binding of
the TC to the 40S ribosome to form a 43S preinitiation complex. Binding of Met-
tRNAMet to [F2 in bacteria is dependent on formylation of the methionine, a modifi-
cation that does not occur in eukaryotes.
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The next step in the pathway entails binding of the small ribosomal subunit to
mRNA. Biochemical studies on translation initiation in prokaryotes revealed no
fixed order of binding by fMet-tRNAMet and mRNA to the 30S subunit; however,
genetic studies support the scheme shown in Fig. 1A wherein tRNA binding pre-
cedes mRNA binding (1). The 3’ end of 16S rRNA in the 30S ribosomal subunit
binds dierctly to the Shine-Dalgarno (SD) sequence located just upstream of the start
codon (see Chap. 7.1). In the cap-dependent initiation pathway found in eukaryotes,
formation of the 43S preinitiation complex containing Met-tRNAMet is a prerequisite
for mRNA binding and the formation of a 48S preinitiation complex (Fig. 7.2-1B).
The m’GpppN (where N is any nucleotide) cap structure at the 5’-end of the mRNA
is the entry point for 40S ribosomes, and the start site is selected as the ribosome
scans along the mRNA. Multiple initiation factors mediate the 5'-cap-binding speci-
ficity of the 48S complex. The elF4F cap-binding complex consists of the cap-bind-
ing protein eIF4E, the ATP-dependent RNA helicase elF4A, and the scaffold/
adaptor protein elF4G. The eIF4G is thought to facilitate ribosome binding near the
5’-cap by forming a bridge between the eIF4E«cap complex and elF3, a constituent
of the 43S complex. The eIF4G also has a binding domain for the poly(A)-binding
protein (PABP) and thus can mediate binding of both ends of the mRNA to eIF3 and
the 43S complex (Fig. 7.2-1B).

Following the formation of the eukaryotic 48S complex near the cap, the 40S ribo-
some scans in an ATP-dependent reaction in search of a start codon. It is generally
thought that ATP is consumed by eIF4A in the removal of RNA secondary structures
that impede sliding of 40S subunits along the mRNA. The elF4B greatly stimulates
the RNA helicase activity of eIF4A. Typically, translation initiates at the first AUG
codon encountered during scanning from the cap, and several factors (eIF1, eIF1A
elF4G, and elF2) play important roles in scanning and AUG recognition. Pairing of
the anticodon of Met-tRNAMet with the AUG codon triggers GTP hydrolysis by eIF2,
stimulated by the concerted action of the GTPase activating protein (GAP) elF5 and
the 40S ribosome itself. The e[F2.GDP and many, if not all, of the other initiation
factors are subsequently released from the 48S complex (Fig. 7.2-1B).

In prokaryotes, IF1 and IF3 dissociate from the ribosome following AUG recogni-
tion, whereas IF2 remains bound (Fig. 7.2-1A). eIF5B, the eukaryotic homolog of
bacterial IF2, promotes joining of the large ribosomal subunit to the preinitiation
complex. Subunit joining triggers GTP hydrolysis by eIF5B, and release of these fac-
tors. (As elF1A interacts with eIF5B, it is possible that these factors are released as a
complex following GTP hydrolysis by eIF5B (Fig. 7.2-1B).) Finally, the 80S initiation
complexes are ready to enter the elongation phase of protein synthesis and produce
a protein. The eIF2.GDP must be recycled to e[F2.GTP by the guanine nucleotide
exchange factor (GEF) elF2B to permit a new round of initiation (Fig. 7.2-1B). In
contrast, elF5B (and IF2) are thought to recycle to the GTP-bound state without the
assistance of a GEF.

A fraction of eukaryotic mRNAs is translated by an alternative mechanism, known
as internal initiation, in which the 40S ribosome, with or without the assistance of
elFs, binds directly to an internal sequence in the mRNA upstream of the start
codon. The 40S subunit is transferred from this internal ribosome entry site (IRES)
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to the start codon either directly or through a short period of scanning. This mode of
ribosome binding is similar to the SD/30S subunit interaction in bacteria. Consis-
tently, IRES-dependent translation mechanisms dispense with some, or even all, of
the canonical eukaryotic initiation factors.

7.2.1.2 Conservation and diversity of translation-initiation
factors among bacteria, archaea and eukaryotes

Comparison of the translation-initiation factors in bacteria (Fig. 7.2-1A and
Chap. 7.1) and in eukaryotes (Fig. 7.2-1B) reveals only three initiation factors in bac-
teria against at least 12 factors in eukaryotes. Several of the eukaryotic factors are
composed of multiple polypeptides, and the 28 polypeptides that comprise the full
complement of eukaryotic factors are listed in Tables 7.2-1 and 7.2-2, highlighting
their functions and the conservation of sequences among human, plant and yeast
homologs. Examination of the genome sequences from several archaea reveals
orthologs of a subset of the eukaryotic factors, suggesting that archaea possess an
initiation mechanism, which is intermediate in complexity between the prokaryotic
and eukaryotic pathways.

The three bacterial factors IF1, IF2, and IF3 are functionally or structurally con-
served in all three kingdoms, interact directly with the ribosome, and promote
conserved steps in the initiation pathways (Fig. 7.2-1 and 7.2-2). The bacterial factors
IF1 and IF2 perform analogous roles to the eukaryotic factors eIF1A and eIF5B, con-
sistent with the structural conservation of these factors through evolution. Pairwise
alignments among the bacterial, archaeal, and eukaryotic [F1/alF1A/elF1A factors
reveal sequence identities ranging from 21 to 38% [2], and the solution structures of
IF1 and eIF1A contain homologous oligonucleotide/oligosaccharide binding (OB)
folds [3, 4]. The bacterial, archaeal and eukaryotic IF2/alF5B/elF5B sequences are
27-39% identical with alF5B, excluding the nonconserved N-terminal domain
(NTD) present in prokaryotic and eukaryotic factors [5]. Both IF2 and eIF5B have
been implicated in promoting Met-tRNAMet binding to the ribosome and in subunit
joining. In addition, IF2 and eIF5B physically and functionally interact with the
homologous factors IF1 and elF1A, respectively, although probably only on the ribo-
somes in the bacterial situation [6, 7]. Both bacterial IF3 and eukaryotic eIF1 play
important roles in translation start site recognition. Intriguingly, eIF1 and the C-ter-
minal domain (CTD) of IF3 have similar ¢/ffold structures with a four- or five-
stranded Ssheet packed against two a-helices (see Ref. [8]). The presence of a highly
conserved (25-30% sequence identity) eIF1-like protein, distinct from IF3, in some,
but not all, bacteria indicates that additional investigations are necessary to deter-
mine whether IF3 and elF1 are true homologs.

The eIF5A in eukaryotes and EF-P in bacteria share approximately 20% sequence
identity [2], and both proteins have been implicated in translation. They both have
stimulatory activities in model assays of first-peptide-bond formation, especially the
synthesis of methionyl puromycin; however, their precise roles in protein synthesis
are unknown [9]. As depletion of eIF5A in yeast only slightly impaired protein



Table 7.2-1
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Initiation factors from mammalian, plant, and yeast cells 2

Molecular weightb

Name

Human Arabidopsis Sacchar Yeast
omyces gene

identityc

Functionsd

elF1

elF1A

elF2a

elF24

elF2y

elF2Ba

cIF2BS

cIF2By

elF2BS

elF2Be

elF4Al
elF4AIl

12.6

33.7

50.4

80.2

44.4
46.3

12.6

41.6

26.6

43.6

29.4

81.9

46.7
46.8

12.3

17.4

34.7

57.9

34.0

42.6

70.9

81.2

45.1
44.6

SU11

TIF11

SUI2

SUI3

GCD11

GCN3

GCD7

GCD1

GCD2

GCD6

TIF1
TIF2

58

65

58

42

71

42

36

36

30

65

AUG recognition; promotes TC
and mRNA binding to 40S;

80S anti-association, binds
elF3c, elF3a, and elF5
Promotes TC and mRNA
binding to 40S; 80S anti-
association; binds RNA,

elF5B, elF2, elF3, and elF5B
TC component; AUG recog-
nition; mediates inhibitory
interaction with elF2B on
phosphorylation of Ser>1,

binds elF2y, binds elF2B

a/f3/8 subcomplex when
phosphorylated

TC component; GTP/Met-
tRNAM binding; AUG
recognition; binds eIF2y,
elF2Bg, elF5, elF3a, mRNA
TC component; GTP/Met-
tRNAMe binding; GTPase;
AUG recognition; binds

elF2a and elF2f3

Nonessential in yeast; regulatory
subunit that helps bind eIF2(aP)
and inhibit GEF function; forms
subcomplex with eIF2B £/
Regulatory subunit; helps

bind eIF2(aP) and inhibit

GEF function; forms
subcomplex with eIF2B a/8
Promotes GEF function of
catalytic subdomain; forms
subcomplex with e[F2Be&
Regulatory subunit; helps

bind eIF2(aP) and inhibit

GEF function; forms
subcomplex with elF2B a/f8
GEF catalytic subunit; forms
subcomplex with e[F2By

ATPase, RNA helicase
ATPase, RNA helicase
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Molecular weight?

Name

Human Arabidopsis Sacchar Yeast
omyces

gene

%
identityc

Functionsd

elF4B 69.2 57.6

elF4E 25.1 26.5

elFiso4E
elF4GI

22.5
175.6 153.2

elFAGII  176.6 176.5

elFiso4G
elF5

87.0

48.9 48.6

elF5B 139.0

PABP 70.7 68.7

elF3e

48.5

24.3

107.1

103.9

45.2

112.3

64.2

TIF3

CDC33

TIF4631

TIF4632

TIF5

FUN12

PABI1

22

33

39

70

59

Binds RNA and elF3g;
stimulates eIF4A helicase
activity; nonessential in yeast
Binds m’G-cap of mRNA and
elF4G

Binds elF4E, elF4A, elF3, elF5,
PABP, and kinase MNK1

Binds eIF4E, elF4A, elF3, elF5,
PABP,
and kinase MNK1

AUG recognition; stimulates
elF2 GTPase in conjunction
with 40S subunit; promotes TC
and eIF3 binding to 40S; binds
elF2, elF1, and elF3c
Nonessential in yeast; GTPase;
promotes subunit joining;
stabilizes Met-tRNAM binding
to 40S; binds elF1A

Binds poly(A) tail of mRNA and
elF4G.

5 of 6 subunits essential in yeast;
10 subunits in human factor;
80S anti-association; promotes
TC and mRNA binding to 40S;
binds elF5, TC, and elF1
simultaneously in the MFC;
binds elF4G, elF4B, and
multiple 40S ribosome
components

0

Adapted from Ref. [174].

b The masses in kDa pertain to human or rat, Arabidopsis thaliana,
and Saccharomyces cerevisiae proteins.
c Percent sequence identity shared by yeast and human proteins

(from Ref. [174]).

d Some functions have been demonstrated only for the mammalian or

yeast factor (see text for details).

e See Table 7.2-2 for detailed information on each subunit.
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Table 7.2-2  eIF3 subunits from mammalian, plant, and yeast cells

Subunit | Human Arabidopsis |Saccharomyces Motifs/functions/comments¢
Name |MWa MW Name |Gene |MW
elF3a pl70 166.6 114.3 p110 TIF32/ 110.3 Contains PCI motifP; binds eIF3
RPGI subunits b, ¢, and j, eIF4Bd,

elF24, elF1, RPSO, RPS10, and
18S rRNA; promotes elF2-elF3
and elF1-elF3 interactions and
40S binding of eIF3; promotes
TC and mRNA binding to 40S
subunits in conjunction with
elF3b/c, plus a step(s) post-48S

assembly
elF3b plle/ 924 81.9 P90 PRT1 88.1 Contains RRM; binds elF3
pl10 subunits a, ¢, ed, j, i, and g;

promotes TC and mRNA
binding to 40S subunits

elF3c  pl10 105.3 102.9 p93  NIPI 93.2 Contains PCI motif; binds eIF3
subunits a, b, and ed, eIF1, elF5,
and RPSO0; promotes elF3 inter-
actions with eIFs 1 and 5, eIF2-
elF3 interaction (via eIF5), and
40S binding of eIF3; promotes
TC and mRNA binding to 40S

subunits
elF3d  p66 64.0 66.2 nae na na Binds RNAM, eIF3ed
elF3e p48/ 52.2 51.8 na na na  Contains PCI motif, binds
INT-6 elF3 subunits a, bd, cd, dd
elF3f  p47 37.6 31.9 na na na  Contains MDNP motif
elF3g p44 35.6 32.7 p33 TIF35 30.5 Contains RRM and Zn domain;

binds elF3 subunits b and i;
binds RNAd and eIF4B

elF3h  p40 39.9 38.4 na na Contains MDNb motif

elF3i  p36/ 36.5 36.4 p39 TIF34 388 Contains 7 WD repeats; binds
TRIP-1 elF3 subunits band g

elF3j  p35 29.1 na HCR1  29.6 Nonessential in yeast; binds eIF3

subunits a and b; promotes MFC
integrity and a step(s) post-48S
assembly; 40S biogenesis

elF3k na na 25.7 na na

Masses in kDa calculated from deduced protein sequence.

b PCI motif has been called the PINT motif; MDN has been called

the MPN motif [398, 399)].

Demonstrated for Saccharomyces subunit unless otherwise indicated.
Demonstrated for human subunit only.

e na; not applicable, protein not found in eIF3 of this organism.

o

o n
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synthesis [10], the assignment of EF-P/elF5A as a universally conserved translation-
initiation factor should be viewed cautiously. This is especially true in the case of
EF-P since it has been shown, using an in vitro translation system composed com-
pletely from purified factors, that EF-P was not necessary for translation and, fur-
thermore, the addition of the factor did not improve the rate or efficiency of
translation (T. Ueda, pers. comm.).

Building on this conserved core group of factors, the RNA-associated factor eIF4A
and the Met-tRNAMet-binding factor eIF2 are additionally present in archaea (Fig.
7.2-2). Whereas the translation-initiation pathway in archaea is not well understood,
the identification of elF2 and eIF4A suggests that a scanning-type mechanism for
mRNA binding and AUG recognition may operate on some archaeal mRNAs. In
fact, there is evidence that recognition and translation of the first open reading
frame (ORF) on polycistronic mRNAs in some archaea occurs via scanning or direct
binding of the ribosome to a 5'-terminal start codon, whereas subsequent ORFs are
recognized by a bacterial-like SD interaction [11]. The absence of the cap-binding
protein elF4E as well as eIF4G from archaea is consistent with lack of m’GpppN
caps on archaeal mRNAs. Finally, several factors, including other members of the
RNA-binding elF4 family of proteins, elF3, and the elF2-interacting proteins elF5
and eIF2B are restricted to eukaryotes (Fig. 7.2-2).

The presence of the GTPase elF2, as well as the complex cap-dependent mRNA
binding and scanning mechanisms in eukaryotic initiation, provide new opportuni-
ties for translational regulation. Phosphorylation of the a-subunit of eIF2 converts
elF2 from a substrate to competitive inhibitor of eIF2B, impairing the recycling of
inactive eIF2.GDP to active eIF2.GTP, thereby inhibiting protein synthesis (Fig. 7.2-
1B). Binding of 4E-binding proteins (4E-BPs) to eIF4E blocks eIF4E binding to
elF4G and prevents formation of the cap-binding complex elF4F, thus impairing
mRNA binding to the ribosome. Phosphorylation of the 4E-BPs prevents their bind-
ing to eIF4E and relieves translational inhibition. Regulation of translation-initiation
factors has not been reported in bacteria. Thus, the appearance of new mechanisms
and factors in evolution to facilitate both Met-tRNAMet and mRNA binding to the
ribosome has provided powerful means to regulate initiation in eukaryotes.

7.2.1.3 Genetic assays for in vivo functions of elF2

Many advances in our knowledge of the functions of elF2, its GEF (eIF2B), and its
GAP (eIF5) in recruitment of Met-tRNAMetand recognition of the start codon, have
come from genetic analysis of translational control in yeast. Accordingly, these
genetic systems are summarized briefly before considering the biochemical mecha-
nisms of these steps in the pathway. As mentioned above, recycling of eIF2-GDP to
elF2-GTP by elF2B is impaired by phosphorylation of eIF2 on Ser-51 of its a-sub-
unit (e[F2[aP]) (Fig. 7.2-1B). As elF2 is generally present in excess of eIF2B, and
phosphorylation of eIF2-GDP increases its affinity for eIF2B, the recycling of elF2
can be impaired by phosphorylation of only a fraction of elF2 [12, 13]. Four elF2a —
Ser-51 kinases regulated by different signals have been identified in mammalian
cells: HRI (heme deprivation), PKR (double-stranded RNA produced in virus-
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elFs 4B,E,G
PABP

alF1A
IF1 elF1A

alFsB
IF2 oiFsB

Figure 7.2-2 Conservation of a core set of translation-initiation
factors through evolution. The translation-initiation factors
identified in bacteria, archaea and eukaryotes are depicted based
on their conservation through evolution. Depicted in black and
enclosed within the innermost black circle, the three universally
conserved initiation factors IF1/elF1A, IF2/elF5B, and IF3/elF1
interact directly with the ribosome. The proposed grouping of

IF3 and elF1 is based on similar o/ ffold structures for the two
factors, and their common function to insure accurate Met-
tRNAMe and start site selection in the ribosome P-site. The factor
EF-P/elF5A, depicted in gray, is also universally conserved,
however, questions have been raised regarding the assignment

of this protein as a translation factor, and lowering the amount of
elF5A in yeast did not appear to impair translation initiation [10].
Building upon this core set of factors, the DEAD-box RNA helicase
elF4A and the tRNA delivery factor elF2 were added in archaea
and retained in eukaryotes (red circle). Finally, the elF4 family of
factors that function in mRNA binding, the elF3 complex that
facilitates both mRNA and tRNA binding to the 40S subunit, and
the proposed GAP (elF5) and GEF (elF2B) for elF2 were added

in eukaryotes (green circle). Dashed gray arrows indicate protein—
protein, protein—RNA (elF2-tRNA), or factor-ribosome (elF3-40S)
interactions.

infected cells), PERK (unfolded proteins in the endoplasmic reticulum), and GCN2
(serum or amino acid starvation, UV irradiation) [14-18]. GCN2 (General Control
Nonderepressible 2) is the only elF2a kinase in Saccharomyces cerevisiae, where it is
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activated by diverse starvation or stress conditions, including amino acid limitation.
Physiological activation of GCN2 in amino acid-starved yeast cells does not generate
elF2[aP] at a level that prevents elF2 recycling and blocks protein synthesis; instead,
it specifically increases translation of GCN4 mRNA, encoding the transcriptional
activator of amino acid biosynthetic enzymes subject to the general amino acid con-
trol. The specific induction of GCN4 translation by elF2[aP] is mediated by four
short open reading frames (uORFs) in the leader of GCN4 mRNA [19].

According to the current model (Fig. 7.2-3), ribosomes scanning from the 5'-cap
translate uORF1, and ~50% resume scanning as 40S subunits. Under nonstarvation
conditions, all of these reinitiating ribosomes rebind the TC and reinitiate at uORFs
24, after which they dissociate from the mRNA and are prevented from translating
GCN4. Phosphorylation of eIF2a by GCN2 in starved cells inhibits e[F2B and lowers
the concentration of TC. Consequently, as many as ~50% of the 40S subunits scan-

Non-Starvation Conditions

GCD11=y
gz;k P GCD6 =«
2= GCD2 =14
cIF-2-GDP GCD1 =y
elr.og | GC07=6
GTP | GON3=a

elF-2: GTP

l/— RNA

elF-2 GTP- tRNA".

/ (high levels) \

Figure 7.2-3 Molecular model for GCN4 trans-
lational control. GCN4 mRNA is depicted with
uORF1 and 4 and the GCN4 coding sequences
shown as boxes. For simplicity, uUORF2 and
uORF3 were omitted because they are
functionally redundant with uORF4. The 40S
ribosomal subunits are shaded when associated
with the ternary complex TC and competent to
reinitiate at the next start codon they encounter.
80S ribosomes are shown translating uORF1,
UORF4, or GCN4 with the synthesized peptides
depicted as coils. Free 40S and 60S subunits are
shown dissociating from the mRNA following
translation of uUORF4. The three subunits of
elF2 and the five subunits of elF2B are listed

/ (low levels) \'
elF-2 /
i

Starvation Conditions

Uncharged tRNA

GCN2
elF-2: GD P-—Lv elF-2f)
elF-2B
v GTP
slF-2 GTP
IRNA
\

elF-2- GTP-tRNA™

GCN4

|

Transcription of Amino Acid
Biosynthetic Genes

in the boxes on the left panel. Following
translation of uUORFT, the 40S ribosome
remains attached to the mRNA and resumes
scanning. Under nonstarvation conditions,
the 40S quickly rebinds the TC and reinitiates
at uUORF4 because the TC concentration is high.
Under amino acid starvation conditions,
many 40S ribosomes fail to rebind the TC
until scanning past uORF4, because the TC
concentration is low, and reinitiate at GCN4
instead. TC levels are reduced in starved cells
due to phosphorylation of elF2 by the kinase
GCN2, converting elF2 from substrate to
inhibitor of its guanine-nucleotide exchange
factor elF2B.
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ning from uORF1 reach uORF4 before rebinding the TC, and lacking Met-tRNAMet |
they bypass the uORF4 start codon. Most of these ribosomes rebind the TC before
reaching the GCN4 start codon. Thus, reducing TC levels by phosphorylating elF2«a
allows a fraction of scanning 40S subunits to by-pass the inhibitory uORFs 2—4 and
re-initiate at GCN4 instead (see Refs. [15, 19] and references therein).

Mutants harboring lesions in eIF2y[20] and the £, 7, o, and ¢ subunits of eIF2B
[19] were first isolated by their constitutive derepression of GCN4 translation (gen-
eral control derepressed, or Ged- phenotype). These mutations also produce a slow-
growth phenotype (Slg-) and reduce rates of protein synthesis on rich medium,
indicating nonlethal impairment of the essential functions of eIF2 or eIF2B [21-24].
Mutations in elF2/ and elF2¢ can also produce Ged- and Slg- phenotypes [25], as
does reducing the copy number of IMT genes, encoding tRNAMet [26]. The dere-
pression of GCN4, conferred by these Ged- mutations is maintained in gen24 cells
[25, 27], suggesting that the mutations reduce TC levels independent of eIF2« phos-
phorylation. Consistently, overexpressing elF2 prevents derepression of GCN4 in
starved wild-type cells (Gen- phenotype) [26], presumably by offsetting the inhibi-
tory effect of eIF2[aP] on TC formation (Fig. 7.2-3). Thus, the level of GCN4 expres-
sion is a sensitive in vivo indicator of the functions of eIF2 and eIF2B in TC
formation.

The genetic studies of Donahue and colleagues have provided a valuable entry into
the mechanism of start codon selection by the TC. They have isolated mutations
allowing expression of a defective HIS4 gene harboring a non-AUG start codon. The
isolation of mutations with this Sui- (suppressor of initiation codon) phenotype in
one of the genes encoding tRNAMet showed that base-pairing between the start
codon and Met-tRNAMet plays a dominant role in directing the 40S subunit to the
initiation site [28]. The Sui- selection also yielded mutations in all three subunits of
elF2, elF5 (the GAP for elF2), and elF1, implicating these factors in stringent selec-
tion of the start codon.

7.2.2
Generation of Free 40S Subunits and 40S Binding
of Met-tRNAMet

7.2.2.1 Dissociation of Idle 80S Ribosomes

Most ribosomal subunits that are not engaged in translation occur in idle 80S ribo-
somes, or “80S couples”, which must be dissociated into 40S and 60S subunits to
allow assembly of the 43S preinitiation complex. The eIF1A, eIF3, and elF1 have all
been implicated in this reaction, but the molecular mechanisms are unknown. The
mammalian elF3 can bind to 40S ribosomes in the absence of other factors [29], but
its binding site on the 40S subunit, as visualized in EM images of negatively stained
native 40S subunits, does not seem to preclude association of the 60S subunit [30,
31]. Most of the mass of eIF3 was found attached to the back lobes rather than to the
60S-interface side of the 40S subunit. Thus, eIF3 might function indirectly by
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producing an allosteric change in the 40S subunit that inhibits 60S joining. It may
also sterically impede 60S joining by stabilizing the binding of TC to the interface
side of the 40S subunit. Consistent with the latter is a report that eIF3 does not
exhibit ribosome dissociation activity alone, but can prevent 60S subunits from dis-
placing the TC from 40S subunits in the absence of AUG or mRNA [32]. The eIlF1A
can augment this anti-association activity of eIF3, and can also function with elF1 in
the absence of eIF3 to prevent disruption of 43S complexes by 60S subunits [33].
The elF3 in yeast is physically linked to elF1, elF5, and the TC in a multifactor com-
plex (MFC) that can exist free of ribosomes [34]. Hence, all of these factors may bind
coordinately to the 40S subunit and, together with eIF1A, produce a stable assembly
that can resist displacement by a 60S subunit prior to mRNA binding. This would
be consistent with previous observations that the stimulatory effect of eIF3 on TC
binding to 40S subunits was greater when 60S subunits were present [35], and that
binding of eIF3 itself is enhanced by simultaneous binding of the TC to 40S sub-
units [35-36].

7.2.2.2 Components of the elF2/GTP/Met-tRNAMet Ternary Complex

Sequence Determinants of tRNAMet that Restrict it to the
Initiation Pathway

Eukaryotic tRNAMet has sequence and structural characteristics that allow elF2 to
distinguish it from the elongator methionyl tRNA (tRNAMet) and all other elongator
tRNAs (reviewed in Ref. [15]). These include the A1:U72 base pair at the very end of
the acceptor stem, several G:C base pairs in the anticodon stem, both of which were
implicated in elF2 binding, and (for yeast tRNAMet) A54 in loop IV [39-42]
(Fig. 7.2-4A). The A1:U72 base pair in tRNAMet also discriminates against its activity
in elongation [40, 43], as do the A50:U64 and U51:A63 base pairs in the T¥YC stem of
human tRNAMet, and the corresponding U50:A64 base pair in yeast tRNAMet | which
are believed to perturb the structure of this helix in a way that blocks eEF1« binding.
The tRNAMet in fungi and plants additionally contains a unique 2'-O-phosphoribosyl
modification of A64 in the TWC helix that prevents elongator function [44, 45] and
impedes binding to eEF1a-GTP [46]. Thus, structural perturbation of the T¥C stem
seems to be a common strategy to block tRNAMet binding to eEF1« [43]. Inactivation
of the yeast enzyme responsible for A64 modification (encoded by RIT1) showed
that the modification is dispensable for initiator function and serves to block its
activity in elongation [45]. This activity of RIT1 becomes essential in strains with
mutations in eIF2 subunits or lacking a full complement of the IMT genes encoding
tRNAMet [47]. The methionyl group attached to charged Met-tRNAMet may also
increase the efficiency of translation initiation, as initiators charged with certain
other amino acids function poorly in initiation [48, 49]. For more information about
tRNA structure and modifications refer to Chap. 4.1.
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Figure 7.2-4 Schematic representations of the
secondary structures of yeast and human
initiator tRNAMet and the primary structures of
the subunits of yeast elF2. (A) The sequences
of the tRNAs and identities of modified bases
are found in Ref. [395]. The asterisk at position
64 of yeast initiator designates the phospho-
ribosyl group attached to the ribose 2'-OH. See
text for details. The numbering of bases shown
for the yeast initiator also applies to human
initiator. This figure has been adapted from
RajBhandary and Chow [396] and is reprinted
with permission from Ref. [15]. (B) The amino
acid sequence of the ysubunit of elF2 is
depicted as a rectangle with amino acid
positions shown above. Shading is used to
depict the G-domain, and domains 2 and 3, all
defined by the crystal structure of alF2y shown
in Fig. 7.2-5(A). The four conserved motifs
characteristic of G proteins are shown as black
bars in the G-domain, one of which coincides
with the switch 2 element (SW2). The locations
and phenotypes of selected mutations are
shown beneath the schematic using the one-
letter code for amino acids. The abbreviation
for the wild-type residue is followed by the
position of the residue in the protein sequence

and then the abbreviation for the substituting
residue in the mutant. (C) The amino acid
sequence of the B subunit of elF2 is depicted
with shading used to identify the lysine boxes
(K1-K3) and the domains labeled Sfaaff and
Zn-fs (for Zn-binding f-sheet) whose 3D
structures can

be predicted from that of alF2 shown in

Fig. 7.2-5B. The four cysteine (C) residues
that comprise the Zn-binding domain are
indicated. Regions of similarity to elF5 (~elF5)
or alF2f3 (~alF2p) are delimited with double-
headed arrows, as are binding domains (BDs)
for various factors or mRNA. The locations
and phenotypes of selected mutations are
shown beneath the schematic. (D) The amino
acid sequence of the & subunit of elF2 is
depicted with shading used to identify the
domains labeled OB-fold and helical whose
3D structures are shown in Fig. 7.2-5(C). The
locations of the phosphorylation site for the
kinases GCN2, HRI, PERK/PEK, and PKR at
position 51, and the three casein kinase sites
at the C-terminus are indicated with Ps.

The locations and phenotypes of selected
mutations are shown beneath the schematic.
See text for more details.

253



254

7 Initation of Protein Synthesis

elF2y Plays a Central Role in Binding Guanine Nucleotides
and Initiator tRNA

The elF2y belongs to the superfamily of GTP-binding proteins and is closely related
to the bacterial and eukaryotic elongation factors, EF-Tu and eEFle, respectively,
which deliver charged elongator tRNAs in ternary complexes with GTP to the ribo-
some during the elongation phase of protein synthesis. The molecular masses and
sequences of elF2y proteins are well conserved among animals, plants, and fungi
(Table 7.2-1), and orthologs also exist in archaea (Fig. 7.2-2). The sequence similari-
ties between eukaryotic and archaeal elF2y proteins and EF-Tu extend throughout
the G domain (domain 1), and into domains 2 and 3 [20, 50, 51] (Fig. 7.2-4B), consis-
tent with the occurrence of binding sites for guanine nucleotides and Met-tRNAMet
in elF2y. The crystal structure of the archaeal ortholog of eIF2y from P. abyssi (Fig.
7.2-5A) shows three domains highly similar to domains 1-3 of EF-Tu, and the bind-
ing pocket for GDP-Mg2+ seen in the structure of the alF2~GDP complex is super-
imposable on that of EF-Tu. Consistently, the ged11-K250R mutation in yeast eIF2y,
which is predicted to alter the conserved Lys residue in the third consensus motif of
the GDP-binding pocket [51] (Figs. 7.2-4B and 7.2-5A), increased the off-rates for
GDP and GTP, without affecting Met-tRNAMet binding to purified eIF2. The elF2—
GTP complex is stabilized by Met-tRNAMet, and addition of Met-tRNAMet overcame
the GTP-binding defect of the gcd11-K250R lesion in vitro and suppressed its Slg-and
Gcd- phenotypes in vivo [52]. Thus, there is little doubt that eIF2y directly binds GTP.

In EF-Tu, the relative orientation of domain 1 versus domains 2 and 3 varies dra-
matically between the GDP-bound (inactive) and GDPNP-bound (active) states as a
result of altered conformations of the switch-1 and switch-2 regions, which contact
the yphosphate of GDPNP. In sharp contrast, the unliganded, GDP- and GDPNP-
bound forms of alF2y all display close packing of domains 2-3 against domain 1 in
the manner observed for GDPNP-bound EF-Tu. There is no difference in switch 1,
and only a small conformational change in switch 2, between the GDP- and
GDPNP-bound states, apparently because contacts with the -phosphate of GDPNP
are lacking in the alF2y crystal structure. Therefore, it is difficult at present to
account for the GTP requirement for Met-tRNAMet binding to eIF2 [51]. (It should be
noted that the alF2)~GTP crystal structure was obtained for a mutant protein con-
taining the G235D mutation in strand /8 of domain 2.)

A model of Met-tRNAMet docking on alF2y was constructed by superimposing the
EF-Tu/GTP/Phe-tRNAPhe complex on domains 2 and 3 of the alF2)~GDPNP struc-
ture. The Shairpin in switch 1 is predicted to contact the acceptor stem and interact
with the critical A1:U72 base pair in Met-tRNAMet [51]. Consistent with this model,
the ged11-Y142H mutation in yeast eIF2y [24, 27], predicted to impair fstrand 2 in
switch 1 [51] (Figs. 7.2-4B and 7.2-5A), produces Gcd- and Slg- phenotypes and a
reduced polysome content, and is suppressed by overproducing tRNAMet. Consis-
tently, purified elF2 containing the ged11-Y142H subunit shows reduced Met-
tRNAMet binding but normal off-rates for GDP and GTP [52]. The N135K mutation
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Figure 7.2-5 Ribbon diagram representations of the 3D structures
of portions of alF2y, alF24, and elF2a. (A) Co-crystal structure
of residues 6-410 of alF2y from P. abyssi (shown with Bsheets
in green and a-helices in red) in complex with GDPNP (shown
in ball and stick representation) [51] (PDB ID: 1KK1). The
predicted locations of selected residues in yeast elF2y (in
parantheses) are indicated, as is the bound Zn atom and
location of N-terminal residues not visualized in the structure
(N...). (B) Solution structure of two domains of alF23from

M. jannaschii joined by a predicted flexible a-helix, with a Zn
atom bound to the C-terminal Bsheet domain [58] (PDB ID:
1K8B, and 1K81). The relative orientation of the two domains
is unknown. The residues in yeast elF2f corresponding to the
N- and C-termini of the domains are shown in black with in
parantheses. The predicted positions of two residues in yeast
elF2f which produce Sui- phenotypes when mutated are shown
in red. (C) The crystal structure of residues 3-182 of human
elF2[82] (PDB ID: 1KL9). The phosphorylation site at Ser51

is indicated in red as are the positions of residues in yeast
elF2a that produce Sui- phenotypes when mutated. All
structures were drawn using the DeepView/Swiss-Pdb viewer
(v. 3.7) using data obtained from the Protein Data Bank
(www.pdb.org). For the NMR structures, the first of multiple
solved structures stored in the PDB file was employed.

in yeast elF2y, isolated for its dominant Sui- phenotype [53], maps in the predicted
S-hairpin of switch 1 [51] (Figs. 7.2-4B and 7.2-5A). In vitro, this lesion reduced TC
formation, partly by increasing spontaneous GTP hydrolysis, but also by increasing
the off-rate of Met-tRNAMet from elF2 without affecting the affinity for GTP. Thus,
there is strong evidence implicating switch 1 of yeast eIF2yin Met-tRNAMet binding.
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To account for the dominant Sui- phenotype of this mutation, it was proposed that
premature dissociation of Met-tRNAMet from the mutant elF2-GTP complex during
the scanning process allows incorrect pairing of the initiator with a near-cognate
UUG codon [53].

The e/alF2y proteins contain some structural features not present in EF-Tu,
including a disordered loop and fhairpin in domain 2, and a zinc-binding “knuckle”
containing four Cys residues appended to domain 1 [51] (Zn in Fig. 7.2-4B).
Mutational analysis of yeast e[F2yis consistent with the possibility that zinc binding
to this domain is important, but not essential, for some aspect of eIF2 function [54].
However, there is no direct evidence for zinc binding by yeast eIF2y. Moreover, only
one of the four Cys residues is conserved in mammalian elF2y, making zinc-bind-
ing improbable for this protein. The e/alF2y proteins lack several residues in EF-Tu
that help to clamp the 5’ phosphate group of the different elongator tRNAs [51].
Crosslinking and affinity-labeling experiments indicated that both the £ and y sub-
units of elF2 are in close proximity to GTP and Met-tRNAMet in the TC [50, 55].
Moreover, an elF2ay dimer could bind GDP but was unable to form a stable TC with
Met-tRNAMet [56]. These and other findings discussed below suggest that the £ sub-
unit contributes to Met-tRNAMet binding. The « and S subunits of both yeast and
archaeal elF2 interact directly with the y subunit, but not with each other [51, 57],
consistent with the notion that yis the core subunit and that its functions in binding
guanine nucleotides and Met-tRNAMet, and in GTP hydrolysis, are augmented or
regulated by the & and S subunits of elF2.

elF2/4: Interactions with Met-tRNAMet, mRNA, elF5, and elF3

elF2/ can be divided into three structural domains (Fig. 7.2-4C). The C-terminal
half'is closely related in sequence to the archaeal ortholog (aIF2/), and most proba-
bly has a two-domain structure similar to that solved by NMR for Methanococcus
Jannaschii alF2 4 [58] (Fig. 7.2-5B). The first domain in the latter consists of a four-
stranded fsheet with two helices packed against one face of the fsheet. It is con-
nected by an a-helical linker to the second domain, comprised of a three-stranded
Ssheet with two CXXC clusters that form a Zn2+-binding pocket at one end of the
Ssheet. Both domains in alF2/ appear to be structurally independent units, and
the C-terminal S-sheet is stabilized by Zn2+. The N-terminus of eukaryotic eIF248
has an additional ~130 residues, not found in the archaeal orthologs, which con-
tains three polylysine stretches (K-boxes 1-3) [59-61] (Fig. 7.2-4C).

Mutational analysis of yeast eIF2/ (encoded by SUI3) shows that the Cys residues
in the Zn2+binding pocket are critically required for elF2/ function in vivo [62]. A
SUI3 allele lacking the zinc-finger motif cannot support viability and has a domi-
nant Ged- phenotype in otherwise wild-type cells, suggesting that the mutant pro-
tein forms an eIF2 complex defective for TC formation or 40S binding in vivo.
Remarkably, all 13 dominant Sui- alleles of SUI3 alter conserved residues [59, 62]
predicted to lie at one end or the other of the C-terminal Ssheet, in most cases near
or within the loops connecting Sstrands [58]. Biochemical analysis showed that two
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such Sui- mutations (S264Y and L254P) (Figs. 7.2-4C and 7.2-5B) increased GTPase
activity by the purified TC, independent of the GAP function of elF5 [53]. The S264Y
mutation also led to increased dissociation of Met-tRNAMet from the TC indepen-
dent of GTP hydrolysis, supporting a role for the £ subunit in Met-tRNAMet binding.
It was proposed that both defects increase the probability that the TC can dissociate
during the scanning process and leave Met-tRNAMet inappropriately paired with a
UUG start codon [53].

A segment of yeast e[F2/ that is necessary and sufficient for elF2y binding was
localized to residues 128-159 in eIF2/ [63], just N-terminal to the region homolo-
gous to the well-defined structural domains in alF23[58] (2-BD (binding domain)
in Fig. 7.2-4C). Alanine substitutions of the highly conserved Tyr13! and Ser132 resi-
dues in this region of yeast eIF2/ (Fig. 7.2-4C) abolished in vitro binding to eIF2y
and impaired interaction of native elF2 with the elF2y« dimer in vivo. The SUI3-
YS allele containing both of these substitutions conferred Ts- and Sui- (or possibly
Gcd) phenotypes and was synthetic lethal with the Sui- SUI3-S264Y allele. Thus, by
weakening S~y interaction, the SUI3-YS mutation may exacerbate the hyperactive
GTPase function of elF2y conferred by S$264Y, reduce binding of Met-tRNAMet to
elF2, or both [63]. Interestingly, the C-terminal half of eIF2/ shows strong similarity
to the N-terminal portion of eIF5 [64] (~elF5 in Fig. 7.2-4C), including the two CXXC
clusters, raising the possibility that the homologous domains in eIF5 and eIF2/
interact with one another, or compete for an interaction with the y subunit, in a way
that stimulates GTP hydrolysis by eIF2. It should be noted, however, that eIF5 lacks
the major binding domain for eIF2y between residues 128 and 159 in eIF2/4[57, 63].

There are numerous reports that eIF2 binds mRNA and that this interaction can
impede TC formation (reviewed in Ref. [55]) or stimulate translation [13, 65]. The
S subunit has mRNA-binding activity [66] and seems to be required for mRNA bind-
ing by the elF2 complex. A 4-thio-UTP-substituted viral mRNA was crosslinked to
the C-terminal one-third of eIF2/ containing the zinc-binding domain [67]; however,
mutational analysis of the yeast protein suggests that the K-boxes in the NTD make
an even larger contribution to mRNA binding (mRNA-BD in Fig. 7.2-4C). The third
K-box was sufficient for nearly wild-type mRNA binding in vitro, even when altered
to a run of arginine residues. Deletion of all three K-boxes was lethal, but SUI3 alle-
les retaining any single K-box were viable, indicating functional redundancy for their
essential function(s) in vivo [68].

The SUI3 allele lacking all three K-boxes conferred dominant Slg- and Ged- phe-
notypes, suggesting a defect in TC formation or binding to 40S ribosomes. Ostensi-
bly at odds with this interpretation, the triple K-box mutations had no effect on TC
formation by purified elF2 in vitro. Moreover, eIF2 containing the £ subunit lacking
the K-boxes was found in 43S or 48S preinitiation complexes in yeast cells, indicating
that the K-boxes are dispensable for TC formation and 40S binding in vivo [68]. Nev-
ertheless, the dominant Ged- phenotype of this SUI3 allele may signify a reduced
rate of TC binding to 40S subunits that is sufficient to derepress GCN4 translation
because of the kinetic restrictions on re-initiation on GCN4 mRNA. In fact, the K-
boxes stabilize interaction between recombinant eIF2/ or elF2 holoprotein with the
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catalytic subunit of elF2B (¢/GCD6) in vitro, and all of the viable single and double K-
box mutations in SUI3 had a Ged- phenotype. Thus, the K-box mutations most prob-
ably impede the recycling of e[F2-GDP to elF2-GTP by eIF2B and diminish the rate
of TC formation in vivo [69].

The K-boxes in elF24 promote interaction between elF2 and eIF5 in addition to
their roles in mRNA binding and interaction with eIF2B (eIF5-BD in Fig. 7.2-4C).
Mammalian eIF5 copurifies with elF2 from lysates, and a 1:1 complex was formed
in vitro with purified eIF2 and recombinant eIF5 [70]. Mammalian eIF5 binds specif-
ically to eIF2/ in vitro, dependent on the second K-box [64]. Mutational analysis of
yeast eIF2/ showed that at least one K-box was required for interaction with yeast
elF5, and that the K-boxes had additive effects on elF5 binding in vitro. Similarly, K-
boxes 1 or 3 were sufficient for association of eIF5 and elF2/ in vivo, but at levels
approximately one-third of that seen with all K-boxes intact. As with mammalian
elF2p, the C-terminal half of yeast eIF2/ (related in sequence to eIF5) contributed
little to its interaction with eIF5 [69].

Interestingly, the K-box domain in eIF2/ promotes binding to eIF5 and elF2B¢
through interactions with a conserved bipartite motif found at the C-termini of both
proteins, dubbed AA-boxes 1 and 2 for the conserved aromatic and acidic residues
they contain (Figs. 7.2-6A and 7.2-8D). Alanine substitutions of multiple residues in
AA-boxes 1 or 2 of yeast eIF5 (12A and 7A, respectively, in Fig. 7.2-8D) impaired its
interaction with recombinant eIF2#NTD and purified elF2 holoprotein in vitro. The
tif5-7A allele (harboring the seven Ala mutations in AA-box2) likewise abolished
native elF5-eIF2 interaction and conferred a Ts- phenotype in yeast that was partially
suppressed by overexpressing all three subunits of e[F2 and tRNAMet, The tif5-12A
allele (bearing the 12 Ala replacements in AA-box 1) is lethal [69]. Thus, the AA-
boxes in eIF5 mediate an important interaction with TC in vivo that may facilitate
the GAP function of eIF5 on base pairing of Met-tRNAMet with the start codon. Con-
sistent with this idea, mutations in the AA-boxes of mammalian elF5, which impair
its interaction with eIF2/ reduced the GAP activity of eIF5 in vitro and the elF5-
dependent formation of 80S initiation complexes [71] (M3 and M4 mutations in Fig.
7.2-8D). Surprisingly, a reduction in GAP activity in vitro was not observed in
response to the more extensive mutations in the yeast elF5 AA-boxes of tif5-7A and
tif5-12A [72], possibly indicating that substrate binding is not rate-limiting in the
model GAP assay established for yeast eIF5 [53]. As discussed below, the tif5-7A
mutation also destabilizes a physical interaction between eIF2 and elF3 that is
bridged by the eIF5-CTD, impairing the binding of TC to 40S subunits in vitro and
possibly impeding scanning or AUG recognition in vivo [34, 72].

The corresponding 12A and 7A mutations in the AA-boxes of elF2Bg/GCD6
reduced its binding to the eIF28-NTD and elF2 holoprotein in vitro, just as
observed for elF5. Moreover, the corresponding gecd6-7A mutation reduced associa-
tion between native elF2 and elF2B in vivo and conferred a Ged- phenotype that
could be suppressed by overexpressing elF2 and initiator tRNAMet, all consistent
with a reduction in GDP-GTP exchange on elF2. The gcd6-12A allele, bearing sub-
stitutions in the first AA-box was lethal, suggesting that the bipartite motif in GCD6
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Figure 7.2-6 Schematic representations of the primary structures
of the subunits of yeast elF2B. (A) The amino acid sequence of
the € subunit of elF2B is depicted as a rectangle with amino acid
positions shown above. Hatching is used to depict domains with
sequence similarity to the indicated proteins; the AA-boxes are
shown as black boxes at the C-terminus. The boundaries of
binding domains (BDs) for other factors or regions required for
catalysis or activation of catalytic function (activation) are
delimited with double-headed arrows. The locations and in vitro
phenotypes of selected point mutations and deletions are shown
beneath the schematic. &GEF(+) denotes wild-type GEF activity
conferred by the isolated e-subunit; 2B-GEF(+/-) denotes reduced
GEF activity conferred by the elF2B holoprotein; & or 2B-bind
elF2(+) denotes wild-type binding of elF2 by the isolated e-subunit
or elF2B holoprotein, respectively. (B) The amino acid sequence of
the y subunit of elF2B depicted as for elF2Bg in (A). (C-E) The
amino acid sequences of the &, 3, and a subunits, respectively,
of elF2B with shading used to depict regions of similarity among
the three proteins. The BD for elF2« is delimited with a double-
headed arrow. The locations of point mutations with Gen-
phenotypes are shown beneath the schematic indicated with
asterisks or the amino acid replacements. See text for further
details.
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Figure 7.2-7 A mechanistic model for negative regulation of the
guanine nucleotide exchange activity of elF2B by elF2(aP).

(A) Unphosphorylated elF2 ¢ promotes the GDP/GTP exchange
activity of elF2B. The heterotrimeric elF2 (shown as different
shapes labeled ¢, £, ) complexed with GDP (shaded triangle)
has two binding sites in elF2B. The GCD2/5-GCD7/BGCN3/
regulatory subcomplex in elF2B (labeled 2, 3, 7) binds to the &
subunit of elF2, whereas the GCD1/»~GCD6/¢ catalytic sub-
complex in elF2B (labeled 1, 6) interacts with the fand y subunits
of elF2. Based on results with rat proteins, the GCD2 (¢) subunit
of elF2B may also interact with elF2. The binding interactions
shown here position the catalytic subunit of elF2B (GCD6/¢) in
proximity to the bound GDP in the manner required to catalyze
exchange of GDP for GTP (hatched rectangle) on elF2.
(B) Phosphorylated elF2 inhibits the GDP/GTP exchange activity
of wild-type elF2B. Phosphorylation of elF2« (e, labeled ~P in
elF2(aP)-GDP) leads to more extensive interactions between
elF2a and the elF2B regulatory subcomplex, preventing
productive interactions between GCD6/¢ and the Sy subunits of
elF2, thereby inhibiting nucleotide exchange. (C) A Gen- mutation
in the GCD7/ S regulatory subunit of elF2B weakens interaction
between elF2¢(P) and the regulatory sub-complex of the mutant
elF2B complex (elF2B*), permitting the productive interaction
between GCD6/¢ and elF2(P)-GDP necessary for GDP-GTP
exchange. Reproduced from Ref. 84.
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Figure 7.2-8 Schematic representations of the
primary and tertiary structures of elF1A, elF1,
and elF5. (A) The amino acid sequence of yeast
elF1A (encoded by TIF11) is depicted as a
rectangle with amino acid positions shown
above. Different colors are used to depict the
N-terminal (NTD), OB-fold, a-helical (), 310
helix, and C-terminal (CTD) domains, based on
the 3D structure of the human protein shown
in (B). The region of similarity to bacterial IF1
(~IF1) predicted to be the BD for the 40S
ribosome, is delimited with a double-headed
arrow, as are demonstrated BDs for elF2, elF3,
and elF5B, and the C-terminal region required
for TC binding to 40S subunits and the
formation of 43S complexes in vivo (43S form.)
The locations and phenotypes of selected
deletions are shown beneath the schematic, as
are the residues homologous to those in human
elF1A whose substitution led to defects in RNA
binding and AUG selection by the scanning 48S
complex, and 43S complex formation (for

K68 only), in vitro. (B) Solution structure of
residues 25-117 of human elF1A (197)

Letraiy ——
T tgng detects: L2 ] B

(PDB ID: 1D7Q). (C) Solution structure of
residues 29-113 of human elF1 (PDB ID:

2IF1) [4]). The indicated residues D88, Q89,
and G112, homologous to yeast residues 83, 84,
and 107, respectively, give rise to Sui- (all

three residues) and Mof- (G112 only)
phenotypes when mutated in yeast. The
structures in (B) and (C) were drawn using

the DeepView/Swiss-Pdb viewer (v. 3.7) using
data obtained from the Protein Data Bank
(www.pdb.org). In each case, the first of
multiple solved structures stored in the PDB
file was employed. (D) The amino acid
sequence of yeast elF5 (encoded by TIF5) is
depicted as a rectangle with amino acid
positions shown above. Shading or hatching

is used to depict the conserved N-terminal GAP
domain and conserved CTD harboring AA-boxes
1 and 2 (hatched). The region of similarity to
elF2fis delimited with a double-headed arrow,
as is the BD for eIlF2fand elF3¢/NIP1. The
locations and in vitro or in vivo phenotypes of
selected point mutations are shown beneath the
schematic.

is essential for the GEF function of eIF2B [69]. Interactions of the CTDs in eIF5 and
elF2B¢ with the eIF2-NTD appear to be mutually exclusive, as elF2B and eIF5 are
not found in the same complexes containing eIF2 in yeast cells [69]. The £ subunit
of archaeal elF2 lacks the NTD containing the K-boxes and, consistently, archaea
lack recognizable orthologs of elF5 and elF2B¢[73-75]. Thus, the K-boxes may have
arisen during evolution, at least partly, to facilitate the interactions of eIF2 with the
factors that regulate the status of its bound guanine nucleotide [69].
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elF2¢ Promotes and Regulates GDP-GTP Exchange by elF2B

The a subunit of eIF2 (encoded by SUI2 in yeast) contains the conserved Ser residue
at position 51 whose phosphorylation converts e[F2-GDP from substrate to inhibitor
of eIF2B [76, 77]. (Note that Ser-51 is actually the 52nd encoded residue in human
and yeast elF2¢, as the N-terminal Met is removed posttranslationally; other resi-
dues in elF2« also are typically numbered relative to the second encoded residue of
the protein.) The sequence surrounding SerS! is highly conserved in eukaryotic
elF2a proteins [78-80], but not in archaea [73], consistent with phosphorylation of
this residue occurring only in eukaryotes. Interestingly, residues 14-93 in archaeal
and eukaryotic elF2 exhibit sequence similarities with the RNA-binding domain of
E. coli ribosomal protein S1, a five-stranded antiparallel fbarrel called the OB-fold
[81] (Fig. 7.2-4D). The crystal structure of the N-terminal segment of human elF2«
confirms the presence of the OB-fold in residues 1-87, with Ser-51 located in a long
unstructured loop between £ strands 3 and 4 (Fig. 7.2-5C). The OB domain of elF2«
lacks the clustered positively charged surface residues involved in RNA binding by
other OB-fold proteins, and there is no evidence that eI[F2« has RNA binding activ-
ity. Residues 88-182 comprise a helical domain that interacts with the OB domain,
forming a highly conserved, negatively charged channel at the interface between the
two domains [82] (Fig. 7.2-5C). Sui- mutations in yeast eIF2¢ alter residues in the
NTD [78] (Fig. 7.2-4D). Thus, this region may contribute to Met-tRNAMet binding or
an interaction with mRNA during scanning by elF2. Other sui2 mutations reduce
the inhibitory effect of phosphorylated eIF2 on the GEF elF2B (Gcn- phenotype) [83,
84] and alter residues in the eIF2a OB domain, including amino acids in the loop
between f4 and 5 (G80 and K79), in the loop containing Ser-51 itself (E49), and in
the loop connecting the OB-fold to the helical domain (R88) [82] (Fig. 7.2-5C). As dis-
cussed below, this portion of eIF2¢ most probably interacts with the regulatory sub-
units of elF2B (¢, S, and ) and mediates inhibition of the GEF activity when Ser-51
in elF2« is phosphorylated.

Recent studies of yeast eIF2¢ indicate that this subunit is dispensable for the
essential functions of eIF2 in translation initiation and is required primarily to pro-
mote and regulate GDP-GTP exchange by eIF2B. While a SUI2 deletion is lethal in
otherwise wild-type cells, sui24 mutant cells can survive if eIF2[)] is overexpressed
along with tRNAMet, A nearly complete by-pass of elF2« function was achieved by
overexpressing the mutant protein eIF2»-K250R along with elF2$ and tRNAMet . The
K250R mutation stimulates TC formation by eIF2-GDP in vitro in the absence of
elF2B by enhancing the spontaneous GDP-GTP exchange activity intrinsic to yeast
elF2. Consistently, overexpressing all three eIF2 subunits (with the K250R mutation
in the y subunit) and tRNAMet suppressed the lethality of deleting all four essential
elF2B subunits. These last findings imply that elF2B has no essential functions
beyond GDP-GTP exchange that cannot be by-passed by increasing the concentra-
tion of TC (85). In accordance with these genetic results, biochemical analysis of the
elF2[ ] heterodimer showed that absence of the & subunit had no substantial effect
on binding of guanine nucleotides, TC formation, binding of TC to purified 40S
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subunits, or elF5-catalyzed GTP hydrolysis by 43S complexes. The only defect
observed was an 18-fold increase in the Ky of elF2B for elF2[$)-GDP versus
elF2[af-GDP [86]. The latter suggests that el[F2«a contributes to the binding of
elF2 by elF2B, possibly through direct interactions with the eIF2B[a/fd] regulatory
subcomplex [84, 87] (see below). In view of these findings, it is surprising that elF2«
is conserved in archaea, which lack eIF2B. Perhaps archaeal eIF2« performs a cru-
cial function that is carried out redundantly by a eukaryotic-specific factor (e.g.,
elF3) or a ribosomal protein.

Yeast elF2a is phosphorylated in vivo on Ser residues 292, 294 and 301 at the
extreme C-terminus (Fig. 7.2-4D). In vitro and in vivo results indicate that casein
kinase II (CKII) phosphorylates one or all three residues. Whereas Ala substitutions
of these residues did not confer any growth or Sui- phenotypes in wild-type cells,
they exacerbated the growth defects of mutants in which eIF2B activity was inhibited
by constitutive phosphorylation of Ser-51 in elF2a (GCNZ mutant) or by Ged-
mutations in elF2Ba (gen3¢) or elF2B4 (ged7). Thus, lack of CKII phosphorylation
reduces elF2 activity significantly only when combined with a defect in eIF2 recy-
cling [88]. CKII phosphorylation may promote productive interaction between elF2-
GDP and eIF2B. There is currently no evidence that this phosphorylation event is
regulated in yeast cells. Mammalian elF2« lacks the CKII sites and it is not a sub-
strate for the mammalian kinase in vitro [13].

7.2.2.3 The GEF elF2B regulates ternary complex formation
The Catalytic Function of elF2B

1. The mechanism of guanine nucleotide exchange. Following recognition of the AUG
codon and hydrolysis of the GTP bound to eIF2 in the TC, the resulting eIF2-GDP is
released from the ribosome. At physiological Mg2+ concentrations, the e[F2-GDP
complex dissociates slowly and the affinity of elF2 is much greater for GDP than
GTP [13]. Accordingly, the GEF elF2B is required to displace the GDP bound to elF2
and allow its replacement with GTP to regenerate the TC. The eIF2B contains five
different subunits (o through &), whose primary structures are well conserved
between yeast and mammals (Table 7.2-1), and it occurs in a 1: 1 complex with its
substrate eIF2 in extracts [13,22].

The molecular mechanism of the exchange reaction is uncertain. Evidence sup-
porting a substituted enzyme (ping-pong) mechanism involving a nucleotide-free
elF2B-elF2 intermediate was presented [89]; however, it has been suggested that the
high GDP concentration used in that study would have made it difficult to rule out a
sequential mechanism involving a GTP-elF2B—eIF2-GDP quaternary complex [90].
Indeed, kinetic data consistent with the sequential mechanism, have been reported
for both mammalian [91] and yeast [92] eIF2B. Ostensibly at odds with the ping-
pong mechanism is the fact that unlabeled GTP is required for displacement of
radiolabeled GDP from elF2 by eIF2B [91,93]. However, this would be expected for a
ping-pong mechanism when elF2B is present in catalytic amounts, as unlabeled
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GTP will be needed to release eIF2B from the el[F2-eIF2B complex without reform-
ing the starting substrate eIF2—[3H]GDP. In fact, 3BH]GDP was released from eIF2 in
the absence of GTP when stoichiometric amounts of eIF2B were employed [94].
Another observation, inconsistent with the ping-pong mechanism, namely that
elF2B cannot be displaced from eIF2 by GDP [93], also has been contradicted by the
results of more recent experiments [94].

The sequential mechanism predicts that the eIF2—eIF2B complex should have two
guanine nucleotide-binding sites in eIF2 and eIF2B, respectively. Dholakia and
Wahba [91] reported that e[F2B binds GTP (but not GDP) with Ky of 4uM, and
showed by photoaffinity labeling experiments that the £ subunit of e[F2B contains a
GTP-binding site. The latter was confirmed by Williams, et. al. [94], who found that
elF2B/ (native or recombinant) can be crosslinked to GTP or ATP. Similarly, yeast
elF2B binds GTP with Kqof 1 zM [92]. The main difficulty with these last findings is
that the #subunit is dispensable for GEF activity in vitro [87, 95]. In fact, the C-termi-
nal ~25% of the ¢/GCD6 subunit is sufficient for measurable eIF2B activity in vitro
(see below). Manchester [96] suggested that the GTP-binding site in eI[F2B/ could
increase the local concentration of the displacing nucleotide and thereby enhance
the exchange reaction, effectively converting a basal ping-pong mechanism operative
with eIF2B¢ alone to the sequential mechanism seen for five-subunit eIF2B (holoen-
zyme) [91, 92]. This model seems at odds with the finding that the yeast e[F2Bye
binary complex and eIF2B holoenzyme were equally active [87]; however, the pre-
dicted difference in activity may be evident only at low GTP concentrations. It
should also be noted that sequence motifs conserved in GTP-binding proteins do
not occur in elF2Bf or in any other elF2B subunit.

2. Structures and functions of eIF2B subunits. As indicated above, the eIF2B con-
tains five different subunits. Recessive mutations in the yeast ¢, 6, 3, and £ subunits
(encoded by GCD6, GCD2, GCD1, and GCD7, respectively) have Ts- and Gcd- phe-
notypes [19], indicative of reduced TC formation, and deleting any of these subunits
is lethal. In contrast, deleting GCN3 (encoding elF2B«) has a Gen- phenotype (fail-
ure to induce GCN4 in response to elF2« phosphorylation) and no effect on cell
growth [97]. Thus, eIF2Ba in yeast seems to be required primarily for inhibition of
elF2B by elF2(aP). Similarly, a rat eIF2B complex devoid of the « subunit, either
overexpressed in insect cell extracts or affinity-purified, had full GEF activity that
was relatively insensitive to inhibition by elF2(aP) [95, 98]. In contrast, a rabbit
elF2B complex lacking the « subunit did not co-purify with eIF2 and had only 20—
25% of the activity of the five-subunit complex. Nearly full activity was recovered by
adding recombinant elF2B« to the latter four-subunit preparation, leading to the
conclusion that eIF2B« is required for wild-type activity of rabbit e[F2B, perhaps by
promoting substrate binding [94, 99].

Although four of the five subunits of yeast eIF2B are essential, the intrinsic GEF
activity is lodged in the C-terminal ~25% of the &/ GCD6 subunit (Fig. 7.2-6A). The
elF2B¢ from rat [95], Drosophila [100], and yeast [87, 101] can catalyze nucleotide
exchange independently of the other subunits in vitro, albeit with 10-40-fold lower
specific activity than that of eIF2B holoenzyme. In fact, a fragment of ¢/GCD6
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containing only the last 195 residues was comparable with full-length £/GCD6 for
elF2 binding and GEF activity. Deletion of only the C-terminal 60 residues of &/
GCD6, containing the AA-boxes 1 and 2 mentioned above, destroyed eIF2 binding
and GEF function by the isolated &/GCD6 subunit, and greatly reduced the activity
of the yeast eIF2B holoprotein (Fig. 7.2-6A) [101, 102]. Consistently, two serine resi-
dues in this segment of mammalian eIF2Bg S712 and S713 are phosphorylated in
vivo and their replacement with nonphosphorylatable residues reduced both interac-
tion of eIF2B with eIF2 and GEF activity in cell extracts. These sites are phosphory-
lated by casein kinase II in vitro, but it is unknown whether their phosphorylation is
regulated as a means of controlling eIF2B activity in vivo [103]. A region N-terminal
to the AA-boxes in &/GCD6, between residues 518 and 581, is required for GEF
activity but nonessential for eIF2 binding (Fig. 7.2-6A) [101, 102]. Hence, this region
is predicted to contain the catalytic center in &/GCD6, presumably responsible for
distorting the GDP-binding pocket in eIF2yto effect release of the bound GDP.

What are the functions of the other eIF2B subunits? As described above, muta-
tions or deletions in the AA-boxes of ¢/GCD6 do not abolish the activity of eIF2B
holoprotein; hence, there must be additional contacts between elF2B and elF2 sub-
units. In fact, both the & and & subunits of eIF2B can interact with the C-terminal
portion of mammalian eIF2/4 [104] and, as discussed below, the «, 5, and & elF2B
subunits form a stable subcomplex that can bind eIF2a. The yeast ¢/GCD6-y/GCD1
subcomplex has higher GEF activity than does £/GCDG6 alone, comparable with the
elF2B holoprotein [87, 95], and the stimulatory effect of y/GCD1 is attributable
partly to enhanced binding of eIF2 [87]. The ¢ and y subunits have recognizable
sequence similarity to one another and to NTP-hexose-pyrophosphorylases and acyl-
transferases [105] (Figs. 7.2-6A and B), but these similarities are of unknown signifi-
cance. Point mutations in a highly conserved Asn-Phe-Asp motif at positions 249-
251 in &/GCD6 had no effect on GEF activity of the isolated subunit, but substan-
tially reduced the activity of eIF2B holoprotein, nearly to the level of wild-type &/
GCDG6 alone (Fig. 7.2-6A). These mutations did not impair complex formation with
other eIF2B subunits, or e[F2 binding by the eIF2B holoprotein; hence, they seem to
abrogate a stimulatory effect of /GCD1 or other eIF2B subunits on the catalytic
function of &/GCD6. Consistently, the mutations lie within a region of &/GCD6
(defined by deletions 493-358 and A144-230), which is required for complex forma-
tion with other e[F2B subunits [101]. The extreme N-terminal 158 residues of rat
elF2Be& are required for association of eIF2Ba with the rest of the eIF2B holoprotein
and also seem to promote GEF activity independent of their role in maintaining
elF2B« in the complex. This segment of rat eIF2B¢ also contains a strong binding
site for the elF2Bf subunit [106] (Fig. 7.2-6A). Thus, the eIF2B&NTD is involved in
interactions with other eIF2B subunits that influence the efficiency of the catalytic
center in the C-terminal portion of the protein.

Inhibition of elF2B by phosphorylated elF2

The binary complex elF2(aP)-GDP (phosphorylated on Ser>1) is a poor substrate for
nucleotide exchange catalyzed by eIF2B in mammals [89, 93, 98, 107], Drosophila
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[100], and yeast [87]. This does not reflect weak substrate binding, as phosphorylation
of elF2 increases its affinity for eIF2B [13], with estimates ranging from several-fold
[93, 108] to more than 100-fold [89] increased affinity. It is frequently assumed that
elF2(aP)-GDP forms a nondissociable complex with eIF2B, physically sequestering
elF2B in an inactive state. At odds with this idea, it was found that eIF2B—elF2(aP)-
GDP complexes dissociate rapidly and that e[F2(aP)-GDP acts as a competitive
inhibitor of eIF2B through an enhanced on-rate or decreased off-rate compared with
unphosphorylated eIF2 [89]. Because elF2 is generally present in molar excess of
elF2B, a moderate increase in affinity for e[F2B might account for the strong inhibi-
tion of translation that occurs in mammals [12, 109] and yeast [22, 77, 110] when only
a fraction of eIF2 is phosphorylated. Studies in yeast showed that the degree of trans-
lation inhibition was correlated with the e[F2(aP) : elF2 ratio instead of the absolute
amount of elF2(aP) present in cells, consistent with a competitive mode of inhibi-
tion and a relatively high dissociation rate for the inhibited eIF2B-elF2(aP)-GDP
complex [26].

As discussed above, phosphorylation of el[F2a by GCN2 in amino acid-starved
yeast cells inhibits eIF2B and lowers the concentration of TC, reducing general
translation initiation but specifically increasing GCN4 translation. The fact that
gen3A mutants are defective for this response (Gen- phenotype) [97] suggested that
elF2Ba/GCN3 mediates the inhibitory effect of e[F2(aP) on elF2B function. The
strong sequence similarity of e[F2B§/GCD2 and elF2BS/GCD7 to a/GCN3 [111,
112] (Figs. 7.2-6C-E) suggested that §GCD2 and f/GCD?7 also are involved in nega-
tive regulation of eIF2B by elF2(aP). Consistently, overexpressing these three eIF2B
subunits in yeast led to formation of a stable subcomplex that can reduce the toxic
effect of high-level elF2(aP) on cell growth [113] and can bind to purified eIF2 in
vitro in a manner stimulated by elF2« phosphorylation [87]. Hence, these authors
proposed that the overexpressed subcomplex binds preferentially to e[F2(aP)-GDP
and prevents it from interfering with the ability of endogenous eIF2B holoprotein to
recycle the unphosphorylated elF2-GDP. All three eIF2B subunits (¢,f, and ) are
required for binding to eIF2(aP) [87]. Subsequently, it was shown that the e[F2B o/
/6 regulatory subcomplex, but not the individual subunits, can also bind recombi-
nant elF2¢/SUI2 in vitro, dependent on phosphorylation of the latter at Ser5!. Thus,
the eIF2B regulatory subcomplex directly interacts with eIF2¢ in a manner stabi-
lized by phosphorylation of Ser5! [84]. There is genetic and biochemical evidence
that the C-terminal portion of el[F2B§/GCD2, which is related in sequence to S/
GCD7 and a/GCN3, is sufficient for complex formation with the latter two subunits
in vivo [113]. Hence, a heterotrimeric structure comprised of the homologous seg-
ments of eIF2B «/f/J is thought to be the binding domain for the phosphorylated
NTD of elF2¢« (elF2¢-BD in Figs. 7.2-6C, D and 7.2-7).

Additional genetic evidence implicating §/GCD2 and f/GCD?7 in negative regula-
tion of eIlF2B came from isolation of Gen- point mutations in these two subunits
that relieve the inhibitory effects of elF2(aP) on translation without impairing GEF
function, mimicking in both respects a gcn34 mutant [108, 114]. As these GCD2 and
GCD7 mutations do not simply cause &/GCN3 to be lost from elF2B, it appears that
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0/GCD2 and S/GCD7 act directly in the regulation of eIF2B [108]. The GCD2 and
GCD7 mutations could decrease the affinity of elF2B for elF2(aP) or, alternatively,
allow eIF2B to accept eIF2(aP)-GDP as a substrate. The latter mechanism is favored
by the fact that nearly all el[F2a was phosphorylated in certain of these mutants
[108], and was later confirmed biochemically for the GCD7-S119P and GCD7-1118T,
-D178Y mutations in e[F2BS (Fig. 7.2-6D) and for the four-subunit complex lacking
GCN3 (i.e., the gen34 mutation), as follows. All three mutant eIF2B holoproteins
were shown to catalyze nucleotide exchange at high levels using either phosphory-
lated or unphosphorylated eIF2-GDP as substrate, as did the &/ GCD6-y/GCD1 cata-
lytic subcomplex [87]. Based on these findings, it was proposed that the elF2B o/f/&
regulatory subcomplex is required to inhibit the &y catalytic subcomplex when the
substrate is phosphorylated. Tight binding of phosphorylated elF2« to the eIF2B o/
/8 subcomplex would prevent the productive interaction between the elF2B &y cat-
alytic subcomplex and elF2 f/y, which is required for release of GDP from the latter
(Fig. 7.2-7). Support for this model came from the fact that the Gen- mutations
GCD7-S119P and GCD7-1118T,-D178Y in elF2B 3 decreased binding of the eIF2B o/
f/6 subcomplex, and also of elF2B holoprotein, to phosphorylated recombinant
elF2« (Fig. 7.2-6D). These mutations also decreased interaction between the eIF2B
and elF2 holoproteins, even when the latter was unphosphorylated. Thus, contacts
between the eIF2B «/f3/§ subcomplex and eIF2« probably contribute to the produc-
tive interaction of elF2B with nonphosphorylated eIF2-GDP [84]. This is consistent
with results showing that the Km value of e[F2B for eIF2-GDP increased by an order
of magnitude when the « subunit of eIF2 was missing [86]. Presumably, the pres-
ence of a phosphate group at Ser5! provides additional contacts with the eIF2B o/f/&
subcomplex that interfere with the correct interaction between the elF2B &y sub-
complex and the GDP-binding pocket in eIF2 f/y (Fig. 7.2-7).

Two mutations were introduced into rat e[F2B¢ identical to substitutions in o/
GCD2 that individually rendered yeast eIF2B insensitive to eIF2(aP) in vivo (Gen-
phenotype) [108]. The rat eIF2B bearing the G377K, L381Q double substitution in
the &subunit (elF2B[6*]) was only minimally inhibited by preincubation with
elF2(aP), similar to what occurred with the four-subunit eIF2B lacking the a-sub-
unit. Unlike the latter, however, the eIF2B(d*) complex was completely ineffective
using elF2(aP)-GDP as a substrate. Presumably, the elF2B(5*) complex escapes
inhibition primarily because it binds the phosphorylated inhibitor less tightly than
the unphosphorylated substrate [98].

Most of the Gen- mutations in eIF2B fall into two clusters located in regions of
strong sequence similarity among the /GCN3, f/GCD7 and §/GCD2 subunits
(Figs. 7.2-6C-E), leading to the suggestion that the structurally homologous seg-
ments in these subunits interact to form a binding pocket for the phosphorylated
NTD of eIF2¢ [108]. As noted above, Gen- point mutations were also isolated in the
NTD of yeast elF2¢ that eliminate the inhibitory effect of elF2(aP)-GDP on eIF2B
activity [83] (Fig. 7.2-4D). Consistently, a number of these mutations weaken bind-
ing of recombinant phosphorylated eIF2a to the eIF2B o/ff/6 subcomplex or eIF2B
holoprotein [84], suggesting that at least some portion of the OB domain in elF2a
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(Fig. 7.2-5C) binds directly to the eIF2B «/f#/§ subcomplex (Fig. 7.2-7). The Ala sub-
stitution of Ser-48 has the same phenotype in mammalian cells when elF2« is phos-
phorylated by PKR, HRI, or in response to heat shock [115-120]. Interestingly,
addition of eIF2¢-S48A to inhibited RRL reduced the abundance of 15S complexes
containing elF2, thought to represent inactive elF2B-eIF2(aP)-GDP complexes
[121]. This last finding supports the idea that Ala-48 reduces the affinity of eIF2(aP)-
GDP for elF2B [120]. Consistently, the Ala-48 mutation in yeast el[F2¢ partially sup-
pressed growth inhibition by hyperactive GCN2¢ kinases without lowering Ser5!
phosphorylation [77].

Interestingly, mutations in each of the five subunits of eI[F2B have been associated
with the human genetic disease leukoencephalopathy with vanishing white matter
(VWM) [122, 123]. It is unknown whether these mutations lead to defects in eIF2B
function or its regulation.

Additional Functions for elF2B?

It was found that ged1 and ged2 mutations in yeast e[F2B subunits led to accumula-
tion of eIF2 in 43-48S complexes [22, 23], implying that initiation was blocked at a
step in the pathway following TC binding to the 40S subunit, rather than at TC for-
mation. Similarly, in rabbit reticulocyte lysates (RRL) inhibited by eIF2a phosphory-
lation, the elF2(aP) and exogenously added mRNA and tRNAMet accumulated in
48S complexes [124]. Other workers observed accumulation of 48S complexes and
halfmer polysomes containing Met-tRNAMet in inhibited RRL that could be reversed
by exogenous elF2B. Because the 48S complexes lacked elF2 and halfmers did not
appear immediately, it was proposed that 80S initiation complexes could not pro-
ceed to elongation and dissociated into mRNA-bound 40S subunits (halfmers) [125,
126]. Several groups have observed elF2-GDP bound to 60S [121, 125-128] or 40S
subunits [129], which might represent physiological intermediates in the initiation
pathway. Ribosome-bound eIF2-GDP could have a positive role in subunit joining,
or it could arise following GTP hydrolysis and release of elF2-GDP from the P-site
on AUG recognition. In either case, e[F2B may be required to remove eIF2-GDP
from the ribosome in addition to exchanging GDP for GTP, and phosphorylation of
elF2a could convert ribosome-bound elF2-GDP into an inhibitor of subunit joining.
Interestingly, deletion of the 40S protein RPS31/UBI3 in yeast suppressed the Ged-
and Ts- phenotypes of ged2 and ged1 mutations in eIF2B, prompting the suggestion
that elimination of RPS31 partially overcomes a requirement for an elF2B function
on the 40S ribosome [130]. Consistently, elF2B accumulated in 40S complexes in
the ged1-101 mutant [22]. It has also been proposed that eIF2B stimulates TC forma-
tion [131] and TC binding to 40S subunits in the context of an eIF2B-eIF2-GTP-Met-
tRNAMet quaternary complex [132]. As noted above, elimination of eIF2B is not
lethal in yeast cells that are overexpressing the TC [85]; hence, all of these putative
additional functions of eIF2B would have to be by-passed in yeast by artificially
increasing the TC concentration.
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7.2.2.4 Binding of Ternary Complex and mRNA to the
40S Ribosome is Stimulated by elF3

elF3 Promotes Ternary Complex Binding to 40S Ribosomes

The TC can bind to purified 40S subunits in the absence of other factors, and this
interaction is stimulated by high, nonphysiological Mg2+ concentrations (greater
than 2 mM) and the AUG triplet [36]. (Use of AUG in place of mRNA obviates the
need for factors required for mRNA binding to the ribosome.) The stimulatory
effect of the AUG triplet suggests that base pairing between the start codon and
Met-tRNAMet stabilizes TC association with 40S ribosomes. High-level binding of
the TC to 40S subunits under more physiological conditions requires elF1, eIF1A
and eIF3 [32, 33, 37, 133-135]. TC binding to purified 40S ribosomes can be stimu-
lated by a factor of 2-3 by the addition of purified eIF3. The elF3 can bind to 40S
ribosomes in the absence of other factors, although this association is enhanced by
simultaneous binding of the TC [35-38]. The majority of native free 40S subunits in
mammalian extracts contain elF3 [136]. Based on these results, it is generally con-
sidered that eIF3 binds to 40S subunits first and then helps to recruit the TC
(Fig. 7.2-1). Consistently, a Ts- lethal mutation in the yeast eIF3b subunit (encoded
by PRT1) produced a severe initiation defect in vivo [137] and heat-treated prt1-1
extracts were defective for TC binding to 40S subunits in a manner rescued by puri-
fied wild-type eIF3 [138, 139]. Relatively little is known about how elIF3 stimulates
TC binding, although the physical connections linking yeast eIF3 to elF2 in a MFC
(described below) may permit cooperative binding of both factors to adjacent sites
on the 40S subunit.

A Subunit Interaction Model for elF3

Mammalian elF3 is a complicated factor, containing 11 nonidentical subunits
(Table 7.2-2). Purified plant eIF3 contains orthologs of 10 of these proteins, lacking
only eIF3j/p35, and contains an 11y, subunit (eIF31/p67) not found in the mamma-
lian factor [140]. The eIF3 purified from budding yeast contains orthologs of only
five mammalian eIF3 subunits as stoichiometric components (eIF3a/TIF32, eIF3b/
PRT1, elF3¢/NIP1, elF3g/TIF35, and elF3i/TIF34) [139], all of which are essential
proteins required for translation initiation in vivo [140-147]. A sixth ortholog, eIF3j/
HCRI1, is a nonessential, substoichiometric subunit of yeast eIF3 that promotes
interactions between elF3 and other elFs in the 43S complex, and also has an inde-
pendent function in 40S ribosome biogenesis [148-150]. A possible budding yeast
ortholog of human elF3e subunit, called PCI8, was found to interact with eIF3 holo-
protein in vivo when overexpressed, and also can bind to recombinant elF3b/PRT1
in vitro, as did human elIF3e/Int-6; however, a pci84 mutation had no effect on trans-
lation in vivo [151]. Together, these findings suggest that the essential yeast elF3
subunits (a, b, ¢, g and i) constitute a conserved core that can execute the critical
functions of this factor. Consistent with this idea, the elF3g and eIF3i subunits are
also essential in fission yeast, whereas the “non-core” subunits, Moel/d and Int6/e,
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are dispensable [152-155]. Deletion of the latter two proteins reduces the stability of
the eIF3 complex in fission yeast extracts [156], but produces only a modest reduc-
tion in translation rates in vivo [152, 153, 156]. The moelA and int64 mutations pro-
duce an assortment of phenotypes [152, 153, 156] that could arise from reduced
translation of a subset of mRNAs or from a possible involvement of these noncore
subunits in other biological processes.

When purified by its ability to stimulate Met-puromycin synthesis [157], yeast eIF3
preparations contained two additional proteins of 135 and 62 kDa, subsequently iden-
tified as TIF31 [147] and GCD10 [158] in addition to the core eIF3 subunits. Affinity
purification of elF3 confirmed the association of TIF31 with the complex [144], and
recombinant TIF31 interacted with TIF35/elF3g in several assays [147]. However,
TIF31 is nonessential and its deletion has no effect on cell growth or polysome
profiles [147]. It was not possible to confirm a direct association of GCD10 with eIF3
by affinity purification or co-immunoprecipitation with tagged eIF3 subunits from
cell extracts [139, 159, 160]. Moreover, GCD10 resides in a nuclear complex with the
product of GCD14 that is required for the formation of 1-methyladenosine at position
58 (m!A58) in all tRNAs containing this modification, including tRNAMet [159, 161].
It is unclear whether GCD10 contributes to elF3 function in the cytoplasm, and the
requirement for GCD10 in translational repression of GCN4 mRNA [27] can be
explained at the level of tRNAMet biogenesis and TC formation.

Pairwise interactions among the yeast core elF3 subunits have been studied exten-
sively by yeast two-hybrid and in vitro binding assays, leading to a subunit interac-
tion model for the complex (Fig. 7.2-9A) [139, 145-147, 149]. Many aspects of this
model have been confirmed and refined in vivo by making deletions of predicted
binding domains in affinity-tagged forms of the three largest elF3 subunits and
determining the subunit compositions of the resulting subcomplexes that were
affinity-purified from yeast. In the latest model, each of the three largest subunits
(TIF32/a, PRT1/b, and NIP1/c) contains separate binding domains for the other two
proteins, whereas the smaller subunits (TIF34/i and TIF35/g) bind only to the CTD
of PRT1/b and to one another. HCR1/j binds to both PRT1/b and TIF32/a [162]. In
accordance with this model, PRT1/b can form two distinct subcomplexes in vivo,
one containing TIF32/a, PRT1/b, and NIP1/c (a/b/c), and the other comprised of
PRT1/b, TIF34/i and TIF35/g (b/i/g) (Fig. 7.2-9A). Whereas the larger a/b/c sub-
complex could restore 40S binding of Met-tRNAMet and mRNA, and translation of a
luciferase reporter mRNA in a prt1-1 extract, the smaller b/i/g subcomplex was rela-
tively inert for all three activities [163]. Consistent with the subunit interaction
model, expression of N-terminally truncated PRT1/b lacking the predicted RNA rec-
ognition motif RRM; ARRM, Fig. 7.2-9D) sequestered TIF34 and TIF35 in an inac-
tive subcomplex lacking TIF32/a and NIP1/c that could not associate with
ribosomes in extracts and had a dominant-negative effect on cell growth [149, 164].
Similarly, overexpression of a truncated form of PRT1/b lacking the extreme C-ter-
minus (47, Fig. 7.2-9D) sequestered TIF32 and NIP1 in a defective subcomplex lack-
ing TIF34/i and TIF35/g [162]. The deleterious effect on cell growth of producing
the latter subcomplex underscores the fact that TIF34/i and TIF35/g are essential in
vivo even though they are dispensable for measurable elF3 activity in vitro.
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Although the PRT1/b CTD contains a NIP1/c-binding site (Fig. 7.2-9D), PRT1/b
must interact with both TIF32/a and NIP1 for efficient incorporation into the elF3
complex [162]. This can explain why a stable PRT1/b—NIP1/c binary complex was
not formed in vivo by overexpressing these two subunits alone. By contrast, a stable
TIF32/a—PRT1/b binary complex was purified from yeast and found to have low-
level activity in promoting 40S binding of Met-tRNAMet and mRNA in a prt1-1 extract
[163]. Additionally, TIF32/a and NIP1/c can form a stable subcomplex in the
absence of other elF3 subunits [162]. The results of yeast two-hybrid and in vitro
binding experiments suggest that the “noncore” elF3 subunits elF3e/INT-6 and
elF3d/Moel interact with one another and that elF3e additionally binds to the three
largest core subunits that comprise the stable a/b/c subcomplex described above
[151, 165-167]. Consistently, disruption of eIF3d/Moel reduced the level of elF3e/
INT-6 in S. pombe extracts [167].

elF3 Resides in a Multi Factor Complex with elF1, elF2, and elF5

The eIF3 is physically associated with other essential elFs in yeast. It co-purified
with eIF1 [139, 168] and contained nearly stoichiometric amounts of elF5 when
purified by affinity chromatography [139]. In vitro, eIF1 and the eIF5-CTD can bind
simultaneously to the NIP1/c-NTD [34, 69, 139]. Consistently, yeast elF1 and elF5
co-purified with the eIF3 a/b/c subcomplex, but not with the b/i/g subcomplex
described above [163] (Fig. 7.2-9A). Interactions of eIF1 and elIF5 with eIF3c have
also been observed for the mammalian factors [4, 169]. Interestingly, the yeast eIF5-
CTD can interact simultaneously with NIP1/c and the fsubunit of eIF2 in vitro [34,
69], suggesting that eIF5 can bridge a physical interaction between elFs-2 and -3.
Indeed, a MFC containing elF1, eIF2, elF3, elF5 and Met-tRNAMet (Fig. 7.2-9A) was
shown to exist free of ribosomes and could be purified from yeast extracts. The
seven alanine substitutions in AA-box 2 of the eIF5-CTD in the tif5-7A allele
(described above) disrupt interactions of eIF5 with both e[F2and the NIP1-NTD in
vitro and dissociate elF2 from elF3 in vivo. This mutation confers a diminished rate
of translation initiation and Slg- phenotype providing evidence that the MFC is an
important initiation intermediate in vivo [34, 69]. Recent work indicates that TIF32/a
mediates a second, direct contact between eIF3 and eIF2 in the MFC. The CTD of
TIF32/a can bind to recombinant elF2fin vitro and to eIF2 holoprotein in vivo in the
absence of all other MFC components (Fig. 7.2-9B, 44). Consistently, a truncated
form of TIF32/a lacking this binding domain (TIF32-46) forms a MFC in vivo that
lacks only eIF2. Overexpression of TIF32-46 confers a dominant Slg- phenotype in
otherwise wild-type cells and it exacerbates the translation-initiation defect in tif5-7A
cells. Thus, the direct connection between eIF24 and elF3 involving the TIF32-CTD
and the indirect contact between elF2/ and NIP1/c via the eIF5-CTD seem to have
additive stimulatory effects on a common step of translation initiation in vivo [162].
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Formation of the MFC Stimulates Multiple Steps of Initiation

The presence of elF2 and elF3 in the MFC might be expected to enhance TC bind-
ing to ribosomes by cooperative binding of both factors to the 40S subunit. Three
observations are consistent with this idea. First, TC binding to 40S subunits was
defective in tif5-7A extracts in a manner rescued by purified wild-type eIF5 [72]. Sec-
ond, the Slg- phenotypes of tif5-7A and high-copy TIF32-46 were partially sup-
pressed by overexpression of the TC [69, 162]. Thus, at least one consequence of
disrupting MFC integrity seems to be a reduction in TC binding to 40S subunits.
Third, overexpression of the NIP1-NTD sequesters elF2, e[F1 and eIF5 in a nonribo-
somal subcomplex lacking all eIF3 subunits (Fig. 7.2-9C, N) and produces a Ged-
phenotype. This phenotype is exacerbated by overexpressing eIF1 and elF5, which
enhances formation of the NIP1-NTD/eIF5/elF1/elF2 subcomplex in vivo, and also
by overexpressing the TIF32-CTD, which sequesters elF2 in a distinct binary com-
plex. Because the Gcd- phenotype of the NIP1-NTD was suppressed by simulta-
neously overexpressing TC, it was concluded that TC binds to the 40S subunit
inefficiently when it resides in the NIP1-NTD/eIF5/elF1/elF2 or the TIF32-CTD/
elF2 subcomplexes compared with intact MFC [162].

Paradoxically, no Ged- phenotype was observed in tif5-7A mutant cells, even when
the TIF32-46 protein was being overexpressed. Moreover, there was an accumula-
tion of 48S complexes containing elF1, elF2 and elF3 but lacking elF5 in tif5-7A
cells [72]. These observations have been interpreted to indicate that the physical con-
tacts among elF2, elF5 and elF3 in the MFC are most critically required in vivo for a
step(s) subsequent to TC binding to 40S subunits, such as scanning, AUG recogni-
tion, or GTP hydrolysis by eIF2. In this view, impairing one of the latter steps
reduces the rate at which 48S complexes are consumed to produce 80S initiation
complexes, compensating for the reduced rate of TC binding to 40S subunits that
results from disrupting the MFC and suppressing the depletion of 43S complexes.
The eIF5 stimulates GTP hydrolysis by elF2 at AUG start codons and this reaction
may be inhibited by eIF1 at non-AUG codons [53, 170] (see below). In addition, there
is evidence that elF1 promotes scanning and can destabilize 48S complexes at near-
cognate start codons or at AUG triplets in a suboptimal sequence context [171]. As
shown in Fig. 7.2-9(A), elF1 is tethered to the MFC by interactions with the eIF5-
CTD, the NIP1-NTD, and a C-terminal segment in TIF32 [34, 69, 139, 162, 163].
Thus, it is possible that MFC integrity is critically required to juxtapose elF1, elF2
and elF5 in relation to one another and the P-site of the ribosome in a manner
required for efficient scanning, AUG recognition, or GTP hydrolysis at the start
codon.

To explain the absence of a Ged- phenotype in the tif5-7A and TIF32-46 mutants,
it could be proposed that a delay in scanning or GTP hydrolysis at the uORF4 start
codon produced by these mutations would impede the progression of all 40S ribo-
somes scanning from uORF1, compensating for the reduced rate of TC binding
expected to occur in these mutants. This would restore efficient reinitiation at
uORF4 and suppress the Ged- phenotype that normally results from a decreased
rate of TC binding. By contrast, overexpressing the NIP1/c-NTD or TIF32/b-CTD
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sequesters elF2 in defective subcomplexes and reduces the concentration of intact
MFC, but does not generate MFC subcomplexes with the defects in scanning, AUG
recognition or GTP hydrolysis postulated above. Hence, overexpressing the NIP1/c-
NTD or TIF32/b-CTD has the same outcome as mutations in eIF2B, merely reduc-
ing the rate of TC binding to 40S subunits, thus yielding a Gcd- phenotype [162]. An
alternative possibility that cannot be discounted is that TC binding during reinitia-
tion on GCN4 mRNA does not involve eIF3 and the MFC, and that sequestering
elF2 in the subcomplex with eIF5, elF1, and the NIP1/c-NTD interferes with its
recycling by eIF2B or formation of the TC, rather than delaying TC binding to 40S
subunits.

Possible Functions of elF3 in mRNA Binding

In addition to its role in Met-tRNAMet recruitment, elF3 also stimulates mRNA bind-
ing to the 40S subunit in mammalian and yeast extracts [29, 37, 133, 163]. Because
TC binding stimulates mRNA binding to the 40S ribosome [37, 133], eIF3 could act
indirectly through its role in TC recruitment. However, eIF3 also seems to have an
additional function in mRNA binding independent of TC [133]. The latter is gener-
ally attributed to interactions between eIF3 and the mRNA-associated factors eIF4G
[172] or elF4B [173]. Whereas mammalian eIF4B interacts directly with the elF3a/
p170 subunit [174], the yeast homolog of elF4B (encoded by TIF3) interacts with
yeast TIF35/elF3g [147] (Fig. 7.2-9F). Mammalian elF3 contains three subunits that
can bind RNA as isolated proteins (eIF3a/p170, elF3d/p66, and elF3g/p44) [144,
175-178] (Table 7.2-2) and thus eIF3 could interact directly with mRNA in the initia-
tion complex. Indeed, the b, ¢, and d subunits of mammalian eIF3 were found
crosslinked to globin mRNA in 48S preinitiation complexes [175]. RNA-binding
activities of certain eIF3 subunits could mediate direct interactions with the 18S
rRNA, as suggested by UV-crosslinking experiments for human eIF3d/p66 [179].
Deletion of the RRM from yeast eIF3g/TIF35 was not lethal but produced a Slg-
phenotype. The nature of the RNA that interacts with this RRM is unknown.
Mammalian elF3 can bind to the hepatitis C virus (HCV) and classical swine fever
virus IRES elements, and the eIF3a/p170, elF3b/p116, elF3d/p66 and elF3f/p47
subunits were found crosslinked to these mRNA sequences [180, 181]. The binding
region for elF3 in the HCV IRES has been localized to domains I1Ia-b [180, 182] and
the cryo-EM map of the IRES—40S complex places this domain extending from the
platform side of the 40S subunit just below the mid-line of the particle [183]. This
location is consistent with the binding site for eIF3 on 40S subunits visualized in
three-dimensional (3D) reconstructions of electron micrographs of negatively
stained native 40S subunits [31, 184]; however, elF3 also makes extensive contacts
with the solvent side of the 40S subunit in the model of Lutsch et al [184]. It is
unclear whether conventional mRNAs translated by the scanning mechanism will
interact with elF3 in the same manner utilized by the HCV IRES, as the latter by-
passes the requirement for the elF4 factors in forming the 48S complex [185].
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Binding of elF3 to the 40S Ribosome

Recently, domains in elF3 required for binding to 40S ribosomes were identified by
investigating whether the MFCs formed by mutant versions of TIF32/a and NIP1/c,
many of which lack numerous MFC components, can compete with native MFC for
stable 40S binding in vivo. The results showed that the N-terminal half of TIF32,
NIP1 and eIF5 comprise a minimal 40S binding unit (MBU) sufficient for 40S bind-
ing in vivo and in vitro. The N- and C-termini of NIP1 and the TIF32-NTD were
required for 40S binding by otherwise intact MFC complexes (TIF32-48 mutation,
Fig. 7.2-9B; NIP1-AB’, Fig. 7.2-9C), suggesting that these eIF3 segments make direct
contact with the 40S ribosome. Consistently, the TIF32-NTD interacted specifically
with 40S subunit proteins RPSOA and RPS10A, and NIP1 interacted with RPSOA
and 18S rRNA in vitro. The NIP1-NTD may also contact the 40S subunit in addition
to its role in tethering eIF5 to the MFC. elF5 was necessary for 40S binding only
when the TIF32-CTD was absent. Thus, whereas the tif5-7A mutation did not reduce
40S binding by any MFC components except elF5, it reduced binding by the mutant
subcomplexes formed by the C-terminally truncated proteins TIF32-46 (lacking only
elF2) and TIF32-45 (45 and 46; Fig. 7.2-9B). Interestingly, a 140 nt segment of
domain I in rRNA, encompassing helices 16-18, is necessary and sufficient for spe-
cific binding of 18S rRNA to the TIF32-CTD in vitro. Hence, the 40S binding activity
of the TIF32-CTD may involve direct interaction with domain I of rRNA [186].

In the cryo-EM model of the yeast 40S subunit [187], RPSOA is on the solvent side
of the 40S subunit between the protuberance (pt) and beak (bk). Hence, binding of
the TIF32-NTD and NIP1 to RPSOA would place this portion of eIF3 on the solvent
side of the subunit, consistent with the EM analyses of 40S—elF3 complexes [31, 184]
and the location of the HCV IRES (and its eIF3-binding domain) on the 40S subunit
[180, 182]. Interaction between the TIF32-CTD and helices 16 and 18 of the rRNA
would provide elF3 with access to the 60S-interface side, as these helices are accessi-
ble from both sides of the 40S subunit. It was proposed that the bulk of eIF3 would
bind to the solvent side of the 40S whereas the TIF32-CTD and NIP1-NTD would
wrap around helix 16 or penetrate the cleft between the beak (bk) and shoulder (sh),
respectively, gaining access to the interface side of the subunit. The P-site is located
on the interface side ~50-55 A from the binding sites for TIF32-CTD and NIP1-NTD
predicted in this model [186]. This separation is comparable with the dimensions of
the ysubunit of eIF2 [51], making it reasonable to propose that the NTD of elF2/
can remain connected to the TIF32-CTD and the NIP1-NTD/eIF5 subassembly of
the MFC while Met-tRNAMet is bound to the P-site. In contrast, the connections
between elF1 and the TIF32-CTD and NIP1-NTD might have to be severed to allow
elF1 to bind near the P-site [171].

7.2.2.5 elF1A Stimulates Ternary Complex Binding to 40S Subunits
and Participates in AUG Selection During Scanning

The ~17 kDa factor eIF1A has been implicated in ribosome dissociation, binding of
TC and mRNA to 40S subunits, and also in scanning. The yeast and mammalian
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elF1A are similar in sequence and functionally interchangeable in supporting pro-
duction of 80S initiation complexes and Met-puromycin synthesis using all mam-
malian components [188]. Yeast eIF1A is an essential protein in vivo and its
depletion from cells impairs general translation initiation and leads to accumulation
of 40S dimers [189]. The latter suggests that eIF1A is bound to native 40S subunits
and prevents their dimerization in vivo. In early studies, mammalian elF1A seemed
to be less active than elF3 in promoting TC binding to 40S subunits [37, 133],
although a greater stimulation could be observed in the presence of 60S subunits
and was attributed to a ribosome anti-association activity of eIF1A [190]. In a more
recent study, purified elF1A stimulated TC binding in the absence of mRNA or
AUG triplet by almost 20-fold, whereas purified eIF3 conferred only a 3-fold stimula-
tion [32, 134]. The eIF1 was found to augment the stimulatory effect of eI[F1A on TC
binding in the absence of AUG, even though it had little activity on its own, and the
greatest level of TC binding occurred when elIF1, elF1A and elF3 were present
simultaneously [33]. Studying the corresponding yeast factors in a reconstituted sys-
tem, Lorsch etal. found that eIF1A could function in the absence of eIF3 to stimulate
TC binding to 40S subunits in the presence of a model 43-nt unstructured mRNA
and 60S subunits. In this system, eIF1A was strongly dependent on elF1 for pro-
moting TC binding, whereas elF3 had no stimulatory activity in the presence or
absence of elF1 and elF1A [135]. Thus, the relative importance of eIF1, eIF1A and
elF3 in promoting 43S complex formation in vitro seems to vary with the source and
pre-paration of factors, ribosomes and assay conditions.

Maitra et al. [32] reported that e[F1A cannot stimulate TC binding in the presence
of 60S subunits under conditions that promote subunit joining. The eIF3, by con-
trast, could function in the presence of 60S subunits, but its stimulatory effect disap-
peared with the addition of an AUG triplet. To account for these findings, they
proposed that both eIF1A and elF3 are required to form a stable 43S complex, with
elF1A catalyzing transfer of TC to 40S subunits harboring eIF3. The elF3, in con-
junction with TC, protects the 43S complex against disruption by a 60S subunit
prior to mRNA binding but becomes dispensable for this function once Met-
tRNAMet ig base-paired to the AUG codon [32]. As mentioned above, they found
more recently that e[F1A can enhance the anti-association activity of eIF3, and that
elF1A and eIF1 function together as effectively as eIF3 does alone in preventing dis-
ruption of 43S complexes by 60S subunits in the absence of AUG. As in the case of
TC binding, the combination of all three factors conferred the greatest anti-associa-
tion activity of all. Consistently, it was found that eIF3 (strongly) and eIF1A (moder-
ately) enhanced stable 40S binding by eIF1, and that eIF1 (strongly) and elF3
(moderately) enhanced 40S binding by eIF1A. Hence, elF1, elF1A and elF3 proba-
bly cooperate in the formation of a stable 43S complex containing all three factors
and TC prior to mRNA binding in vitro [33].

The elF1A has an ortholog in Archaea and exhibits significant sequence similarity
(21% identity) to bacterial initiation factor IF1 [2]. The three-dimensional structures
of E. coli IF1 [3] and mammalian eIF1A [191] both contain the five-stranded antipar-
allel p-barrel known as the OB domain [3], whereas eIF1A contains an additional



7.2 Mechanism and Regulation of Protein Synthesis Initiation in Eukaryotes

a-helical domain and unstructured N- and C-terminal extensions not present in bac-
terial IF1 [191] (Fig. 7.2-8B). The archaeal orthologs of eIF1A contain abbreviated N-
and C-terminal extensions and may lack the a-helical domain. As IF1 binds directly
to the A-site of the 30S ribosome [192, 193], the OB-fold in eIF1A most probably
binds to the A-site of 40S subunits in eukaryotes. The elF1A shows nonspecific
RNA-binding activity in vitro [194] with a K4 of ~15 mM [191], and NMR analysis has
identified residues in the OB-fold and a-helical domains of eIF1A whose chemical
shifts change in the presence of various RNAs, and thus may contact RNA directly.
Consistently, mutations of several such residues reduced RNA binding by eIF1A.
Interestingly, a K67D mutation of Lysé7 also impaired e[F1A-stimulated TC binding
to 40S subunits in vitro, leading to the suggestion that this residue is required for
eIF1A binding to the rRNA in the 40S subunit (Figs. 7.2-8A and B) [191].

A C-terminal deletion that removes all of the unstructured CTD and a predicted
310 helix in the helical domain of yeast eIF1A produced a Ged- phenotype in addition
to the Slg- phenotype observed for a smaller deletion that removes the eIF5B-bind-
ing domain (see below) (Fig. 7.2-8A). The fact that this Gcd- phenotype was sup-
pressed by overexpressing the TC suggests that it reflects diminished TC binding to
40S subunits scanning the GCN4 mRNA leader after translating uORF1 [195]. The
delayed rebinding of TC to these 40S subunits would allow a fraction of the latter to
by-pass uORFs 2—4 and reinitiate at GCN4 instead [19]. This provides the first in vivo
evidence that eIF1A enhances TC binding.

Pestova et al. showed that eIF1A also acts in conjunction with eIF1 in the presence
of TC, elF3, and the mRNA-associated factors elF4A, eIF4B and elF4F, to promote
formation of a stable 48S complex with the ribosome positioned at the AUG codon,
as judged by toeprint analysis. In the absence of elF1 and eIF1A, an unstable com-
plex was formed close to the 5'-end, whereas addition of elF1, in a manner
enhanced by eIF1A, led to dissociation of this complex and the formation of the
more stable, correctly positioned 48S complex. For EMCV RNA, where ribosome
binding to the start codon is directed by an IRES, eIF1 could direct 40S ribosomes to
the correct AUG without eIF1A. Thus, elF1 may possess the critical activity for posi-
tioning a 40S ribosome at the start codon [196]. Interestingly, mutations in residues
on the RNA-binding surface of eIF1A did not impair its ability to disrupt incorrect
48S complexes formed at the cap, but led to the stabilization of incorrect complexes
located upstream from the start site [191] (Fig. 7.2-8A). These data are consistent
with the idea that eIF1A acts from the A-site in conjunction with eIF1 to play a role
in AUG selection by initiator tRNA during the scanning process.

elF1A Interacts with the IF2 Ortholog elF5B

As discussed above, e[F1A and elF5B are structural and functionally similar to bac-
terial IF1 and IF2, respectively. In accordance with evidence that IF1 and IF2 inter-
act on the 30S ribosome, eIF5B and elF1A from yeast interact directly in vitro and
are stably associated in cell extracts. The last 24 amino acids in the unstructured
acidic tail of elF1A and the C-terminal 153 residues in the e[F5B CTD are necessary
and sufficient for strong interaction between the yeast factors [6, 195]. Concurrently,
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NMR analysis showed that the C-terminal 14 residues of human eIF1A are suffi-
cient for binding to the eIF5B-CTD in vitro, and provided evidence that the last five
residues of eIF1A lie in a shallow hydrophobic groove between helices 13 and 14 in
the eIF5B CTD [197]. This portion of eIF5B corresponds to the last 32 residues of the
protein and is located in domain IV of the crystal structure of archaeal eIF5B that
forms the base of the chalice-like molecule [198] (Figs. 7.2-16A and B). A deletion of
the last 87 residues of yeast eI[F5B impairs its function in vivo and in vitro [6], and
deletion of the eIF5B-binding domain in eIF1A also reduces translation initiation in
vivo [185, 195]. Thus, it seems likely that eIF1A—eIF5B association through their
extreme C-termini enhances an important aspect of initiation. This interaction
seems to be restricted to eukaryotes as the relevant domains in eIF1A and elF5B are
missing in bacterial IF1 and IF2, and archaeal elF1A lacks the elF5B-binding
domain at the extreme C-terminus of eIF1A. There is evidence that the noncon-
served NTD of yeast e[F5B makes an additional contact with eIF1A that can be
observed only when both factors are bound to the same ribosome [195].

Overexpression of eIF1A exacerbated the growth defect of fun12 mutants which
either lack eIF5B entirely or contain a C-terminally truncated form of eIF5B. To
explain this genetic interaction, it was suggested that elF1A is partially dependent
on elF5B for release from the 80S initiation complex, such that e[F1A overexpres-
sion in a fun12 mutant would prolong binding of eIF1A to the ribosome and impede
entry of the first eEF1A-GTP-aminoacyl-tRNA complex into the A-site [6]. Given that
[F1-1F2 association mutually stabilizes binding of these factors to the 30S ribosome
[199, 200], interaction between the C-termini of eIF1A and elF5B might also
enhance their association with the 40S ribosome early in the pathway. Suggestive
evidence for this possibility stems from the finding that deleting the eIF1A C-termi-
nus confers sensitivity to paromomycin (Par S phenotype) in a manner exacerbated
by deleting the NTD of eIF5B [195]. This drug binds to the A-site of prokaryotic ribo-
somes in a region overlapping the binding site for IF1 [193]; hence, it may compete
with elF1A for A-site binding. In the absence of a strong interaction with eIF5B,
elF1A may compete less effectively with paromomycin for the A-site.

Wagner and co-workers [197] presented an intriguing structural model for eIF5B
and eIF1A bound to the 40S ribosome (summarized in Fig. 7.2-16B, right), in which
the IF1l-related central domain of