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Preface

A large part of this book is the offspring of a series of more than 30 lectures cover-
ing all the aspects of translation that excite us. The lectures have been offered at two
Berlin universities every year for the past decades, and every time the students have
enquired where they can read about the topics of lectures, since none of the classical
textbooks are treating the subjects in depth. When we received the offer from Wiley-
VCH to write a book about the translational machinery, we agreed immediately, as
this gave us a chance to provide future students with an appropriate reference. Fur-
thermore, we felt that the timing was perfect because of the recent advances in
terms of ribosome structure contributed by the cryo-electron microscopy and crystal-
lography groups, which have sharpened our view of ribosome function in a revolu-
tionary way.

It was immediately clear to us that we could not fulfill this enormous task without
the help of specialists in fields where we have limited expertise. This is particularly
true for the topics concerning the history of ribosome research, synthetases, mRNA
decay, recoding events and protein folding, as well as the highly complex areas of
eukaryotic translation, namely, the assembly, initiation and regulation of eukaryotic
ribosomes. We are therefore pleased, grateful and honoured that leading scientists
in these fields accepted our invitation and provided such wonderful contributions.

We would also like to thank all the members of the Nierhaus group, both past and
present, who have participated directly as authors or indirectly with stimulating and
enthusiastic literature discussions every Friday afternoon. Last but not least, we
appreciate the understanding, leniency and wonderful support of Dr. Frank Wein-
reich at Wiley-VCH, who has allowed this book to be as colorful as it is.

Berlin, July 2004 Knud H. Nierhaus and
Daniel N. Wilson
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1

1
A History of Protein Biosynthesis and Ribosome Research

Hans-Jörg Rheinberger

1.1 
Introduction

It is a challenge to write the history of protein synthesis, the structure and function of
ribosomes and of the other components of translation (see Refs. [1, 11-18] for earlier
accounts). Many researchers and research groups have been involved (see Refs. [2-10]
for autobiographical accounts), and widely different experimental systems, methods,
and traditions of skills have been involved. The efforts to elucidate the protein synthe-
sis machinery were scattered all over the world. Nevertheless, a scientific community
of surprising cohesion has developed over time, and a network of shared and stan-
dardized procedures has been established. Although the formal connection that kept
it together was minimal, its meetings have been milestones of a vigorously ongoing
process of investigation for several decades (the meetings took place at Cold Spring
Harbor, New York 1969 and 1974, Madison, Wisconsin 1979, Port Aransas, Texas
1985, East Glacier Park, Montana 1989, Berlin, Germany 1992, Victoria, British
Columbia, Canada 1995, and Helsingør, Denmark 1999; cf. Refs. [19–26]). Emerging
to a considerable degree out of cancer research at its beginning, the field of protein
synthesis research has only gradually become an integral part of molecular genetics.
To trace the broader context of the emergence of the experimental culture of transla-
tion research is the aim of this introductory chapter. All those involved in the work of
the period covered here but not mentioned will, if not excuse me, realize that I am
aware of my limitations: selective reading, specific idiosyncrasies, and, above all, the
structural constraints of writing the history of such a complex, empirically driven
research field in such a compressed manner. My historical survey will mainly focus
on the decades between 1940 and 1970. The more recent developments will only be
summarized at the end, since they will be largely covered in the subsequent chapters
of this book.

In May 1959, Paul Zamecnik, who can be regarded as the grand old man of protein
synthesis research, had been invited to deliver one of the prestigious Lectures at the
Harvey Society in New York. He chose to speak about “Historical and current aspects
of protein synthesis”, and he traced them back to “careful, patient studies” extending,
as he said, “over half a century” [27, p. 256]. He then began with Franz Hofmeister
[28] and Emil Fischer [29], who recognized the peptide bond structure of proteins;
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went on to Henry Borsook [30], who realized that peptide bond formation was of an
endergonic nature; to Fritz Lipmann [31], who postulated the participation of a high-
energy phosphate intermediate in protein synthesis; to Max Bergmann [32], who
determined the specificity of proteolytic enzymes; to Rudolf Schoenheimer [33] and
David Rittenberg [34], who pioneered the use of radioactive tracer techniques in fol-
lowing metabolic pathways; to Torbjörn Caspersson [35] and Jean Brachet [36], who
became aware of the possible role of RNA in protein synthesis; to Frederick Sanger
[37], who unraveled the first primary structure of a protein, showing the specificity
and uniqueness of the amino acid composition of insulin; and finally to George
Palade [38], who gave visual evidence for the particulate structures in the cytoplasm
acting as the cellular sites of protein synthesis. This is an impressive list of pioneers,
who all, according to Zamecnik, “blazed the trail to the present scene”, which in his
retrospect inadvertently had assumed the character of a royal path to present knowl-
edge. It was not until the very end of the lecture that he relativized this linear perspec-
tive: “From a historical vantage point”, he said, “too simple a mechanistic view [has]
been taken in the past. [The] details of the mechanisms at present unfolding were
largely unanticipated”. We may ask, then, how the unanticipated was brought into
being. Zamecnik’s answer was: “By the direct experimental approach of the foot sol-
diers at work in the field” ([27, p. 278], emphasis added). I hope that the following
lines offer at least a trace of the history of quirks and breaks that mark protein synthe-
sis research as a collective and multidisciplinary endeavor whose outcome, as with
science in general, cannot be told in advance. Scientists usually tell their stories from
the point of view of those selected insights that have made their career. No historian
can escape this retrospective valuation either, but we should, at least, try to remain
aware of its shortcomings.

1.2 
The Archaeology of Protein Synthesis – The 1940s: 
Forgotten Paradigms

The early 1940s were the heydays of what Lily Kay [39] has aptly described as the
‘protein paradigm of life’. The transformation experiments of Oswald Avery and
his colleagues at the Rockefeller Institute notwithstanding [40], proteins for quite
some time continued to be seen as the key substances, not only of biochemical
function, but also of hereditary transmission (from Delbrück [41] to Haurowitz
[42]). It is surprising then to learn that, despite this early focus on proteins, the
mechanism of protein synthesis largely remained a black box throughout the
1940s. Thoughts on mechanism during that decade mainly centered around the
conception, favored by eminent biochemists of the time such as Max Bergmann
and Joseph Fruton, that the mechanism of protein synthesis might be based on a
reversal of proteolysis [43, 32, 44]. Max Bergmann, then at the Rockefeller Institute
in New York, investigated the specificity of proteolytic enzymes, and it was in his
laboratory that Paul Zamecnik, as a postdoctoral fellow in 1941–1942, became
interested in protein synthesis. The proteolysis concept, however, remained a con-
troversial issue, especially since it could hardly be reconciled with the endergonic



1.2 The Archaeology of Protein Synthesis – The 1940s: Forgotten Paradigms 3

nature of peptide bond formation that appeared to be evident from Henry Bor-
sook’s investigations at the California Institute of Technology in Pasadena. His
measurements favored the idea that the formation of peptide bonds might involve
some sort of activation of amino acids prior to their condensation, a topic on which
Fritz Lipmann [31] as well as Herman Kalckar [45] had speculated as early as at the
beginning of the 1940s (for an assessment of the ‘multi-enzyme program’ of pro-
tein synthesis, its neglect in the history of biochemistry and its resurrection in bio-
technology, see Ref. [46]). These considerations, however, remained without
conclusive experimental evidence for the next 15 years. Classical biochemistry
alone did not provide a definite handle on the question of the cellular mechanisms
of protein biosynthesis, despite the growing sophistication of experimental enzy-
mology and of the structural, physical, and chemical analysis of proteins, including
powerful new devices such as chromatography, electrophoresis, and X-ray crystal-
lography (see Refs. [47, 48] for historical accounts).

Some observations on the part of cytochemistry were intriguing but also remained
erratic for the time being. Around 1940, Torbjörn Caspersson from Stockholm and
Jack Schultz from the Kerckhoff Laboratories in Pasadena had developed techniques
for measuring the UV absorption of nucleic acids within cells as well as UV micros-
copy of cells [35]. With that, they were able to correlate growth, i.e., the production of
proteins, with the increased presence of ribonucleic acids at certain nuclear and
cytoplasmic locations. Around the same time, Jean Brachet and his colleagues Ray-
mond Jeener and Hubert Chantrenne in Brussels reached similar conclusions on
the basis of differential staining and in situ RNase digestion of tissues [36].

The elucidation of the particulate structure of the cytoplasm by means of high-
speed centrifugation dates back to the 1930s and derives from still other lines of
research. Normand Hoerr and Robert Bensley in Chicago had used centrifugation to
isolate and characterize mitochondria [49]. Albert Claude, in James Murphy’s Labo-
ratory at the Rockefeller Institute, was working on the isolation of Peyton Rous’
chicken sarcoma agent when he, around 1938, incidentally realized that the particles
he was sedimenting from infected cells had exactly the same chemical constitution
than those sedimented from normal chick embryo tissue and thus were cellular con-
stituents [50]. Figure 1-1 shows early dark-field microscopic images (segments 1 and
5) of preparations of Claude’s “small particles”. (All the figures in this introductory
historical chapter are reproduced from the original publications, and in three cases
from handwritten laboratory notes.) After tentatively identifying his high-speed sedi-
ment with mitochondria or fragments thereof for some years, he, in 1943, came to
the conclusion that his pellet did contain another class of cytoplasmic particles. They
were definitely smaller than mitochondria, and Claude termed them “microsomes”
[51] accordingly. In contrast with the mitochondria, these particles were particularly
rich in ribonucleic acid – Claude estimated them to consist of 50% lipids, about 35%
proteins, and some 15% nucleic acids. Speculating that they might be self-replicat-
ing nucleoproteins, he was tempted to place them in the category of ‘plasmagenes’, a
notion associated with the idea – widely discussed at the time – of some form of
cytoplasmic inheritance [52]. But although these particles were reported to carry
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Figure 1-1 Cytoplasmic particles derived from 
differential high-speed centrifugation. 
1–6, Dark-field photographs, magnifications 
1000 . 1. Rat leukemia: ‘small particles’, puri-
fied, in neutral water; 2. rat leukemia: whole 
blood showing cytoplasmic granules in 
leukemic and normal cells; 3. rat leukemia: 
heparinated blood; cytoplasmic granules in 

lymphoid cells; 4. rat leukemia: heparinated 
blood; cytoplasmic granules in lymphoid cells; 
purified particles added to plasma; 5. Guinea 
pig liver: ‘small particles’ agglutinated at pH 6; 
phosphate buffer; 6. Guinea pig liver: purified 
‘Bensley’ granules in neutral water. ‘Small 
particles’ are represented in segments 1 and 5 
(Ref. [301], Figures 1–6).
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varying amounts of oxidases and hydrolases [53], they tenaciously resisted all
attempts by Claude and his collaborators, especially Walter Schneider and George
Hogeboom, to correlate specific and unique enzymatic functions with them [54]. At
that time, assigning functions essentially meant enzyme mapping. Unfortunately,
this procedure did not work with microsomes. In contrast, however, the microsomes
became preferential objects of ultracentrifugation. The centrifugation methods of
Hubert Chantrenne [55] from Brachet’s laboratory in Brussels, and of Cyrus Bar-
num and Robert Huseby [56] from the Division of Cancer Biology at the University
of Minnesota in Minneapolis were more sophisticated than the Rockefeller method
and pointed to a greatly varying size of the particles – if they had a definable size at
all. Despite Brachet’s recurrent claim of a close connection between microsomes
and protein synthesis, no particular experimental efforts were made in all these
studies to enforce this line of argument. Still, by the end of the 1940s, Albert Claude
thought that microsomes were most probably involved in anaerobic glycolysis [57].
However, the various efforts of an in vitro characterization of the cytoplasm by
means of ultracentrifugation resulted in a set of procedures for the gentle isolation
of cytoplasmic fractions – especially centrifugation through sucrose solutions [58] –
that soon proved very useful in a wide variety of other experimental contexts.

1.3 
Basic Mechanisms – The 1950s

This situation was bound to change between 1945 and 1950 through still another
approach to assess metabolic events. Right after World War II, low-energy radioac-
tive tracers, especially 35S, 32P, 14C, and 3H, became available for research to a wider
scientific public as a byproduct of expanding reactor technology. The ensuing new
attack on the mechanism of protein synthesis by way of radioactive amino acids was
embedded in a particular, historical conjuncture of interests that benefitted greatly
from the vast resources made available for cancer research after the War [59], and
from the efforts of the American Atomic Energy Commission to demonstrate the
potentials of a peaceful use of radioactivity [60, 61]. In fact, cancer research pro-
grams provided the background for much of the protein synthesis research during
those years. Cancer was related to abnormal growth, and growth was considered to
be intimately linked with the metabolism of proteins. This constellation also
explains why much of protein synthesis research during the decade between 1950
and 1960 was done on the basis of experimental systems derived from higher ani-
mals, especially rat liver, and not on bacteria, as might be expected from hindsight.

1.3.1 
Steps toward an in vitro Protein Synthesis System

The first attempts at approaching protein synthesis via tracing consisted in adminis-
tering radioactive amino acids to test animals and in following the incorporation of
the label in to the proteins of different tissues. However, radioactively labeled amino
acids were not yet commerically sold and were therefore available only in limited
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amounts at that time. In addition, the tracing technique posed problems of control-
ling the experimental conditions. One of the biggest concerns of these early radioac-
tive in vivo studies was to maintain control over the specific activity of the injected
material. Consequently, researchers in the field attempted to establish test tube pro-
tein synthesizing systems from animal tissues. Among the first to use tissue slices –
a kind of hybrid system between in vivo and in vitro – were Jacklyn Melchior and
Harold Tarver [62], as well as Theodore Winnick, Felix Friedberg and David Green-
berg [63], all from the University of California Medical School at Berkeley. Going
one step further, attempts to incorporate amino acids into proteins of tissue homo-
genates were also made at that time by Melchior and Tarver [62], by Friedberg et al.
[64], and by Henry Borsook’s team at Caltech [65]. Initially, they all used different
amino acids: sulfur-labeled cysteine and methionine (Tarver), carbon-labeled glycine
(Greenberg and Winnick), and carbon-labeled lysine (Borsook). All these labels were
incorporated, but some of the amino acid ‘incorporations’ in these early in vitro stud-
ies turned out to be due to amino acid turnover reactions that were not related to
peptide bond formation. Granting that the experimental observation of amino acid
‘uptake’ indeed meant peptide bond formation became one of the biggest concerns
of all those trying protein synthesis in the test tube between 1950 and 1955.

I cannot follow all these activities in detail here. Instead, I will organize my narra-
tive around the efforts of one particular group, thereby illustrating the conjuncture
of centrifugation and radioactive tracing through which microsomes became linked
to protein biosynthesis. The group is Paul Zamecnik’s at the Massachusetts General
Hospital (MGH) in Boston, whose work can rightly be considered to have been at
the cutting edge of the field for the decade between 1950 and 1960. Zamecnik
started his work on protein synthesis in 1945. As a medical doctor, he had an inter-
est in the action of carcinogenic agents. Protein metabolism seemed to him to be a
suitable target for studying the differences between normal and neoplastic tissue.
The choice of rat liver followed from this comparative interest; a standardized proce-
dure of inducing hepatomas in rat belonged to the laboratory routines at MGH.

In 1948, Robert Loftfield, an organic chemist from the Radioactivity Center at
MIT, joined the staff of the Massachusetts General Hospital as part of a collaboration
of the Center with the Huntington Laboratories. In the preceding 2 years at MIT, he
had worked out a suitable method for the synthesis of 14C-alanine and glycine [66].
Together with Loftfield, Warren Miller, and Ivan Frantz, Zamecnik started to intro-
duce radioactive amino acids into the livers of rats. Miller, from the Physics Depart-
ment of MIT, had been involved in the development of a new method of radioactive
carbon gas counting. Ivan Frantz, who belonged to the Huntington Laboratories,
was an expert in the technique of incubating sliced livers.

Right in the first series of these liver slice experiments, cancer tissues proved to be
considerably more active than normal liver in taking up radioactive amino acids. But
the signal that redirected the research process came from a control. In the laboratory
of Fritz Lipmann, who was a neighbor of Zamecnik’s at MGH, William Loomis had
just shown that dinitrophenol (DNP) specifically interfered with the process of phos-
phorylation [67]. When the Zamecnik group included DNP into one of their slice
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experiments, it stopped all amino acid incorporation activity. The result suggested
that, as Lipmann had assumed for a long time, protein synthesis was indeed coupled
with the utilization of phosphate bond energy [68]. At that point, the research per-
spective of Zamecnik’s group began to shift from the cancer-related problem of
malignant growth to the bioenergetic aspects in the making of proteins.

There was no chance, however, to approach the problem by further manipulating
liver slices. But to proceed along the lines of cell homogenization meant, as Zamec-
nik remarked, to enter a “biochemical bog” [69]. It was a largely unexplored experi-
mental field, and the MGH group worked for 3 years, from 1948 to 1951, to arrive at
something that could be taken as the ‘incorporation’ via peptide bond formation of
radioactive amino acids into protein in the test tube. In 1951, Philip Siekevitz, who
had joined Zamecnik’s group in 1949, had achieved a preliminary fractionation of
the liver homogenate by means of a regular Sorvall laboratory centrifuge [70]. His
main fractions were a mitochondrial fraction, a fraction enriched in what was taken
to be ‘microsomes’, and a supernatant fluid. None of the fractions was fully active
when incubated alone. But when all of them were put together again, as can be seen
in Fig. 1-2, the activity of the homogenate was restored, although the signal was
extremely faint.

In these efforts, the combination of two methodologies had been instrumental:
radioactive tracing and differential centrifugation. From a superposition of them,
the system acquired dynamic capacities. In 1953, a tiny but decisive detail was
incorporated into the system at MGH. It consisted of a slightly altered, gentle
homogenization procedure [71]. ‘Loose homogenization’ enhanced the activity of
the cell-free protein synthesis system by a factor of 10. During the same year, the
laboratory centrifuge was replaced by a high-speed ultracentrifuge. The new instru-
ment made a quantitative sedimentation of the microsomes possible, leaving
behind a non-particulate, soluble enzyme supernatant. As shown in Fig. 1-3, incor-
poration activity was restored from these two fractions under the condition that the
test tube was supplemented with ATP and an ATP-regenerating system [72, 73].
(The investigation of mitochondrial and chloroplast protein synthesis will not be
pursued here. It was investigated in parallel. It should also not be forgotten that the
nucleus, too, continued to be considered a site of protein synthesis throughout the
1950s; cf. e.g., Ref. [74]).

1.3.2 
Amino Acid Activation and the Emergence of Soluble RNA

Towards the end of 1953, Mahlon Hoagland took up his work in Zamecnik’s lab,
after having spent a year with Lipmann. Figure 1-4 shows Hoagland, Zamecnik, and
Mary Stephenson in their laboratory in the mid-1950s. In what later appeared to
Hoagland as one of those “vagaries of fortune in science” [10, p. 71], he realized that
he could use the technique of ‘phosphate-ATP-exchange’ developed in Lipmann’s
lab as a tool in Zamecnik’s rat liver system. He proceeded to graft this technique
onto the fractionated protein synthesis setup. Within a year, a first partial, molecular
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model of protein synthesis emerged [75]. The combination of the phosphate-
exchange reaction with another model reaction, that of amino acids with hydroxyl-
amine, suggested an activation by ATP of the amino acids as represented in Fig. 1-5.
These experiments induced a major turn in the representation of the fractionated
system. Its energy requirement became linked to a particular fraction. What until
then had been the ‘soluble fraction’, or the ‘105 000 g supernatant’, or the ‘pH 5
precipitate’, became now viewed as a set of activating enzymes. With that, amino
acid activation began to attract the attention of a larger scientific community.

Several other groups quickly added similar observations obtained in other sys-
tems. David Novelli, who had moved from Lipmann’s lab to the Department of
Microbiology at Case Western Reserve University in Cleveland, established an amino
acid-dependent PP/ATP-exchange reaction with microbial extracts [76]. Paul Berg,

Figure 1-3 Fractionation and recombination of a rat liver extract. 
The homogenization medium was as follows: 0.004 M MgCl2, 
0.04 M potasium phosophate buffer (pH 7.4), 0.01 M HDP, and 
0.25 M sucrose. All fractions were prepared from the same 
homogenization and were incubated simultaneously for 30 min at 
37°C in 95% N2–5% CO2 (Ref. [103], Figure 2).

Figure 1-4 Left to right: Mahlon Hoagland, Paul Zamecnik and 
Mary Stephenson, about 1956 [302].
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from Washington University School of Medicine in St. Louis, reported on the acti-
vation of methionine in yeast extracts [77, 78]. Lipmann’s lab took up the task of
isolating and purifying one of the amino acid-activating enzymes. Within half a
year, the general character of the carboxyl-activation mechanism appeared to be
established [79].

At this point, the participation of ribonucleic acids in protein synthesis still
appeared as a black box conveniently termed ‘ribonucleoprotein’ (cf. e.g., the repre-
sentation in Fig. 1-6). This black box now attracted the attention of both biochemists
and geneticists. Microsomal RNA, by 1955, was generally assumed to play the role
of an ordering device, jig, or ‘template’ for the assembly of the amino acids. The
actual point of discussion at that time, however, to which Sol Spiegelman from the
University of Illinois at Urbana and Ernest Gale from Cambridge repeatedly
referred, was accumulating indirect evidence for a coupling of the synthesis of pro-
teins with the actual synthesis of RNA [80–82]. Also in 1955, Marianne Grunberg-
Manago, in Severo Ochoa’s laboratory in New York, identified an enzyme which
was able to synthesize RNA from nucleoside diphosphates [83]. For the first time,
an RNA-synthesizing enzyme had been isolated.

Late in 1955, Zamecnik began to look for RNA synthesis activity in his fraction-
ated protein synthesis system. He added radioactive ATP to a mixture of the

Figure 1-5 Schematic representation of amino 
acid carboxyl activation by ATP and the pH 5 
fraction. Ad, adenosine. The heavily drawn O 
indicates the attacking carboxyl oxygen which 
would remain with the nucleotide moiety upon 
subsequent splitting of the activated compound 
(dashed line) (Ref. [79], Figure 5).
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enzyme supernatant and the microsomal fraction. To his astonishment, the nucle-
otide indeed labeled an RNA component of the system. But there was another,
even more puzzling observation. In a parallel experiment, Zamecnik had incu-
bated non-radioactive ATP and 14C-labeled leucine instead of non-radioactive leu-
cine and 14C-labeled ATP together with the fractions. As Zamecnik recorded in his
notebook (see Fig. 1-7), the assay suggested – quite contrary to his expectation –
that radioactive leucine also became attached to the RNA. In fact, it took another
year before Zamecnik, in collaboration with Mary Stephenson and Hoagland,
became convinced of the significance of the finding and was ready to publish
it [84]. Zamecnik had searched for hints of a synthesis of RNA on the microsomes.
What he had found was an RNA in the soluble fraction to which amino acids were
attached. For the time being, the new entity was termed ‘soluble RNA’.

Soluble RNA immediately helped to focus research under way in a variety of other
laboratories and in a variety of similar systems. The further differentiation of the
cell-free protein synthesis system now became the working field for a growing pro-
tein synthesis ‘industry’. In 1956, evidence for the presence of an RNA intermediate
in protein synthesis was being gathered by Robert Holley, from Cornell University.
He had found a ribonuclease-sensitive step in the alanine-dependent conversion of
AMP into ATP [85]. Paul Berg, soon joined by James Ofengand, went ahead with
studies on the amino acid incorporation into soluble RNA of Escherichia coli [86]. In
1956, Tore Hultin from the Wenner-Gren Institute in Stockholm had obtained inde-
pendent evidence for an intermediate step in protein synthesis from kinetic isotope

Figure 1-6 Intermediate steps in protein synthesis as seen in 
1956 (Ref. [303], Figure 5).
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dilution studies [87]. Kikuo Ogata and Hiroyoshi Nohara at the Niigata University
School of Medicine in Japan also had collected hints for an RNA-connected interme-
diate in protein synthesis [88]. By the end of 1957, amino acid–oligonucleotide com-
pounds were being investigated by at least three other research groups: Victor
Koningsberger, Olav Van der Grinten, and Johannes Overbeek [89] at the Van’t Hoff
Laboratory in Utrecht; Richard Schweet, Freeman Bovard, Esther Allen, and Edward
Glassman [90] at the Biological Division of Caltech; and Samuel Weiss, George Acs,
and Fritz Lipmann [91], who had moved from the Massachusetts General Hospital
to the Rockefeller Institute in New York. All of them joined the race for adding
items to the list of what these molecules and their activating enzymes did and what
they failed to do. In the process, what had emerged as a biochemical intermediate in
protein synthesis soon turned into one of those big missing pieces within the flow
scheme of the expression of molecular information. At Richard Schweet’s sugges-
tion, the molecule was later referred to as transfer RNA [92], and it became identi-
fied with what, based on considerations rooted in the double-helical structure of
DNA, Francis Crick had postulated as an adaptor of some sort of the genetic
code [93–95]. Figure 1-8 represents the interaction of soluble RNA and microsomal
RNA as seen by Zamecnik at the end of the 1950s.

1.3.3 
From Microsomes to Ribosomes

As we have seen, it was not until the beginning of the 1950s, and in a context quite
different from their original characterization, that the ‘small particles’ or ‘micro-
somes’, operationally defined in terms of fractional sedimentation, optical inspection,

Figure 1-8 A scheme for the interaction of microsomal RNA and 
soluble RNA-amino acid (Ref. [27], Figure 5).
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and chemical composition, became linked on experimental grounds to protein syn-
thesis in vivo [97–102] and in vitro [70, 96, 102, 103]. Around this time, hints were also
accumulating that eukaryotic microsomal material was quite heterogenous in size as
well as in composition. It took another decade before the the isolation of active cyto-
plasmic particles through sucrose-gradient centrifugtion became a laboratory stan-
dard. To obtain ‘purified’ microsomes became one of the major issues in the
development of cell-free protein synthesis around 1955 [104].

For purification, Zamecnik’s colleague John Littlefield took advantage of the
detergent sodium deoxycholate which solubilized the protein–lipid aggregates of
the microsomal fraction. The RNA-to-protein content (1 : 1) of his particles corre-
sponded to the value given by Howard Schachman from Wendell Stanley’s Virus
Laboratory in Berkeley for Pseudomonas fluorescens particles [105] and by Mary
Petermann from the Sloan Kettering Institute in New York for rat liver and spleen
particles [106].

Around the same time, George Palade [38], by using an ensemble of advanced
specimen preparation techniques, was able to visualize small, electron dense parti-
cles on the surface of the endoplasmatic reticulum in situ by means of electron
microscopy (see Fig. 1-9). Philip Siekevitz had joined Palade in 1954. He added his
biochemical expertise to the work at the Rockefeller Institute which aimed at a corre-
lation of the “cytochemical concepts” of microsomal particles and “morphological
concepts” derived from electron microscopy [107 pp. 171–172].

Besides electron microscopy, the calibration of these ‘macromolecules’ involved
velocity sedimentation and electrophoretic mobility [106, 108–110]. These structures
became a synonym for cytoplasmic RNA, although the postmicrosomal supernatant
invariably also contained RNA – approximately 10% of the cell’s total RNA [107].
From analytical ultracentrifugation, a sedimentation pattern emerged, and a sedi-
mentation coefficient of the particles could be calculated. Littlefield’s rat liver parti-
cles appeared as a major 47S peak in the optical record, similar to the main macro-
molecular component already described by Petermann and their co-workers between
1952 and 1954 (see Fig. 1-10 for Petermann’s pattern). A broader peak running ahead
of the 47S particle disappeared upon treatment of the material with deoxycholate.
However, there was also an additional smaller peak running behind the 47S particle
which was not deoxycholate-sensitive. Thus, the suspicion was reinforced that the
particulate portion of the microsomal fraction might be in itself heterogenous.

The ribonucleoprotein particles gradually took shape by a comparison of the repre-
sentations delivered by different biophysical and biochemical techniques applied in
different laboratories. The main problem was that the material was no longer active
in the test tube after the different isolation procedures. This meant that for the time
being there was no functional reference available for comparison. The ‘deoxycholate
particle’, for instance, entered the field of in vitro protein synthesis around 1953, and
around 1956 it disappeared again from the scene because nobody had succeeded in
rendering it functionally active. Preparation procedures played a dominant role, and
the terminology faithfully reflected their operational character. Successively, the cel-
lular component at issue had changed from a sedimentable entity no longer visible
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under the light microscope, the ‘microsome’, to a granular cytoplasmic constituent
which was ‘deoxycholate-insoluble’, and finally to a ‘ribonucleoprotein particle’ pre-
sumably involved in amino acid incorporation into protein, consisting of half protein
and half RNA, and visible under the electron microscope. Following a lingering trajec-
tory, the different means and modes of representation eventually produced particles
that became firmly linked with subcellular morphology, in particular the endoplasmic
reticulum, and to the biochemistry of protein synthesis. The match was, however,
hardly perfect.

In the course of the 1950s, RNA-containing particles had attracted more and more
attention. Around 1955, their RNA was generally assumed to provide the template
upon which the amino acids were assembled into protein threads. In 1958, Howard
Dintzis coined the term ‘ribosome’ for purified microsomes devoid of membrane
fragments (Wim Möller, pers. comm.; see also Refs. [111, 112]). During the following

Figure 1-9 Electron micrograph of a limited 
field in the basal region of an acinar cell of the 
pancreas (rat). The cell membrane (cm) is 
coated towards the exterior by a poorly defined 
layer of dense material (bm), which may be the 
equivalent of a basement membrane. Part of a 
mitochondrial profile appears at m. The rest of 
the field is taken up by elongated (e), oval (o), 
and circular (c) profiles of the endoplasmic 

reticulum. Note that in the matrix there are 
numerous small and dense granules (g) 
which appear to have particular affinity 
for the membrane limiting the cavities of the 
endoplasmic reticulum. The outside surface 
of this membrane is actually covered by many 
such particles which in a few places (r) appear 
to be more or less regularly disposed in rows. 
Magnification 73,000  (Ref. [38], Figure 1).
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years, this neologism made its way into the laboratories and into the literature. The
reason for changing the name was the presumed role of the particle’s RNA. The new
designation no longer reflected a mere technical representation, but a biological
function. Like ‘transfer RNA’, the ‘ribosome’ began to relocate protein synthesis
from biochemistry to molecular genetics, transforming it into an integral part of
what Crick, apparently without minding about the theological connotations of the
term, had called the “central dogma” of molecular biology [113, p. 153]. It codified the
notion that the genetic information makes its way from DNA to RNA to protein and
that, once in the protein, it cannot get back into DNA. The central dogma subsumed
the process of protein synthesis as the final, translational, step in the overarching pro-
cess of gene expression.

With respect to their physical parameters, the protein synthesizing particles con-
siderably changed their appearance between 1955 and 1960. Around 1956 and after
many trials, Schachman had found yeast microsomes sedimenting with a velocity
constant (S) of 80 and to dissociate reproducibly into two unequal portions of 60S
and 40S [114]. In a similar manner, Petermann and co-workers were able to separate
78S liver ribosomes into 62S and 46S particles [115]. Alfred Tissières and James
Watson, at Harvard, had started to work with E. coli ribosomes and had their bacte-
rial particles sediment with 70S. Most interestingly, they could dissociate them

Figure 1-10 Sedimentation patterns of normal and leukemic 
spleen particles. The direction of sedimentation is to the left: 
N, normal spleen; T, transplanted leukemia; S, spontaneous 
leukemia (Ref. [108], Figure 1).
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reversibly into a 50S and a 30S component [116, 117]. Gradually, in a decade of
painstaking isolation attempts, in which sucrose-gradient centrifugation came to
occupy a central place, the confusion about the size of the RNP particles cleared
up, and it was realized that the secret of stabilization lay chiefly in the concentra-
tion of divalent Mg2+ ions. Work on a variety of particles from other sources began
to converge on two distinguishing features: bacterial particles (roughly 70S) were
consistently smaller than their eukaryotic counterparts (roughly 80S), but both
could be separated into something that began to be recognized as a small and a
large ribosomal subunit.

1.3.4 
Models

The state-of-the-art of protein synthesis, as a process of translation of genetic infor-
mation, was conceptually re-framed by Francis Crick and his colleagues, especially
Sidney Brenner, between 1955 and 1957, and summarized by Crick in his seminal
paper of 1958. After years of theorizing from template models, starting with, among
others, Hans Friedrich-Freksa [118] and Max Delbrück [41], and continuing with
Hubert Chantrenne [119], Felix Haurowitz [42], Alexander Dounce [120], Victor Kon-
ingsberger and Johannes Overbeek [121], Fritz Lipmann [122], George Gamow [123],
Henry Borsook [124] and Robert Loftfield [125], Crick had come up with a new pro-
posal. During the 1940s, models of autocatalytic protein replication were at the fore-
front (cf., e.g., Delbrück’s scheme [41] and Haurowitz’ [42]), as seen in Fig. 1-11. At
that time, nucleic acids were still considered, if at all, as structural scaffolds facilitat-
ing protein replication. Gene duplication thus meant protein duplication. Friedrich-
Freksa [118] had envisaged a protein copying process whereby nucleic acid bases

Figure 1-11 Model of protein as template. Replication of a peptide 
chain formed by lysine, alanine, tyrosine, aspartic acid, and 
leucine: T, template; R, replica (Ref. [42], Figure 2).
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served as a kind of intermediate ‘mirror-image’. Later models (such as that of Kon-
ingsberger and Overbeek [121] seen in Fig. 1-12) conceived the process of molecular
information transfer in terms of a physicochemical interaction between ribonucleic
acids and amino acids involving covalent bonding. In the aftermath of the Watson
and Crick [126] seminal model of the DNA double helix, Gamow [123] proposed an
interaction between DNA and amino acids based on the geometrical shape of holes
in the double helix (cf. Fig. 1-13). Crick, thinking of the complementarity features of
the DNA double helix, now envisaged what he called “adaptation”, i.e., a specific
base-pairing interaction between an amino acid-carrying nucleic acid adaptor expos-
ing a signature complementary to the code of a template nucleic acid (cf. Fig. 1-14).
It is interesting to note that at the time Crick launched his adaptor hypothesis, he

Figure 1-12 RNA as template. Schematic outline of the synthesis 
of a polypeptide chain starting from an amino acid–nucleic acid 
compound: b, purine and pyrimidine derivatives (Ref. [121], 
Figure 2).
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Figure 1-13 DNA as template. Diamond-
shaped holes in the double helix of DNA, and 
the coding scheme for protein synthesis. The 

rhombs represent the 20 possibilities of 
arranging the four bases (numbered 1–4) to 
form niches for the 20 amino acids [123].
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obviously did not judge it important enough to be published. It was only its linkage
to soluble RNA that made it a prominent concept and a prophecy as seen in hind-
sight. According to Crick, information-carrying nucleic acids, or templates, and the
corresponding proteins were, first, co-linear and second, characterized by strict
sequence specificity. But the code itself, the correlation between the building blocks
of nucleic acids and those of proteins, remained elusive.

With the surprising emergence of soluble, amino acid-carrying RNAs, the attrac-
tive possibility of cracking the code seemed to appear on the horizon. Immediately
after Crick had heard the news on soluble RNA from the Massachusetts General
Hospital, he invited Hoagland to spend a year with him at Cambridge to isolate an
individual S-RNA molecule and to determine its ‘signature’. These efforts remained
without success. While protein synthesis research during the previous years had cer-
tainly not been guided by the theoretical coding discussion, the first attempt to solve
the code on the basis of a molecule involved in protein synthesis also failed.

Meanwhile, Zamecnik and Liza Hecht had established as a common feature of all
S-RNAs a common 3�-end to which the amino acids became attached: an invariable
-CCA trinucleotide [127]. This was anything but a distinct code! Hoagland had
hoped to have, with transfer RNA, the “Rosetta Stone” for deciphering the code in
his hands [128, p. 61]. But trying to obtain the code through transfer RNA with a
direct experimental approach led only to a dead end. Ernest Gale and Joan Folkes at
Cambridge, who were analyzing the relation between protein synthesis and the syn-
thesis of nucleic acids in a staphylococcal in vitro system, also got stuck with the

Figure 1-14 Crick’s scheme of chopping soluble RNA into 
trinucleotide adaptors (reprinted from a letter of Crick to 
Hoagland, January 1957, with kind permission from the author).
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characterization of their ‘incorporation factors’, i.e., nucleic acid fractions that stim-
ulated the incorporation of amino acids into protein [129–131]. And Robert Holley,
who since 1957 had put all his efforts into isolating, purifying and sequencing the S-
RNA specific for alanine from yeast, took many years and a massive crew of co-
workers to arrive at the primary sequence of the first transfer RNA [132]. When he
presented the sequence, the code had already been solved by following a completely
different experimental track.

1.4 
The Golden Age of Translation – The 1960s

The genetic code was solved between 1961 and 1965 with a breathtaking velocity that
nobody would have dared to predict even a year before the decisive events. The 1960s
also saw the emergence of messenger RNA, the dissection of the ribosome into its
components, and the resolution of the translational process into partial functions.
Through transfer RNA, messenger RNA, and the code, the biochemistry of protein
synthesis merged and for a while even tended to become synonymous with molecu-
lar biology, a situation that had been unimaginable a decade earlier when a gap still
loomed large between those who considered themselves to be the avantgarde of
molecular biology and those who did the messy work of experimentally draining the
‘bog’ of nucleic acid or protein biochemistry and metabolism [10].

In vitro systems remained central to the field, but the procedures changed. The
main strategies of the 1950s had been grounded in what might be called a pursuit
of ‘integral requirements’. As long as virtually all fractions of the translational sys-
tem remained black boxes, it would have been deleterious to reduce the system,
since this way one could lose essential information. During the 1960s, however, an
opposite strategy of ‘minimal requirements’ became feasible. It was based on the
preliminary partitioning of the translational machinery that had been achieved
around 1960, the historical stages of which are depicted in Fig. 1-15. It was greatly
facilitated through the transition from mammalian systems to bacterial, especially
E. coli systems of protein synthesis (for the further development of this reductive
type of system, see the historical review of Spirin [9]). E. coli, so central as a genetic
model throughout the 1950s, was not yet a model of translation during this decade. It
was only around 1960 that molecular genetics and protein synthesis research
joined forces on the basis of one single model organism. With that, the stage was
set for the characterization of some fundamental features of the translational appa-
ratus that still constitute present-day textbook knowledge (see Ref. [133] for an over-
view of the field around 1960).

1.4.1 
From Enzymatic Adaptation to Gene Regulation: 
Messenger RNA

Towards the end of the 1950s, the work of Jacques Monod and François Jacob at the
Pasteur Institute in Paris acquired a new and unforeseen direction and resulted in a
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major contribution to understanding protein synthesis and its regulation. Since the
beginning of the 1940s, Monod had studied ‘enzyme adaptation’ in E. coli, i.e., the
enzymatic response of these bacteria to changes in nutritional conditions. Using a
range of mutants, he concentrated on the lactose complex as a model system. At the
beginning, Monod’s ideas on the subject were shaped by the contemporary theories
of immunological instruction. (According to the ‘instructional’ view, it was the anti-
gen which imprinted the appropriate three-dimensional conformation onto the
antibody.) Monod gradually swtiched, at the beginning of the 1950s, to the idea of a
genetic control of enzyme synthesis. Conceptually, this resulted in the transition
from ‘enzyme adaptation’ to ‘enzyme induction’ [134]. Around 1955, Monod and
his co-worker Georges Cohen distinguished three genes: the y-gene specifying a
permease responsible for the import of lactose into the bacterial cell, the z-gene
responsible for the sugar-decomposing ß-galactosidase, and an i-factor responsible
for the induction of the system.

François Jacob had started his work on the viral phenomenon of lysogeny in the
laboratory of André Lwoff at the Pasteur Institute in 1950. Soon he developed a
tight cooperation with Elie Wollman, who had returned from Caltech where he had
worked on phage infection in the laboratory of Max Delbrück. Around that time,
decisive developments in bacterial genetics were about to take shape. William
Hayes in London and Luca Cavalli-Sforza in Milan found hints for a sexual differ-
entiation in E. coli bacteria and learned to distinguish between donor and recipient
cells during conjugation. In 1951, Joshua Lederberg and Norton Zinder described
the phenomenon of viral ‘transduction’, and Esther Lederberg observed lysogeny in
E. coli K12. The phage involved in the process was termed ‘lambda’. In 1953, Hayes

Figure 1-15 Historical stages in the dissection of the rat-liver cell-
free system for the incorporation of [14C]-amino acids (aa*) into 
protein: I, end of the 1940s; II, ca. 1952; III, ca. 1955; IV, end 
of the 1950s (Ref. [304], Figure 1).



1.4 The Golden Age of Translation – The 1960s 23

characterized a high-frequency recombinant donor variant of K12 (Hfr). Soon
thereafter, Wollman and Jacob started to work with this lysogenic system. In the
process of doing recombination kinetics with multiple mutants of K12, they
invented a trick that proved to be highly consequential: If the process of conjuga-
tion was interrupted at certain time intervals by mechanical agitation in a mixer,
the transfer of different characters could be resolved in a linear fashion. ‘Mapping
by mating’ became a clue to the genetic mapping of bacterial chromosomes [135].
The gene for ß-galactosidase turned out to be in the vicinity of the insertion site of
the phage lambda. It was precisely this proximity that allowed an efficient coupling
of the systems of Monod and Jacob, respectively.

The collaboration began in 1957 and included Arthur Pardee from the virus labo-
ratory of the University of California at Berkeley. It resulted in the famous series of
‘Pa-Ja-Mo’ experiments which led to the operon model of gene expression. The
experiments suggested that Cohen and Monod’s ‘i-factor’ was responsible for the
production of a cytoplasmic substance influencing the structural gene or its prod-
uct. It was for this special, regulatory substance that Pardee, Jacob and Monod
used, for the first time, the term ‘cytoplasmic messenger’. ‘Messenger’ therefore
was a concept that originated in the framework of regulatory phenomena and not in
a framework of genetic information transfer to begin with. Additional observations
pointed to a functionally “unstable intermediate” responsible for the expression of
the structural genes as well [136, p. 224].

It took some time before Jacob and Sidney Brenner arrived at drawing a parallel
between these experiments and the observation of Lazarus Astrachan and Elliot
Volkin [137] from the Oak Ridge National Laboratory of a quickly metabolizing RNA
that appeared after infection of their bacteria with T2 phages. The question became
whether this unstable intermediate was some sort of an “information carrying RNA”
[136, p. 225], which transiently combined with existing microsomes, thus inducing
the immediate synthesis of a specific protein [6].

There had been hints in the literature pointing towards quickly metabolizing
RNAs for quite some time, but obviously they had not been taken into serious
account, either by the Pasteur group or by Crick and his molecular biologist col-
leagues in Cambridge and elsewhere. As early as 1955, microbiologist Ernest Gale,
who was a neighbor of Crick in Cambridge, had claimed that in inducible systems,
protein synthesis is accompanied by or even dependent upon RNA synthesis [138].
In addition, Sol Spiegelman, who also worked on enzyme induction, had assumed
that the RNA templates of induced enzymes are unstable [139].

The concept of microsomes had emerged from eukaryotic in vitro systems with
reduced metabolic activity, and as it had gained currency towards the end of the
1950s, it was clearly at odds with these observations on bacterial metabolism.
Microsomal RNA appeared to be inert, and for all those working on cells from
higher organisms, the ribosome represented “a stable factory”, already containing an
RNA transcript of DNA [10, p. 107], or to use Crick’s words at that time: “‘Template
RNA’ is located inside the microsomal particles” [113, p. 157]. Implicit in this vision
was a kind of ‘one-microsome-one-enzyme-hypothesis’, meaning that a particular
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ribosome was engaged in the fabrication of one specific protein or set of proteins.
Moreover, bacterial in vitro systems had a bad reputation in the leading circles of
protein synthesis workers in the late 1950s. They were considered ‘dirty’ systems
which were difficult to control [125].

The decisive experiment establishing the role of messenger RNA came from a
joint effort of Jacob, Brenner and Matthew Meselson at Caltech: They grew bacte-
ria on heavy isotopes to tag the ribosomes and infected the E. coli cells with a viru-
lent phage in the presence of radioactive isotopes. What they found was that newly
synthesized radioactive phage RNA indeed became associated with pre-existing
heavy ribosomes [140]. ‘Messenger RNA’ [141] now assumed the general meaning
of a molecular information transmitter whose transcription was controlled by
feedback loops according to the operon model (see Fig. 1-16). Around the same
time, Masayasu Nomura and Benjamin Hall, in Spiegelman’s laboratory at
Urbana, had characterized a ‘soluble’ form of RNA synthesized in E. coli after bac-
teriophage T2 infection. It became associated with ribosomes in the presence of
high magnesium concentrations [142]. They, however, drew no conclusions with
respect to its function. As Nomura recalls, he was “unaware of the new develop-
ments, both experimental and conceptual, that were taking place in Cambridge,
England, as well as in Paris” [8, p. 5]. And François Gros, Walter Gilbert, and
Chuck Kurland, in the laboratory of Watson at Harvard, showed that unstable

Figure 1-16 Operon models of the regulation of protein synthesis 
(Ref. [141], Figure 6).
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‘messenger RNA templates’ (cf. the sedimentation pattern in Fig. 1-17) also
belonged to the metabolic makeup of uninfected E. coli cells [143].

1.4.2 
A Bacterial in vitro System of Protein Synthesis and the 
Cracking of the Genetic Code

The differentiation of reliable bacterial in vitro systems occurred in parallel, but inde-
pendent of the experimental context of enzyme induction. The first to report on a
system based on E. coli were Dietrich Schachtschabel and Wolfram Zillig at the Max
Planck Institute for Biochemistry in Munich [144]. Published in German, this paper
was ignored by most of the protein synthesis community. In 1958, Marvin Lamborg,
a postdoctoral Fellow of the National Cancer Institute from NIH, had come to work
with Zamecnik. Zamecnik had tried to obtain a reliable protein synthesizing system
from broken E. coli cells as early as 1951, but had failed to clean it sufficiently from
intact bacteria. Lamborg finally managed to establish a cell-free protein synthesis

Figure 1-17 Sedimentation of [14C]uracil pulse-labeled (unstable) 
RNA of E. coli. The RNA was run on a sucrose gradient for 10 h 
at 25 000 rpm: O.D., optical density; 23S, RNA of the large 
ribosomal subunit; 16S, RNA of the small ribosomal subunit; 
4S, soluble RNA (Ref. [143], Figure 8).
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system based on E. coli extracts [145]. In a rapid dissemination, the Lamborg–
Zamecnik type of system made its way into other laboratories and soon became a
leading model system for protein synthesis research. Besides Tissières in Watson’s
lab [146], among the first to use such a system were David Novelli at the Oak Ridge
National Laboratory [147], Daniel Nathans and Fritz Lipmann [148] at the Rock-
efeller Institute in New York, Kenichi Matsubara and Itaru Watanabe [149] at the
University of Tokyo and at Kyoto University, and James Ofengand, then on a fellow-
ship at the Medical Research Council Unit for Molecular Biology in Cambridge
[150]. In 1962, there were no less than six reports from five laboratories using the E.
coli system in a rapid publication journal such as Biochem. Biophys. Res. Commun.,
and seven reports from five laboratories in the biochemical Fed. Proc. In Watson’s
group, with Tissières, Schlessinger, Kurland, Gros, and Gilbert, the structure and
function of bacterial ribosomes and messenger RNA had moved to the center of
attention. But the E. coli system was also being introduced at the National Institutes
of Health in Bethesda. The days of the rat-liver system as a pace-maker for unprece-
dented events were over. Its role was displaced from representation to demonstra-
tion: it became marginal. In contrast, the E. coli system shifted in the opposite
direction. It allowed investigators to bring the genetic code into the realm of experi-
mental manipulation, in a surprising move which left behind all those who had tried
to tackle the code through procedures based on virus and phage mutation.

Marshall Nirenberg, at NIH, had just started to establish a cell-free E. coli system
when Heinrich Matthaei joined him in the fall of 1960. Nirenberg had set himself
the task of investigating the steps that connect DNA, RNA and proteins, and synthe-
sizing, in a cell-free system, a specific protein [151]. Despite many efforts (cf., e.g.,
Ref. [152]), the synthesis of a defined and complete protein in vitro had remained a
challenge – and a dream – for all those concerned with protein synthesis ever since
the end of the 1940s.

If the system was to express a specific protein, conditions had to be found under
which it responded to specific templates. This appears to have been the crucial clue
in the Nirenberg and Matthaei advances. With respect to the initial phase of the
work, there is every reason to assume that Nirenberg and Matthaei proceeded well
within the context of the prevailing picture of the ribosome, its RNA still being
assumed to play the role of a template. A minor, but finally decisive procedure set
the stage for their accomplishment: the preincubation of the bacterial cell extract.
Matthaei and Nirenberg put the system to work until its endogenous activity came to
a halt. Only then did they add the exogenous RNA. First they found a small, but spe-
cific effect with superadded ribosomal RNA. Then, according to a principle of varia-
tion, they introduced additional RNAs into the system, such as viral RNA, and finally
artificial homopolymers and heteropolymers. It was a lucky coincidence that the syn-
thesis of RNA fell into the special expertise of Leon Heppel, who was the director of
the laboratory in which Nirenberg and Matthaei were working. With these polymers
at their disposal, they needed only a few months until they, by systematically varying
their radioactive amino acids, had deciphered the first code word: The homopolymer
polyuridylic acid coded for the artificial protein poly-phenylalanine [18, 153]. Figure
1-18 shows the decisive experiment from Matthaei’s laboratory notebook.
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Both Matthaei and Nirenberg, like Nomura, claim to have been unaware of the
news from Paris concerning a cytoplasmic messenger at that time [12]. Thus, we
have to assume that the concept of messenger arose at least twice in the history of
molecular biology. It emerged from two experimental contexts that could not have
been more different: from a delicate, genetically triggered in vivo system of enzyme
induction, and from a comparatively modest, fractionated in vitro system of protein
synthesis. Despite these radical breakthroughs, microsomal RNA continued to be
considered for quite a while as a possible template, at least for ribosomal proteins.
We still find this idea, e.g., in the first edition of Watson’s Molecular Biology of the
Gene in 1965 [154].

After the Fifth International Congress of Biochemistry in August 1961 in Mos-
cow, where Nirenberg reported the findings from his laboratory, the other attempts
at deciphering the code by genetic and chemical microanalysis of phage mutants in
Cambridge and of tobacco mosaic virus mutants in Berkeley and Tübingen could
be dropped (see, e.g., Refs. [155–158]). The subsequent hunt for the different code
words became a matter of refining the experimental conditions of the E. coli sys-
tem. The triplet binding assay of Philip Leder was one of the key accomplishments
in the years to come [159]. Besides Nirenberg, it was mainly Severo Ochoa and his
co-workers in New York and Gobind Khorana in Wisconsin who, on the basis of
their experience with polymer synthesis, were able to join the race ([160], see
Ref. [161] for a review). An initiation codon and the corresponding, formylated initi-
ator tRNA [162, 163] as well as special codons functioning as stop signals were soon
identified genetically [164, 165] and biochemically [166–168]. By 1967, the complete
code was in place. For the next 10 years, the new findings on translation resulted,
along the lines of ever new twists, quirks, and refinements, from the dissection of
bacterial systems. After the initial technical difficulties in handling bacterial
extracts had been mastered, these systems proved less complex, easier to take apart
and simpler to entertain. The relation between eukaryotic and procaryotic systems
was reversed. At the end of the decade, it was self-evident that a volume on The
Mechanism of Protein Synthesis would deal primarily with bacteria, devoting just one
special section of 116 pages out of a total of 855 to “Mammalian Systems” [19].

1.4.3 
The Functional Dissection of Translation

With the isolation of ribosomes, the purification of specific transfer RNAs and their
corresponding synthetases, and the beginning of a deliberate manipulation of viral
and synthetic messengers, the stage was set for the dissection of ribosomal func-
tion [169, 170]. From the first observations onwards [171], one of the big riddles
concerning the energy turnover of peptide elongation had been the involvement of
GTP in the process. Around 1960, it had become clear that GTP was not involved in
the amino acid-activation reaction per se. In a manner still not understood, GTP did
interfere with the amino acid transfer mechanism (see discussion in Ref. [172]).
The transfer depended on a partial fraction of the pH 5 enzyme supernatant [173].
But attempts to clarify the role of GTP as a co-factor for a presumed ‘transfer factor’
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had failed so far [148]. It took another 3 years until Jorge Allende and Robin Monro
in Lipmann’s lab identified an enzyme fraction in E. coli whose transfer activity
overlapped with a GTPase activity [174] and was termed ‘G factor’ ([175, 176], see
Ref. [3] for a review). At the same time, a complementary ‘T factor’ was resolved
into a temperature-stable component Ts and an unstable component Tu [177]. In
bacteria, they became known as elongation factors EF-G and EF-Tu/EF-Ts (EF2 and
EF1A/EF1B, respectively, in eukaryotes). In a reticulocyte system, Boyd Hardesty
and Richard Schweet, a few years earlier, had already identified two fractions, TF-1
and TF-2, that were involved in the GTP-dependent interaction of Phe-tRNA with
poly(U)-programmed ribosomes [178]. The identification of three factors required
for the initiation [179, 180], and of factors required for the termination of the trans-
lation process soon followed [181]. The characterization, in terms of function and
primary as well as tertiary structure, of these transient ribosomal-binding factors
continued well into the next two decades. They became model proteins for the
study of RNA–protein interactions.

Transfer RNA binding to ribosomes and to their subunits became a major sub-
field for studying ribosomal function. At the beginning, these studies were still
done with eukaryotic microsomes. Among the pioneers were Tore Hultin in Stock-
holm and Leendert Bosch in Leiden [182–185]. Around the same time, Hoagland, in
the process of performing one of the first experiments in which a doubly labeled
tRNA was used, observed a “background” phenomenon which he found “difficult to
reduce” [186]. The binding of transfer RNA to the rat liver microsomes occurred at
zero time, and it took place prior to the amino acid incorporation reaction. A control
experiment revealed that uncharged S-RNA bound to the microsomes as well as did
S-RNA charged with amino acids. This finding opened the door for detailed studies
of the interaction between tRNA and ribosomes.

The majority of the ensuing tRNA binding studies was done in bacterial systems,
where the poly(U)-dependent Phe-tRNA binding assay became by far the most
prominent. Soon, Walter Gilbert showed that the tRNA carrying the growing
polypeptide is associated with the 50S subunit [187], whereas the binding of poly(U)
apparently involved the small subunit [188], and the binding of transfer RNA in gen-
eral depended on the presence of a messenger [189]. Jonathan Warner and Alex Rich
found active reticulocyte ribosomes carrying two transfer RNAs [190].

Quantification in these early binding studies was difficult: too many parameters
were not yet standardized, and stoichiometric relations could only be estimated. In
this situation, a functional and clearcut distinction between two different binding
sites of charged tRNAs on the ribosome would be of considerable advantage. Rob-
ert Traut and Robin Monro [191] provided it with the puromycin-peptidyltrans-
ferase assay which allowed investigators to distinguish a puromycin-sensitive (B-
site, later named P-site) and a puromycin-insensitive binding state (A-site) of ami-
noacylated tRNA (see Fig. 1-19). Based on this observation, the two-site model of
ribosomal elongation as shown in Fig. 1-20 became codified by Watson [192] and
continued to serve as a reference system for research on ribosomal function well
into the 1980s. Many features of translational initiation [193], elongation [194–196]
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and termination [197] were outlined in more and more sophisticated and reduced
partial in vitro systems (see Ref. [9] for a more recent survey), with acetylated Phe-
tRNA (AcPhe-tRNA) becoming a generally accepted analogue for an initiator tRNA
and a peptidyl-tRNA analog in the poly(U) system [198].

Antibiotics revealed themselves to be invaluable tools for the dissection of partial
ribosomal functions as well as for the ongoing in vivo studies concerning regula-
tion, speed, and accuracy of protein synthesis. Among the prominent drugs were
puromycin as an elongation terminating agent (see Refs. [199–201] for early
studies); chloramphenicol as a specific inhibitor of bacterial peptidyltransferase
[202–204]; fusidic acid as interfering with the translocation factor EF-G [205, 206];
and streptomycin as inducing misreading [207, 208]. One of the earliest realistic
measurements concerning the accuracy of the process of polypeptide formation
came from Robert Loftfield [209]. (For more details about antibiotic effects on ribo-
somes see Chap. 12).

In the context of pursuing ribosomal function, and after the mRNA concept had
been established, gentle isolation of messenger–ribosome complexes became a
matter of priority in the early 1960s. Particles larger than 70S or 80S appeared on
sucrose-gradient patterns and electron microscopic images (see Fig. 1-21 as an

Figure 1-19  Model of the ribosomal elongation cycle as derived 
from the reaction with puromycin identifying two ribosomal tRNA 
binding sites, B and A, respectively [191].

Figure 1-20 Model of the ribosomal elongation cycle comprising 
two tRNA binding sites (Ref. [192], Figure 20).
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example). They were variously termed ‘ribosomal clusters’ [210], ‘active com-
plexes’ [211], ‘ergosomes’ [212], or ‘aggregated ribosomes’ [213], before Warner
and Rich coined the term ‘polysomes’ [214] which quickly came into general use.
Polysomes appeared to consist of strings of ribosomes occupying a particular mes-
senger RNA. Special isolation procedures were required to prevent them from
breaking down to monosomes during fractionation. On the other hand, in vivo and
in vitro evidence grew that ribosomes dissociated and reassociated during their
functional cycle [215, 216], and that initiation started on the 30S subunit [217].

Around the same time, Peter Traub, together with Nomura, found the right
temperature and ionic conditions for reconstituting the small ribosomal subunit
of E. coli in the test tube [218] from its RNA and protein moieties, respectively.
After the much simpler, symmetric TMV in the early 1950s, the highly asymmet-
ric ribosome became the emblem of molecular self-assembly in the late 1960s
and early 1970s (see Fig. 1-22 for Nomura’s assembly map of the 30S subunit).

In the following years, multiple attempts to repeat the procedure for total reconsti-
tution of the large 50S subunit from E. coli remained without success. A reason for
these failures was suspected to be the high activation energy necessary for the 50S

Figure 1-21 Polysomes. Sucrose gradient of lysed reticulocytes 
after incubation with [3H]leucine. After lysis and low-speed 
centrifugation, the ribosomes were pelleted three times at 
28 000 rpm and resuspended with a homogenizer. A 5–20% 
sucrose gradient was used. The numbers next to the arrows 
represent the sedimentation constants associated wih each 
peak (Ref. [214], Figure 3).
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assembly in vitro. Accordingly, Nomura and his coworkers shifted their interest to
the thermophilic bacterium Bacillus stearothermophilus. In 1970, they achieved the
first total reconstitution of a large ribosomal subunit [219]. In view of the widespread
use of the E. coli ribosome as a model organelle, however, the search for a way to
reconstitute the E. coli 50S ribosomal subunit continued. Four years later, Knud
Nierhaus and Ferdinand Dohme succeeded in this task. They developed an alterna-
tive, two-step reconstitution method thus obviating the need for incubation at high
temperatures above 50°C that would have been required in the previous one-step
procedure [220].

The possibility of in vitro ribosome assembly opened the field for a multiplicity of
structure–function correlation studies at a previously unknown level, including the
construction of assembly pathways and maps, detailed interactions between riboso-
mal proteins and ribosomal RNA, and functional reconstitution experiments where
one or more components were omitted (see Chap. 3.1 for details). The hope, how-
ever, that a particular ribosomal protein might be singled out as responsible for the
peptidyl transferase reaction did not materialize (see Chap. 8.4).

Figure 1-22  Assembly map of E. coli 30S ribosomal proteins. 
Arrows between proteins indicate the facilitating effect of one 
protein on the binding of another – a thick arrow indicates a major 
facilitating effect (Ref. [305], Figure 1).
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1.4.4 
The Structural Dissection of the Ribosome

Throughout the 1950s, the macromolecular composition of microsomes and ribo-
nucleoprotein particles had remained obscure. The original assumption of Watson
at Harvard, Schachman in Berkeley, and others who started to analyze bacterial par-
ticles, had been that their structure might be analogous to that of RNA viruses: an
RNA moiety wrapped with multiple copies of a coat protein. The virus analogy
dates back all the way to the beginning of microsome research. Although it had lost
its early connotation of a cytoplasmic replicator, the analogy continued to play the
role of an obstacle rather than that of a research promoting conceptual tool. It had
certainly not been favorable either to the emergence of the concept of messenger
RNA, or to the emergence of the view of an asymmetric particle consisting of many
different proteins. Resisting the viral analogy, neither ribosomes nor their protein
subunits seemed regular enough to form crystals, as had been the case with, e.g.,
tobacco mosaic virus.

In view of the complex protein make-up of ribosomes, it is not surprising that
RNA was the first ribosomal component to be characterized physically and chemi-
cally in terms of sedimentation behavior, molecular weight, and overall base    com-
position. As for the ribosomes, so for rRNA, too, sucrose-gradient centrifugation
was crucial. Around 1960, there was still considerable uncertainty about the identity
of ribosomal RNA. As long as it was considered to represent the template(s) for pro-
tein synthesis, there had been, understandably, no reason to assume that rRNA
might be homogenous and well defined. In contrast, credit was given to the idea that
ribosomal RNA might be composed of smaller templates that became linked within
the particle later on, either non-covalently or covalently. Before RNase-free strains of
bacteria became available [221, 222], the problem of RNA breakdown during prepa-
ration could hardly be mastered. Yet the introduction of the separation of RNA from
cellular protein by phenol extraction had already greatly facilitated laboratory manip-
ulation of RNA. This method came into quick and general use soon after its publica-
tion [223, 224]. In 1959, Paul Ts’o [225] separated rRNA from pea seedlings and
rabbit reticulocytes into two major 28S and 18S peaks. A series of careful studies on
E. coli ribosomes in Watson’s laboratory led Kurland to propose that ribosomal RNA
came in two large species, 16S and 23S, respectively [226]. Alexander Spirin in Mos-
cow had reached basically the same conclusion [227]. The question however whether
this represented the ‘native’ state of ribosomal RNA, whether originally they were
made up from smaller fragments or derived from a large precursor, continued to be
a matter of debate for several years [228]. The controversy eventually came to a satis-
factory end when it became evident that mature ribosomal RNA originated from a
large transcript that was processed in the event of ribosome formation, and that,
indeed, a small defined RNA, 5S RNA, was part of the 50S subunit [229]. Subse-
quently, 5S rRNA became the first ribosomal RNA molecule to be completely
sequenced in 1968 [230]. This breakthrough had been made possible through
Sanger’s 2D fractionation procedure for radioactive nucleotides [231]. It took 3 years
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to determine its 120 nucleotides. In comparison, sequencing the first transfer RNA
(yeast tRNAAla) with slightly more than half the number of nucleotides had taken
Holley and his co-workers (see Fig. 1-23 for its sequence and putative secondary

Figure 1-23 Proposed secondary structures for the first tRNA 
sequenced – tRNAAla from yeast (Ref. [132], Figure 2). The 
cloverleaf structure was proposed by Elizabeth Keller who had 
moved from Zamecnik’s laboratory to Holley’s (cf. Ref. [11, 
pp. 282–285]).
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structures) some eight years [132]. Other groups soon followed with other tRNA
species [232, 233]. The detailed functional elucidation of these molecules, however,
had to await further studies. Their crystallization proved to be a major prerequisite
for moving forward in this direction (see Refs. [234, 235] among others).

Whether the protein moiety of ribosomes was made up of multiple copies of a sin-
gle species or of many different proteins, and whether all ribosomes had the same
protein composition, was still an open question at the beginning of the 1960s. Seri-
ous analysis, on the basis of starch-gel electrophoresis, of the protein composition of
ribosomes goes back to the work of Jean-Pierre Waller [236] and to the fractionation
studies of David Elson [237] and Pnina Spitnik-Elson [238]. One of the first riboso-
mal proteins to be characterized individually was the acidic A-protein of the large
subunit studied by Wim Moeller and later known as L7 (L12) [239]. Major efforts to
develop methods for separating and purifying individual proteins came, among oth-
ers, from Heinz Günter Wittmann and Brigitte Wittmann-Liebold’s laboratory in
Berlin [240], Tissière’s in Geneva [241], and Kurland’s in Wisconsin [242]. A promi-
nent achievement in this endeavor was the separation of all ribosomal proteins by 2D
polyacrylamidegel electrophoresis [243] as shown in Fig. 1-24. It served as an effi-
cient and economizing standardization vehicle in the field of ribosomal protein
identification.

1.5 
1970–1990s: A Brief Synopsis

The survey of the following three decades from the 1970s to the 1990s will be very
brief. There is no need to go into the details of an ongoing research in this historical
introduction, since the major events during these decades will be extensively dealt
with in the following chapters. The 1970s can be regarded as the period of the eluci-
dation of the primary structure of the components of the translational apparatus.
Indeed, around the turn of the decade, the ribosome of E. coli became the first cellu-
lar organelle whose RNA [244–246] and protein components [247] were completely
sequenced. Sequencing the complete ribosomal RNA became a feasible task only
after the new sequencing methods of Maxam and Gilbert [248], and of Sanger [249]
had been introduced.

The emergent recombinant DNA technologies helped to construct a detailed
genetic map of the components involved in protein biosynthesis. The ribosomal
RNA genes, however, were mapped before the era of recombinant DNA technology.
A dozen years had elapsed between their first identification in 1962 [250] and their
precise mapping [251]. Knowledge about ribosomal protein genes and operons rap-
idly accumulated after the subsequent isolation of protein gene-transducing lambda
phages [252]. Another source of information was provided by the systematic work
with ribosomal protein mutants [253, 254].

Molecular details of ribosomal function also became available, such as the interac-
tion of mRNA with 16S RNA during initiation [255, 256], and the mechanisms by
which ribosomes achieve their accuracy [257, 258]. The regulation of ribosome bio-
synthesis, starting with the early findings on the genetics of RNA synthesis [259],
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also became a major field of investigation during the 1970s [260–262]. Over the
years, a detailed view, first of transcriptional, then of translational feedback regula-
tion mechanisms emerged. Since Monod and Jacob’s work on the lac operon, tran-
scriptional control had been the leading paradigm. The shift of interest from
transcriptional to translational regulation was indeed an unprecedented turn. The
major events in this area have both been initiated and reviewed some time ago by
Nomura [8].

During the 1970s, ribosome research became a focus for the development and
application of numerous advanced biochemical, biophysical and biological tech-
niques. In vitro reconstitution of ribosomes [263] and in situ localization of ribosomal
components via immunoelectron microscopy [264, 265], scattering studies [266],
cross-linking [267] and affinity labeling [268] led to early insights into the quaternary
structure of the protein synthesizing organelle and its functional characteristics such
as factor binding and the constitution of the peptidyltransferase center.

The 1980s, on the one hand, were characterized by an increasing backshift of
emphasis towards eukaryotic systems (see Ref. [269] for a contemporary overview).

Figure 1-24 2-D electrophoretogram of 70S proteins of E. coli 
B: First dimension, 4% acrylamide, pH 8.6; second dimension, 
18% acrylamide, pH 4.6 (Ref. [243], Figure 4).
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Ira Wool in Chicago had pioneered mammalian ribosomal proteins during the era
of E. coli (see Ref. [270] for a review), Rudi Planta in Amsterdan had done much of
the genetic and structural work on yeast ribosomal RNA (see Ref. [271] for a
review). On the other hand, after a lag period, the tedious and time-consuming task
of secondary, tertiary, and quaternary structure modelling came to fruition and
became linked to ribosomal function. Protein–protein crosslinking [272], protein–
RNA crosslinking [273, 274], protection and modification studies [275], neutron
scattering [276, 277], electron microscopy [278], and ribosome crystallization [279]
figure prominently among the methods involved in this continuing endeavor. On
the functional side, exhaustive tRNA-binding studies led to new model conceptions
of the elongation cycle involving a third tRNA binding site [280–283, 275]. Peter
Moore has judged on this topic: “The two-site model for the ribosome, which the
world has accepted for a generation is dead. The existence of a third site for tRNA
binding, the exit site, is now established beyond reasonable doubt. This is unques-
tionably the most significant advance in our understanding of the ribosomal events
of protein synthesis in many years” [284].

Finally, the 1990s were dominated by major efforts to carry the structural analysis
of ribosomes to atomic resolution. The availability of suitable crystals of ribosomes
and ribosomal subunits, particularly from thermophilic and halophilic sources, and
the solution of the phasing problem led to a proliferation of X-ray crystallographic
studies to which Wittmann and Ada Yonath [285] in Berlin and the group at Push-
chino [286] had laid the ground with their ribosome crystallization initiatives in the
1980s. After almost 20 years of continued efforts, atomic resolution has now been
achieved for the large ribosomal subunit from Haloarcula marismortui [287] and
Deinococcus radiodurans [288], the small subunit from Thermus thermophilus [289,
290], and near-atomic resolution for the 70S-tRNA–mRNA complex [291]. In paral-
lel, the development of cryoelectron microscopic image reconstruction has helped to
refine the overall 3D shape of ribosomal particles, in particular as related to specific
functional states [292, 293]. Thus a dynamic picture of elongation is emerging.

Awareness of the involvement of rRNA in ribosomal functions has grown during
the last decades. Seminal in this context was certainly Carl Woese with his specula-
tions on the origin of the protein synthetic machinery [294]. But it was the character-
ization of catalytic activities of precursor ribosomal RNA initiated by Thomas
Cech [295] that turned the ‘protein paradigm’ of the ribosome, prevalent in the
1960s and 1970s, back into an ‘RNA paradigm’. (Indeed, in the early days of riboso-
mology, rRNA had been closely associated with ribosomal function. That function
— of a template — however, did not survive history.) Indications accumulated that
23S RNA is involved in the peptidyltransferase reaction [296, 297], which until then
was thought to be a domain of the ribosomal proteins. Efforts to achieve peptidyltrans-
fer activity with ribosomal RNA alone have so far not been successful [298, 299]. The
atomic model of the 50S subunit now appears to suggest that ribosomal RNA may
indeed be able to do the job without direct involvement of proteins [300]. On this
view, the ribosome would finally turn out to be a veritable ribozyme. However, to
adduce direct biochemical evidence concerning the catalytic mechanism of the
transfer reaction remains a task for the future.
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2
Structure of the Ribosome

Gregor Blaha and Pavel Ivanov

Protein synthesis is a complex process with the ribosome as a central player. Its task
is to decode the mRNA into the corresponding sequence of amino acids with the aid
of amino-acylated tRNAs. We will follow the history of ribosome structure starting
with the low-resolution images of the ribosome to arrive at the recent high-resolu-
tion, atomic structures for each of the ribosomal subunits, where we will focus on
the structural elements that shape them. We will not include detailed structural
discussion of 5.5 Å resolution structure of Thermus thermophilus 70S [1], since, as
Ramakrishnan and Moore [2] emphasized, it is not possible to build a structure de
novo from a 5.5 Å electron density map. Thus, for example, the structure of the 30S
ribosomal proteins in the 70S structure was built by placing those from the 30S sub-
unit structure [3] as rigid bodies into the electron density maps of 70S ribosome [4].
Also the 50S ribosomal subunit of the 70S ribosome structure seems to include
some misinterpreted electron density regions. The trace of protein L1 C alpha atoms
is partly overlapping with the trace of 23S rRNA phosphorus atoms (PDB code 1
giy) [5, 6] and the orientation of the two domains of L1 deviates from the one
observed in L1 [7, 8] or in its complex with rRNA [6].

2.1 
General Features of the Ribosome and Ribosomal Subunits

With an approximate mass of 2.6–2.8 MDa the bacterial ribosome has a diameter of
200–250 Å and a sedimentation coefficient of 70S. The 70S ribosome consists of two
unequal subunits: a large 50S subunit and a small 30S subunit. Each subunit is a ribo-
nucleoprotein particle with one-third of the mass consisting of protein and the other
two-thirds of RNA: a single 16S rRNA (~1500 nt) in the 30S subunit and a 5S (~120 nt)
and 23S rRNA (~2900 nt) in the large subunit. The protein fraction consists of approx-
imately 20 different proteins in the small and 33 proteins in the large subunit.

The general outline of the 70S and its component subunits was characterized by a
variety of electron microscopic techniques during the 1980s. The 30S was described
anthropomorphically with a head, connected by a neck to a body with a shoulder and
a so-called platform (Fig. 2-1A). A more compact structure for the 50S was defined,
consisting of a rounded base with three almost cylindrical extensions. The three pro-
tuberances seen from the 50S side are called from left to right, the L1 protuberance,
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the central protuberance, and the L7/L12 stalk (Fig. 2-1B). Both subunits form a 70S
ribosome as shown in Fig. 2-1(C). A leap in resolution was achieved by the intro-
duction of single-particle reconstruction of cryo-electron microscopic images [9, 10].
As the resolution improved, the general structural features of the ribosome
remained, but more detailed structural features appeared, such as the beak and toe
or spur on the 30S (Fig. 2-1A) and a tunnel through the 50S (Fig. 2-1D).

2.2 
A Special Feature of the 50S Subunit: The Tunnel

A tunnel transverses the 50S subunit, running from the peptidyl-transferase (PTF)
center at the foot of the central protuberance up to the base at the cytoplasmic side of
the large subunit with a length of about 100 Å and a width of 10–20 Å (Fig. 2-1D; [11,
10]). The first hint that this tunnel existed was provided by electron microscopy (EM)
of two-dimensional (2D) crystals of 80S isolated from chicken embryos [12] and 50S
subunits from Bacillus stearothermophilus [13]. By that time it had already been shown
by immuno-EM that the relative orientation of the exit site of the nascent chain in
prokaryotic and eukaryotic ribosomes was identical, located at the lower back (cyto-
plasmic side) of the large subunit [14]. Moreover, the alignment of cryo-EM struc-
tures from rat liver ribosomes with those of Escherichia coli proved that not only the
central structural features of the ribosome, i.e., L1, L7/L12 and central protuberance,
can be superimposed but also the tunnel, suggesting that the tunnel is another uni-
versally conserved feature of the ribosome and probably of high functional impor-
tance (Fig. 2-1E; [15]). This was subsequently confirmed by the cryo-EM
investigations of ribosome–Sec61 complexes from yeast, where the trimeric Sec61
complex, the major component of the endoplasmic pores which conducts the grow-
ing nascent peptide chain into the endoplasmic reticulum (ER), was positioned over
the exit of the tunnel (Fig. 2-1F; [16]). Recent studies demonstrated that proteins,
which are translocated through the ER membrane, indeed exit the ribosome from the
ribosomal tunnel [17, 18].

Figure 2-1 Features of the ribosomes. 
Comparison of ribosomal 30S (A) and 50S 
subunits (B) and the 70S ribosome (C) from 
early EM pictures (top row; [104] with the 
corresponding views obtained by recent cryo-EM 
reconstructions (bottom row; according to Frank 
and Agarwal [105]. (D) A cut through the 50S 
subunit which bisects the central protuberance 
and the tunnel along the entire length. All 
ribosome atoms are shown in spacefilling 
representation, with all RNA atoms that do not 
contact solvent shown in white and all protein 
atoms that do not contact solvent shown in 
green. Surface atoms of both protein and RNA 
are color-coded: yellow, carbon; red, oxygen; and 
blue, nitrogen. A possible trajectory for a 

polypeptide passing through the tunnel is 
shown as a white ribbon. PT, peptidyl-
transferase site [20]. (E) Both the mammalian 
and the bacterial large subunits have been 
superimposed. Wherever the bacterial contour 
lies outside the mammalian one, the resulting 
surface is gold; wherever the mammalian 
contour lies outside the bacterial one, the 
resulting surface is blue. The views are from the 
30S subunit side (left) and from the tunnel exit 
(right). From Ref. [15] with permission. 
(F) Three-dimensional reconstruction of the 
ribosome–Sec61 complex with Sec61 oligomer 
shown in red. Right panel: a cut along a plane 
that cross sections the pore of the Sec61 
oligomer and the ribosome tunnel is shown.
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The arrow indicates the stem connecting the 
ribosome with the Sec61 oligomer; the 
ribosomal tunnel and its alignment with the 
Sec61 pore is indicated by a broken yellow line. 
From Ref. [16], with permission. (G) Distribution 
of r-proteins in 30S: left seen form the 50S and 
right the cytosolic side of the 30S. Grey, RNA; 
blue, proteins. From Ref. [3] with permission. 
(H) Proteins that appear on the surface of the 

large ribosomal subunit. The RNA of the subunit 
is shown in gray and protein backbones are 
shown in gold. Left panel: the crown view facing 
the small subunit ; right panel, back side of the 
subunit (solvent side) in the 180º rotated crown 
view orientation; bottom right, view from the 
bottom of the 50S subunit; bottom left, key for 
the ribosomal proteins. From Ref. [11] with 
permission.
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The 50S crystal structure of Deinococcus radiodurans [19] and Haloarcula marismor-
tui [11] has now revealed the tunnel at high resolution and confirmed the previously
determined dimensions and, furthermore, show that the wall of the tunnel is com-
posed of nucleotides from domains I through V of the 23S rRNA, as well as of the
non-globular parts of ribosomal proteins L4 and L22. The narrowest part of the tun-
nel is formed mainly by ribosomal proteins L4 and L22, where the‚ -hairpin of L22
intercalates between rRNA segments of the 23S rRNA. The tunnel surface should
minimize unfavorable interactions with growing nascent chains and accordingly no
large hydrophobic patches have been observed lining the wall; instead the lining of
the tunnel wall is made up of large hydrophilic non-charged groups, thereby facilitat-
ing the passage of all kinds of peptide sequences [20]. There seems to exist a system
of tunnels, the main tunnel of which represents the shortest route from the entrance
to the exterior surface of the ribosome that binds to the bacterial membrane (exit 1),
whereas three additional tunnels might communicate with the solvent.

One of these additional routes, which branches off the main tunnel in the seg-
ment formed by domains I and III of 23S RNA close to the main exit, was originally
discovered at the 25 Å resolution [21]; the branching point is 70 Å away from the
tunnel entrance. H. marismortui proteins L15 and L29 are closest to the end of this
second branch (exit 2; [11]), whose length is 50 Å. Two other branches that start
approximately in the same region, which is in fact the widest (20 Å) segment of the
main tunnel, partially follow the extensions of proteins L4 (exit 3) and L22 (exit 4).
The lengths of these branches from the common branching point to the corre-
sponding exits are approximately 100 and 40 Å, respectively [22, 23]. A similar
network of tunnels was also found in E. coli ribosomes [22, 23], within the 50S
crystal structure of D. radiodurans (eubacteria, [19]) and H. marismortui (archea,
[11]), and in cryo-EM reconstruction of yeast 80S ribosome (eukaryotes, [22, 24])
suggesting that the nascent peptide could in theory emerge into the cytoplasm via
one these sub-braches, and thus alternative routes for the nascent peptide chain
might be a universal feature of ribosomes.

If the main tunnel is the shortest route and most simple way out of the ribosome,
why then does the ribosome need these additional routes branching off the main
pathway near the main exit? One possibility is that these openings could maintain
the necessary chemical equilibrium in the tunnel system, providing access for water
and ion molecules. Another is that they could be used for a more complex regulation
of peptide translocation and modification, i.e., the idea being that different polypep-
tides would utilize different pathways depending on (i) their subcellular destination,
(ii) co-factors, e.g., chaperones, which they need for folding or (iii) whether they
require post-translational modifications such as methylations, acetylations, or phos-
phorolations. The implication of this latter view is that the ribosome tunnel would
need to play some active role in directing the native peptides in the correct direction.
The corollary of this is that there should in fact be specific interactions between the
polypeptide and ribosomal components.

This is exactly what a number of recent experiments are clearly indicating: specific
peptide sequences have been shown to interact with the interior of the tunnel and
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thereby affect protein synthesis on the ribosome. Such sequence-specific inter-
actions between the exit tunnel and nascent peptides suggest that the ribosome,
similar to the RNA polymerases [25], can recognize cis-acting signals in the synthe-
sized heteropolymeric chain and use them in possibly important intracellular con-
trol systems. Nascent peptides in prokaryotes and eukaryotes contain special
sequence motifs, and when these effector sequences are situated in the exit tunnel
of translating ribosomes, they can significantly affect both protein elongation and
peptide termination (Table 2-1) [26, 27]. In all known cases, the peptides with effector
motifs act only in cis and thus only affect the ribosome on which they are synthesized.
Secondly, most effector sequences give rise to ribosomal complexes that are stalled
either in the elongation or termination phase of protein synthesis. Thirdly, several of
the active peptides have a co-effector and the interplay between an effector motif and
a co-effector is key to several intracellular control systems. The co-effector can, for
example, be an antibiotic (leading to expression of resistance genes), an amino acid
(leading to induction of an amino acid degradation operon), or a polyamine (leading
to repression of polyamine synthesis; summarized in Ref. [23]).

An interesting and surprising involvement for the tunnel is in the regulation of a
tryptophan catabolite pathway is seen in the expression of the tryptophanase (tna)
operon in E. coli [28]. Tna is a catabolic enzyme that degrades tryptophan to indole,
pyruvate, and ammonia, allowing tryptophan to serve as a carbon or nitrogen source
[29]. The tna operon begins with a tnaC gene coding for a 24-amino-acid-long oli-
gopeptide (leader peptide) followed by the structural genes tnaA and tnaB coding for
a the tryptophanase and tryptophan permease, respectively [30]. The regulation is
orchestrated by the following elements: The 12th and the 24th (last) position of the
leader peptide are tryptophan and proline, respectively, followed by the RF2-depen-
dent UGA stop codon. Another set of essential elements include transcriptional
pause sites located immediately after the tnaC gene, where Rho-factor-mediated
transcription termination can occur and thus prevent synthesis of tryptophanase.
First analyses have demonstrated that high tryptophan concentration prevents Rho
action [31] and interferes with RF2-dependent hydrolysis [32].

The following mechanism has emerged: The ribosome pursuing the transcriptase
during translation of the leader peptide will carry an aa23-Pro-tRNAPro at its P-site
with the 12th Trp residue in the tunnel just where L4/L22 form the kink of the tunnel
(see Fig. 2-1D). This constellation with the prolyl residue at the P-site next to the
UGA and the tryptophanyl residue at the tunnel kink provokes a stalling of the ribo-
some and a retardation of the RF2-dependent hydrolysis. At this moment, obviously,
the amino acid Trp (not Trp-tRNA!) at high Trp concentration binds to ribosome
(possibly to the A-site region of the PTC) thus preventing the hydrolysis of the pp-
tRNA and blocking the ribosome on a transcript site of the mRNA required for Rho
factor binding. The result is a continuation of transcription into the structural genes
tnaA and tnaB fostering the degradation of tryptophan [28].

Another example of a peptide with an effector sequence is the secM (secretion
monitor) gene of E. coli encoding a unique secretory protein that monitors cellular
activity for protein export and accordingly regulates translation of the downstream
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secA gene [33]. SecM is exported to the periplasm, where it is rapidly degraded by a
tail-specific protease [34]. The regulation works again via a translational arrest, and,
interestingly, with a similar sequence signature as in the previous example: the
motif critical for the arrest is FXXXXWIXXXXGIRAGP with a polypeptide Pro-
tRNAPro at the P-site and a Trp residue located 12 aa residues (towards the N-termi-
nal; [35]). This arrest will be only relieved if the ribosomal complex can contact
SRP·SecA, thus triggering the export of nascent SecM. Only the stalled ribosome
allows the display of the ribosomal binding site for the translation of SecA, whereas
relief of the blocked SecM translation allows folding of the secM-secA mRNA, which
hides the translational-initiation site of SecA-mRNA region. It follows that a lack of
SecA induces synthesis of SecA.

This arrest can be suppressed by each of three amino acid mutations in L22, namely
Gly91 to Ser, Ala93 to Thr, and Ala93 to Val. The two residues, 91 and 93, are located
on the segment of L22 that protrudes into the exit tunnel at the constricted region. We
also see in this example that the regions of L4 and L22 at the tunnel kink (and proba-
bly influencing the tunnel shape at this point) might sense the nascent chain in an
unknown way, thus influencing essential ribosomal functions occurring not in the
adjacent neighborhood such as peptide-bond formation and tRNA translocation.

Modeling of this polypeptide in the tunnel revealed that the conserved Trp-Ile (WI)
of the motif would be placed within the most constricted region of the tunnel in close
proximity to the tip of the -hairpin of L22 [36]. Furthermore, the binding of the mac-
rolide troleandomycin with the D. radiodurans 50S subunit coincided with this hair-
pin such that the hairpin was pushed across the tunnel lumen to contact the wall on
the other side of the tunnel [36]. This led Yonath and co-workers to suggest that this
swung conformation is related to the gating mechanism that is involved in secM-
induced translational stalling, i.e., the interaction of the Trp-Ile (both relatively bulky
residues) may also induce similar structural rearrangements in L22 such that the tun-
nel is temporarily closed and therefore translation blocked [36]. Further speculations
are that the known ribosomal arrest suppression mutations of L22 (G91S, A93T, and
A93V) may stabilize the swung conformation [36]. However, confirmation of this
mechanism will require structures of nascent chain-ribosome complexes.

2.3 
Features of the Ribosomal Subunits at Atomic Resolution

The first attempts to crystallize the ribosome were undertaken in the 1980s with the
first 3D crystals obtained from B. stearothermophilus [37]. Owing to continual improve-
ments in the quality of the crystals and in sampling techniques of diffraction pat-
terns (discussed in Ref. [38]), the structure of both subunits at atomic resolution was
revealed in the past few years [11, 19, 39, 3].

Although it may not be obvious at first glance, but both large and small subunits
have structural features in common at a global as well as at an atomic level. The
overall shapes of the atomic resolution structures are in good agreement with those
derived from cryo-EM (see Refs. [40, 41] for comparison). The interfaces of both sub-
units, with the exception of S12 in the small subunit, are essentially protein-free [2],
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which had been predicted by neutron scattering [42]. This was later on confirmed by
cryo-EM not only for ribosomes from bacteria but also for yeast ribosomes ([43]; see
also Fig. 2-1G). In the 50S subunit, the proteins are evenly scattered over the cytoso-
lic surface (Fig. 2-1H), whereas in the 30S they are concentrated mainly in the head
and shoulder and platform regions of the body (Fig. 2-1G).

The ribosomal proteins are often bound to junctions between helices, thereby
often connecting separate domains, for example S17, which simultaneously contacts
helix 7 (h7), h11 of 5� domain and h21 in the central domain, and L18 which links
the helical regions 1 and 2/3 of the 5S rRNA with H87 (note the helices of the rRNA
of small ribosomal subunit are denoted with a lower-case letter “h”, those of the
large subunit with upper-case letter “H” and are counted in the phylogenetically
derived secondary structure from the 5� to 3� as they occur; see also Sect. 1.4 and
Ref. [44]) of 23S rRNA (for helix numbering see below Figs. 2-4A and C; [39, 10, 3]).
Many proteins in both subunits have globular domains, generally found on the sur-
face of the subunits, with long extensions that reach far into the RNA core, where
they make intimate contacts with the rRNA. These extensions lack tertiary structure
and in many regions, even secondary structure, as exemplified by the proteins that
neighbor the PTF center (PTC) of the large subunit (Fig. 2-2, [20]). These long exten-
sions from a globular domain represent a new and typical feature of ribosomal pro-
teins and explain the numerous painful and unsuccessful attempts to crystallize
many of the ribosomal proteins. A classic example being L2, where only fragments
could be crystallized [45], and L4, where crystals were obtained only from a thermo-
philic bacterium and a halophilic archeon [46]. Almost half of the 30S proteins
belong to the category of “globular domain plus long extensions” (such as S2, S6, S9,
S11, S12, S14, S16, S17, and protein Thx specifically found in T. thermophilus) as
well as many of the large subunit proteins (in H. marismortui: L2, L3, L4, L15, L18,
L19, L22, L24, L37e, L44e, L15e, L37ae and in D. radiodurans: L3, L4, L5, L13, L24,
L31 (counterpart L15e), L35 (no counterpart in H. marismortui)).

Figure 2-2 A view of the active PTF site with the RNA removed. 
The proteins with closest extensions to the entrance of the tunnel 
(pink) through the 50S subunit are shown as ribbons with their 
closest side chains in all-atom representation. From Ref. [20] 
with permission.
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In the 30S at least, the feature of protein extensions is found only with late-assem-
bly proteins. The large extensions that are rich in basic amino acids (to mask the
negative charges of the phosphates in the rRNA backbone) obviously fix the fold of
the rRNAs at a late-assembly stage and stabilize the 3D fold of both proteins and
rRNAs. In the 50S subunit, the proteins L3, L4, L22, and L25 belong to the proteins
that determine a fold of the 23S rRNA essential for the early assembly [47]; in this
case they could act initially to connect two distant domains and facilitate their com-
ing together [4].

Even though the general microscopic features, such as the RNA fold or the protein
distribution of the different 50S structures, are similar there are some significant
differences [19]. For example, the entire L1 stalk in the unbound D. radiodurans 50S
is tilted by about 30º away from its position in the T. thermophilus 70S ribosome
yielding a maximum distance of over 30 Å of the outermost points (Fig. 2-3A) [19, 48].

Figure 2-3 Specific features and differences of 
D. radiodurans 50S compared with 50S from 
T. thermophilus 70S and H. marsimortui 50S. 
(A) Movement of L1 stalk. The D. radiodurans 
50S structure is displayed as gray ribbons with 
the L1-arm highlighted in gold. The over-laid 
L1-stalk of T70S is displayed in green. 
(B) Comparison of the nucleotides within the 
peptidyl-transferase center of D. radiodurans 

50S with the corresponding ones from 
H. marismortui 50S. Inset: the overall fold of 
the peptidyl-transferase center to emphasize 
the back-bone similarity within D. radiodurans 
and H. marismortui 50S. (C) Overlay of H25 
in D. radiodurans and H. marismortui (for details 
see text). Inset displays proteins L21 and L23e, 
which are related by an approximate 2-fold. 
From Ref. [19] with permission.
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Also the L7/L12 stalk and the GTPase-associated center consisting of H42–H44 and
proteins L7/L12 and L10 are shifted (by 3–4 Å) between D. radiodurans 50S and
T. thermophilus 70S ribosome [1]. The helices H42–H44 show a rotation of about 12º
in the case of the H. marismortui 50S (PDB 1JJ2) from its position in D. radiodurans
50S [19, 48]. These observed flexibilities of the stalks are in line with cryo-EM studies
of ribosome complexes in different functional states [49, 50, 24, 51]

H. marismortui 50S crystals derived according to Ban et al. [11] were used in
kinetic and crystallographic studies of the PTF reaction. The appearance of peptide
product, bound to the PTF ring in the electron density maps of 50S crystal soaked
with substrate and the strict dependence of the peptide formation on the presence of
50S crystals clearly demonstrates the catalytic activity of 50S in the disputed crystal
form (Refs. [52, 53]; see also Chap. 8.4 on the peptidyl-transferase reaction).

L27, which is located at the base of the central protuberance of D. radiodurans and
has no homolog in H. marsimortui, is proposed to be involved in the proper place-
ment of the 3�-end of the A-site tRNA at the PTC during the PTF reaction [54]. In
H. marismortui, the non-homologous L21e replaces L27; however, the tail of L21e
folds back towards the interior of the subunit and therefore cannot make contact
with the P-site tRNA [19].

Other D. radiodurans-specific large ribosomal proteins are the L25 analog CTC,
which fills the gap between the central protuberance and L7/L12 stalk; the extended

-helical protein L20, which is replaced by 47 n extension in H25 of domain II in
H. marismortui (see Fig. 2-3C); and the two Zn-finger proteins L32 and L36 [19].

2.4 
The Domain Structure of the Ribosomal Subunits

The shear complexity of protein synthesis forces any participating component to
maintain their structure and function through evolution. This principle justifies the
assumption that not only all tRNAs, but also all 16S (and 16S-like) and 23S (and 23S-
like) rRNAs have the same general secondary and tertiary structures [55]. Therefore,
the secondary structures of 16S, 23S, and 5S rRNA could be derived by analyzing the
pattern of variation within aligned rRNA sequences from different species (see Figs.
2-4A and C; [56]). The resulting secondary-structure diagrams consist of a complex
arrangement of A-form helices and non-helical regions (loops or bulges) [55]

In the 16S rRNA the different domains branch from a central pseudo-knot and,
beginning from the 5�-end, are termed the 5�, central, 3�-major and 3�-minor
domains (see Fig. 2-4A). In striking contrast to the 50S subunit (see following), the
domains are not interwoven in the tertiary fold and can be assigned easily to the
structural landmarks of the 30S subunit (Fig. 2-4B). The 5�-domain forms the 30S
body, starting from the neck of 30S subunit it goes down to the toe and finally turns
back to form the shoulder. The central domain constitutes the platform, the 3�-major
domain the head. The 3�-minor domain consists of h44 and h45; h44 runs down the
30S along the inter-subunit surface and returns back to the neck, followed by h45
and a single-stranded 3�-end containing the anti-Shine–Dalgarno sequence.
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In the 23S rRNA secondary structure the 5�- and 3�-terminal ends are brought
together to form a helix (H1 in Fig. 2-4D). Radiating from the loop of this helix are 11
stem-loop structures of differing degrees of complexity. These stem-loop structures

Figure 2-4 Secondary structures of 16S, 23S, and 5S rRNAs. 
(A) Secondary structure of T. thermophilus 16S rRNA, with its 5�, 
central, 3�-major, and 3�-minor domains shaded in blue, 
magenta, red, and yellow, respectively. (B) Three-dimensional 
fold of 16S rRNA in 70S ribosomes, with its domains colored 
as in (A). (C) Secondary structures of T. thermophilus 23S and 
5S rRNAs, indicating domains I (blue), II (cyan), III (green), 
IV (yellow), V (red), and VI (magenta) of 23S rRNA. The rRNAs 
are numbered according to E. coli. (D) Three-dimensional folds 
of 23S and 5S rRNAs, with their domains colored as in (C). 
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are bundled into six different domains and, in analogous fashion to the helices, are
numbered from the 5�- to 3�-end. The last change in the assignment of the secondary
structure to the various domains was contributed by crystallography. Helix 25, which
was originally considered as being part of domain I, was reassigned to domain II,
because it exhibits stronger interactions with this domain than with the elements of
domain I [11]. The six domains of 23S and 5S rRNA all have compact shapes, which
are intertwined (Fig. 2-4D). The domains form structural units, as the vast majority of

Figure 2-4 From Ref. [1] with permission. (E, F) Comparison of 
the current comparative structure models for the 16S and 23S 
rRNAs with the corresponding ribosomal subunit crystal 
structures. (E) 16S rRNA versus the T. thermophilus structure 
(GenBank accession no. M26923; PDB code 1FJF). (F) 23S rRNA, 
5�-half and 3�-half versus the H. marismortui structure (GenBank 
accession no. AF034620; PDB code 1JJ2). Nucleotides are replaced 
with colored dots that show the sources of the interactions: red, 
present in both the covariation-based structure model and the 
crystal structure; green, present in the comparative structure and 
not present in the crystal structure; blue, not present in the 
comparative structure and present in the1 crystal structure; 
purple, positions that are unresolved in the crystal structure.
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interactions involving two or more hydrogen bonds occur within domains, rather
than between them. This is also the reason for that the interchange of the domain V
from E. coli against Staphylococcus aureus in the 23S rRNA of E. coli was possible, even
though it introduces 132 changes into the E. coli rRNA sequence, only one additional
mutation of U1782C for was necessary for viability [57].

Nearly all of the secondary-structure base pairings and a few of the tertiary base
pairs observed in the crystal structure had already been predicted by comparative
structure models. Specifically, more than 1250 base pairs predicted were indeed
present in the 16S and 23S rRNA crystal structures. The ~35 predicted base pairs,
which were not found in the crystal structures, could simply not occur at all or possi-
bly only at certain stages of protein synthesis, for example, in the 30S subunit, the
A A base pair between positions 1408 and 1493 is broken upon binding of tRNA and
mRNA (cf. 1FJF and 1IBM) [58, 59]. The crystal structures of small and large sub-
units enriched the secondary-structure diagrams by ~170 base pairs in 16S and ~415
in 23S rRNA, i.e., these were not predicted by comparative methods. Essentially, all
the “mis-assigned” base pairs have no significant amount of variation (Ref. [55], see
Figs. 2-4E and F).

The fact that the domain secondary structures form well-defined structural
domains of quaternary structure in the small subunit, but not in the large subunit,
may result from two reasons that need not be mutually exclusive: (i) the small sub-
unit might require larger flexibility for ribosomal functions [2], and the difference in
the organization of the secondary structures might indicate that (ii) the 50S subunit
is older in evolutionary terms, because more time would be required to evolve such a
complicated interwoven structure similar to that of the 50S subunit. As Schimmel
and Henderson [60] noted, three elements of protein synthesis, viz. tRNA, syn-
thetases and the ribosome, separate into two domains of different evolutionary ages
that have probably co-evolved. The “old” domain of the tRNA is the aminoacyl stem
(the short arm of the L-shaped tRNAs or mini-helix), which corresponds to the cata-
lytic domain of synthetases in charging the tRNAs and to the large ribosomal sub-
unit involved in peptide-bond formation. The “young” domains are represented by
the long arm of tRNAs bearing the anticodon loop, the recognition domain of the
synthetases, and the small ribosomal subunit that interacts with the anticodon loop
and some of the stem base-pairs [61, 1].

2.5 
Interactions of RNA with RNA or Struts and Bolts in the 
Three-dimensional Fold of rRNA: Coaxial Stacking and 
A-minor Motifs

Upon the publication of the structures of the two ribosomal subunits the amount of
RNA structure known at atomic resolution increased about 8-fold [62, 2]. However,
most of the structure motifs had been seen before, suggesting that the possible
number of RNA structure motifs is limited [2]. In this and the following section
(2.6), we will restrict our analysis to a specific subsection of structural elements,
since tetraloops, tetraloop receptors, adenosine platforms, U-turns, E-loops, sarcin/
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ricin motif, and cross-strand purine stacks have been extensively discussed else-
where [63–66]. In the crystal structure, many of the single-stranded loop regions in
the secondary structure turned out to be slightly irregular double-stranded exten-
sions of neighboring regular helices. Thus, most rRNA may be described as helical
or approximately helical [3]. These helical elements are organized via vertical co-axial
stacking of helices, by A minor interactions and ribose zippers.

2.5.1 
Coaxial Stacking

Coaxial stacking is the end-to-end stacking of separate helical RNA parts to form long
quasi-continuous helical structures (see as example h16/h17 in 30S or H34/H35 in

Figure 2-4 (contd.)
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domain II of 50S in H. marismortui [64, 67]). Stacking of nucleic acids is driven by the
highly energetically favored stacking interactions between the -electron system of
the nucleic acid bases [68]. The free energy from coaxial stacking of helices ending
with Watson–Crick base pairs yields a Gº of 1.0 to 4.5 kcal mol 1, depending on
the context. This is in the range of the contribution of next-neighbor interaction to
the free energy of an intact helix (–2.0 and –3.4 kcal mol 1) [69, 70]. Also in the same
range of free energy is the contribution from coaxial stacking with a single G A base
pair at the interface of the stacking helices (about –2 kcal mol 1, [71]). Therefore, 92%
(11/12) of the potential coaxial stacking in the 16S rRNA and 50% (11/22) in the 23S
rRNA are observed in the crystal structure. Potential coaxial helix stacking is defined
by two helices with an A G or A A base-pair at their interface and no unpaired nucle-
otides in the strand connecting them [58]. Often the A A and A G, with the G 3� to
the helix, at the end of helices are inter-convertible.

A good example of a coaxially stacked helix is seen in a classic pseudoknot. This
motif consists of a hairpin loop, which base pairs with a complementary single-
stranded sequence adjacent to the hairpin stem, to form a contiguous helical struc-
ture. Similar to junctions, the coaxial stacking observed in the pseudoknot requires
either Mg2+ ions or a high concentration of Na+ ions for stabilization [63]. Sequence-
independent packing of ordinary helices is very seldom seen. It consists of an inser-
tion of a phosphate ridge of one helix into a minor groove of the other at a fixed
inter-helical angle of about 80º (e.g., in the 30S subunit for helices h7 and h21 with
an angle of 93º). This kind of interaction is already known from the crystal structure
of the 59-GGCGCUUGCGUC-39 RNA duplex. In this structure, the duplex forms
quasi-continuous helices that pack against each other, with the backbone of one
helix in the minor groove of a perpendicular helix [72].

Owing to the limitation to four principal nucleotides, the primary RNA sequence
is by itself not enough to define a motif. Moore [66] suggested classifying only struc-
tural elements as motifs if they have a defined sequence length or specific loop sizes.
This definition would exclude pseudoknots as motifs, as the sequence length and
the loop size are unrestricted. Westhof tried to define an RNA motif as an ordered
array of stacked non-Watson–Crick base-pairs and thereby focusing plainly on the
3D aspect of a motif. This is well exemplified by the complex topology around G911
in 23S rRNA. The 3D structure of this G911 topology (consisting of nucleotides
1068–1071 and 1292–1295 in one strand and nucleotides 910–914 in the base-pair-
ing strand, shown in red in Fig. 2-5) superimposes well onto the sarcin/ricin motif,
as seen in the internal-loop motif G225 in 23S rRNA (shown in blue in Fig. 2-4). The
only parts of the motifs that do not superimpose well belong to the backbone, which
in the composite motif connects to other parts of 23S RNA [65]. Although this defini-
tion of an RNA motif is quite successful, it does not encompasses the K-turn motif,
where the array of stacked base pairs is interrupted by a triple loop to introduce a
~120º kink (see below).

As seen above, both secondary- and tertiary-structural aspects must be considered
to provide an accurate definition of an RNA motif. In spite of these complications,
evidence is accumulating that the modular structure of RNA motifs, which mediate
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RNA–RNA (e.g., sarcin/ricin motif [65]) and RNA–protein interactions (e.g., K-turn,
see later), are recurrent and are also found in the high-resolution structures of the
ribosomal subunits.

2.5.2 
A-minor Motifs

From the crystal structure of the H. marismortui 50S, the importance of the so-called
A-minor motifs for stabilization of the 3D fold of large RNA became evident [73]. Phy-
logenetic co-variation analysis had already revealed a very strong bias for adenine (A)
in single-stranded regions as compared with helical ones, hinting at the important
structural or functional role of these adenines (see Table 2-2). One reason for this bias
is the crucial importance of A-minor motifs in helix–helix packing, in helix–loop
interactions and at helix junctions [73]. In the type-I A-minor motif, the N1-C2-N3
edge of a purine, preferentially a highly conserved A, interacts with the minor groove
face of another helix (see Fig. 2-5). The A-minor motif was originally observed in the
P4-P6 domain of group I ribozymes, where it was part of the ribose zipper [74], and
was subsequently seen in the L11-protein-binding domain of 23S rRNA [75, 76].

Nissen et al. [73] distinguish between four variations in the A-minor motif (types
O, I, II and III); however, we will focus primarily on types I and II, as they seem to
be the most essential for ribosome function. Examples include the fixation of the
CCA end of the tRNA at the PTC [20, 73], A-site recognition of the correct codon–
anticodon interaction during the selection of the correct aminoacyl-tRNAs (Fig. 2-6B
[59, 77], see also Chaps. 8.2 and 8.4) and subunit association (A702 of 16S rRNA
with the minor groove of H68 of 23S rRNA; [1]).

Figure 2-5 Superposition of crystal structures of composite 
sarcin motif, 23S G911 (red), and internal loop sarcin motif, 
23S G225 (blue). From Ref. [65] with permission.
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In all A-minor motifs, the ribose-phosphate backbone of the interacting adenosine
is closer to one of the strands of the receptor helix. The orientation of the receptor
helix strand closest to the adenosine is anti-parallel to the orientation of the adenos-
ine of the donor strand. Type I and II A-minor motifs are different with respect to the
position of the 2�-OH and N3 atoms of the adenosine residue relative to the closer
strand of the receptor helix (Fig. 2-6; [73]). In type I, both the 2�-OH and the N3 of the
adenosine residue are within the minor groove of the receptor helix (Fig. 2-6A),
thereby maximizing the number of possible hydrogen bonds to the inserting ade-
nosine. In type II, the N1, C2, N3, and 2�-OH of the adenosine contact approxi-
mately half of the minor groove. The 2�-OH of the inserting adenosine is positioned
outside of the minor groove with respect to the 2�-OH of the closer strand of the
receptor helix, whereas the N3 of the A is inside the minor groove (Fig. 2-6A; [73]).
Both types of A-minor motifs are highly specific for adenine bases and show a
strong preference for C-G receptor base pairs (Table 2-2; note the preference of ade-
nosine in unpaired regions and the preference of G:C pairs in helices; Fig. 2-6; [73]).

Figure 2-6 A-minor types I and II. (A) Riboso-
mal examples of A-minor type I and II. Each type 
is defined by the position of the 2�-OH group of 
the interacting adenosine relative to the positions 

of the two 2�-OH groups of the receptor base pair 
(see text for details). From Ref. [73] with permis-
sion. (B) Principles of decoding according to Ref. 
[59], with permission. For details see text.

Table 2-2 Frequency and distribution % of single nucleotides in bacterial 16S 
and 23S rRNAs comparative structure models [103] 

Nucleotides G C A U

Overall 31.4 22.4 25.7 20.5

In helices 36.6 28.8 14.8 19.8

In unpaired regions 23.6 12.5 42.6 21.3

Unpaired / total number 
of positon of nt

30.1 22.3 66.2 41.5
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2.5.3 
Ribose Zippers and Patches of A-minor Motifs

A ribose zipper is defined as two consecutive hydrogen-bonding interactions
between ribose 2�-OH from two different RNA segements. The orientation of the
two chains linked by ribose zipper is always antiparallel. A total of 97 ribose zippers
are present in the ribosomal subunit crystal structures: 20 in the T. thermophilus 16S
rRNA, 44 in H. marismortui 23S rRNA (plus two ribose zippers bridging 5S rRNA
loop E with H38 and the internal loop of H38 and the 5S rRNA helix 4) and 30 in
D. radiodurans 23S rRNA (plus one bridging 5S and 23S rRNAs) [78]. Out of the 11
possible types of ribose zipper, seven are found in 23S and 16S rRNAs. From these
only the canonical and single-base ribose zipper occur more than once in 23S and
16S rRNA [78].

2.5.3.1 Canonical Ribose Zipper

In this type of zipper, the 2�-OH hydrogen bonds are supported by additional hydro-
gen-bond interactions between the base at the 5�-end and the ribose 2�-OH of the 3�-
end on the opposite zipper strand (see Fig. 2-7A). On the base side, the purine N3 or
the pyrimidine O2 functions as a hydrogen acceptor. The ribose zipper formed by
C376, C377 and A243, A242 in 23S rRNA of H. marismortui, has a prototypical topol-
ogy for the 40 canonical ribose zippers found in the 16S and 23S rRNAs. A243 is
inserted into the minor groove of the C376 :G274 base-pair forming a type I A-minor
motif. A242 interacts via a type II A-minor motif with C377 :G273 base pair and is
stacked onto A243 (Fig. 2-7B). This tandem A-minor motif seen in 31 instances of
the 40 canonical ribose zipper in T. Thermophilus 30S and H. marismortui 50S had
been noticed earlier by Nissen et al. [73], where it was referred to as an “A patch”.

The adenosine in the type I A-minor motif, which exhibits stronger conservation
than the type II, shows a CG>GC>UA=AU order of preference with regard to the
Watson–Crick pairs it interacts with. In contrast, no base-pair preference was
detected for the type II A-minor motif [78]. This is in line with experimental and
phylogenetic covariation analysis on group I introns [79]. Moreover, with the A-
minor patches found in group I introns, the average contribution of the ribose
hydrogen bond to the tertiary fold was determined to a Gº of 0.4 to 0.5 [80] and

6.6 kcal/mol 1 for type I A-minor motif [79].

2.5.3.2 Single-base Ribose Zipper

The single-base ribose zipper is a canonical ribose zipper with one obstructed base
2�-OH interaction. Two possible types of single-base ribose zippers can be distin-
guished: types A and B; the definition depending on which base ribose interaction is
interrupted, i.e., in either the type I or type II A-minor position, respectively. Conse-
quently, the 15 single-base ribose zippers identified within the T. thermophilus 30S
and H. marismortui 50S can be separated into 10 type A and 5 type B. Almost all sin-
gle-base ribose zippers have adenine in the type I A-minor position, which is, in the
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case of type A, rotated away from the “acceptor base pair”. In the type B single-base
ribose zipper the type II A-minor position is a G in all instances [78]. Comparison of
the two available 50S structures revealed that 10 of the canonical ribose zippers that
are present in H. marismortui are also found in D. radiodurans, although two canoni-
cal ribose zippers in H. marismortui are single-base ribose zippers in D. radiodurans.

All ribose zippers of H. marismortui 50S structure are either conserved or their
composing bases are in close proximity to each other in D. radiodurans structure.
For example, 10 canonical ribose zippers found specifically in H. marismortui have
similar positions in D. radiodurans; however, the bases are too far apart from each
other to form hydrogen bonds.

2.6 
Progress and New Developments in Understanding rRNA Structures

To finalize the overview of motifs recognized in the ribosomal subunit, the K-turn
and lonepair triloop will be reviewed as well as the attempts that have been made to
categorize non-Watson–Crick base interactions and RNA motifs in databases.

Figure 2-7 Ribose zipper. (A) Schematic 
representation of canonical and single-base 
ribose zippers type A. Light blue colored 
broken lines represent hydrogen bonds.  
(B) Stick diagrams of the canonical ribose 
zipper. Top panels: canonical ribose zipper 
where C377 and A242 belong to the upper
layer (blue green) and C376 and A243 

belong to the bottom layer (slate) (top left 
panel) viewed perpendicular to the back-
bone, showing the ribose–ribose inter-actions 
and (top right panel) from above the upper 
layer. Lower panels: hydrogen-bond network 
in the lower layer (to the right) and the upper 
layer (to the left). From Ref. [78] with 
permission.
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2.6.1 
K-turn

After careful analysis of crystal structure of the large subunit, Klein et al. [62] recog-
nized a new motif, consisting of a helix–internal loop–helix. A kink in the phosphod-
iester backbone of the internal loop bends the RNA helix axis by ~120º and also gives
the motif its name ‘Kink-turn’ or ‘K-turn’.

The first helical stem termed ‘canonical stem’ (C-stem) ends at the internal loop
with two Watson–Crick base pairs, typically C:Gs. The second helical stem termed
‘non-canonical stem’ (NC-stem) follows the internal loop and starts with two non-
Watson–Crick base pairs, typically sheared G A base pairs. The internal loop
between the helical stems is always asymmetrical and usually contains three
unpaired nucleotides in one strand but none in the other (Fig. 2-8A). The close heli-
cal packing between the helical stems is stabilized by a type I A-minor interaction
[73] between the last C:G of the C-stem and the A of the G A base pair in the NC-
stem (Fig. 2-8B). The requirement for a type I A-minor interaction may account for
the conservation of C:G in the C-stem and A G in the NC-stem and also the high
conservation with the consensus secondary structure for the K-turn, which includes
10 consensus nucleotides out of the possible 15 [62]. Although the eight K-turns
identified in the H. marismortui 23S and T. thermophilus 16S rRNA vary somewhat
in sequence, each has essentially the same distinctive 3D structure. The six K-turns
in H. marismortui 23S rRNA superimpose with an r.m.s.d. of 1.7 Å (r.m.s.d.: root-
mean-square deviation). All six of these K-turn motifs appear at or near the surface
of the 50S particle, in regions that are less well conserved among the three king-
doms (Fig. 2-8C). The two K-turns identified in the structure of T. thermophilus 30S
are localized in the intersubunit surface and probably play a structural role in the
association of the subunits.

2.6.2 
Lonepair Triloop

As implied in the name, the lonepair triloop (LPTL) consists of a lone base pair
capped with a loop of three nucleotides. The nucleotide sequence within LPTLs can
be described as 5� FXYZL 3�, where the underlined nucleotides F and L form the
lonepair and the three nucleotides, X, Y and Z, the triloop [81]. Twenty-three LPTLs
occur in the ribosomal RNAs, of which seven are in 16S rRNA of T. thermophilus
30S, 15 in the 23S and one in 5S rRNA of the H. marismortui 50S. The LPTLs in
D. radiodurans 50S are at the corresponding positions of 23S RNA of H. marismortui
and are structurally equivalent. In addition to the LPTLs recognized in the ribosomal
RNA an additional one was found in the T-loop of tRNAs [81]. Nearly all of the LPTL
sites in rRNAs are conserved and most of them contribute to rRNA packing via ter-
tiary interactions with RNA segments that are distant in terms of the secondary
structure [81].
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Figure 2-8 K-turn motif. (A) Secondary-structure diagrams of the 
eight K-turns found in the H. marismortui 50S and T. thermophilus 
30S subunit structures and a derived consensus sequence. 
(B) Three-dimensional representation of KT-7 with the phosphate 
backbone of the kinked strand in orange and the unkinked strand 
in yellow (upper panel). Lower panels displays atomic details of 
individual base–base and base–backbone hydrogen bonds. 
(C) Location of the K-turns in the H. marismortui 50S structure. 
K-turns in blue are shown in the 3D structure: crown view from the 
interface (top left panel), cytosolic face (top right panel) and in the 
secondary structure (lower panel). From Ref. [62] with permission.
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2.6.2.1 Classification of Lonepair Triloops

All but one of the LPTLs are coaxially stacked on the nearest 5�-helix. The LPTLs can
be classified as directly (class I) or indirectly (mediated by a short helical region
(class II)), coaxially stacking LPTLs. In both classes, the 5�-base of the lonepair (F) is
stacked onto the first nucleotide of the triloop (X), which is connected to the second
nucleotide of the triloop (Y) by a 220–230º U-turn. The second and third nucleotides
are facing into the minor groove, with the third base forming hydrogen bonds to the
first nucleotide of the triloop (see Figs. 2-9A and B).

In a subpopulation of type I and II LPTLs, a tertiary base is recruited by the triloop
by forming a base pair to the first base of the triloop (X). This recruited tertiary base
stacks between the third base (Z) and the 3�-base in the lonepair (L) and yields a struc-
tural conformation resembling that of the tetraloop motif. In contrast to the above-
described type A LPTLs, no tertiary base is recruited by type B LPTLs [81]. A third
class of LPTLs includes all LPTLs within a helical region. This category of LPTLs is
structurally distinct from the first two classes in having at least two of the triloop
bases base-pairing to form part of a regular helical stem and in missing the U-turn

Figure 2-8 cond.
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in the triloop [81]. The LPTLs reviewed here include the earlier reported T-loop
RNA fold as a type I LPTL [82].

2.6.3 
Systemizing Base Pairs

To facilitate the understanding of non-canonical base interactions, which have
proven to stabilize secondary and tertiary structures, different groups have put
together compilations of non-Watson–Crick interactions. Westhof and colleagues
have sorted the base–base interaction by the C1�–C1� distance and the orientation of
the glycosidic bonds. Two base pairs with nearly the same C1�–C1� distance and
same glycosidic bond orientation can replace each other without drastically chang-
ing the 3D path and relative geometric orientations of the phosphate-sugar back-
bones. These base pairs are called isosteric, although they will not always occupy the
same volume of space. This collection of isosteric base-pair interactions will be use-
ful in the development of more accurate 3D RNA models.

In the course of this work, Leontis and Westhof [83] systemized the nomenclature
of base pairs, based on the three potential hydrogen bond forming edges of a base.
These are the Watson–Crick, the Hoogsteen edge for purines and the CH edge for
pyrimidines, and the sugar or the shallow groove edge (Fig. 2-10).

Figure 2-9 Lonepair triloop. (A) Schematic representation of IA, 
IB, IIA, IIB, and III LPTLs. The lonepair F:L is appended either 
directly (class I) or indirectly (class II) through the intervening 
base-pair(s) M:N to its 5�-helix, which is shown with lines (see text 
for details). (B) Three-dimensional structure of representatives of 
type IA, IB, and IIA LPTLs. Nucleotides are numbered in black give 
T. thermophilus numbers for 16 S rRNA and H. marismortui numbers 
for 23 S rRNA and in red E. coli numbers. From Ref. [81] with 
permission.
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Figure 2-9 (cond.)
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In the NCIR (non-canonical interactions in known RNA structures) database, Fox
and colleagues [84] compiled all the RNA structures that contain non-Watson–Crick
base–base interactions. In addition, this database provides a summary of the known
properties of the base–base interaction (http://prion.bchs.uh.edu/bp_type/).

2.6.4 
Systemizing RNA Structural Elements

In their structural classification of RNA (SCOR) database (http://scor.lbl.gov), Fox
and colleagues categorized RNA motifs either as an external or internal loop. To
define loops, they applied a strict definition for each loop; external loops being a
covalently connected series of residues non-Watson–Crick-paired to each other,
which are closed on one side by a Watson–Crick base pair, whereas internal loops
consist of one (for bulge loops) or two non-Watson–Crick paired residues, closed on
both sides by Watson–Crick base pairs. Using their definitions, bulged loops or G U
base pairs within a standard helix are considered internal loops [85]. Two hundred
and twenty-three internal and 203 external loops extracted from the 259 NMR and

Figure 2-10 Proposed nomenclature for base pairs by Leontis 
and Westhof. Left panel: purine (A or G, indicated by “R”) and 
pyrimidine (C or U, indicated by “Y”) bases provide three edges 
for interaction, as shown for adenosine and cytosine. Right panel: 
the cis and trans orientations are defined relative to a line drawn 
parallel to and between the base-to-base hydrogen bonds in the 
case of two hydrogen bonds or, in the case of three hydrogen 
bonds, along the middle hydrogen bonds. From Ref. [83] with 
permission.
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X-ray structures are complied in the SCOR database. The internal loops are further
divided into nine subclasses. The external loops are categorized by size and stacking
pattern within the loop. Examples of RNA tertiary interactions are also included in
the SCOR database, such as coaxial helical stacking, ribose zippers, A-minor interac-
tions or pseudoknots [85].

2.7 
RNA–protein Interactions

The ribosome consists of approximate 53 ribosomal proteins, which are crucial for
the smooth functioning of protein synthesis. Therefore, we will turn our attention
now to principles governing RNA–protein interaction. We will start by explaining
the differences between RNA and DNA and the implication this has for binding pro-
tein, which will lead us to the principal modes of interaction between protein and
RNA, and ending in the specifics of ribosomal protein interaction with rRNA.

2.7.1 
Problem of RNA Recognition

The A-form helix accounts for as much as 50% of the residues in an average non-
messenger RNA, which includes the bases of Watson–Crick base pairs as well as
G U wobble base pairs in the runs of Watson–Crick base pairs [66]. In the A-form,
the minor groove is shallow and broad (10–11 Å in width and 2.8 Å in depth)
whereas the major groove is deep and narrow (4–5 Å in width and 13.5 Å in depth),
when compared with B-form helix of DNA (major groove: 12 Å in width and 8.5 Å in
depth, minor groove: 5.8 Å in width, 7.5 Å in depth). This allows functional groups
of the ribose sugar, in particular the 2�-OH, to participate in interactions. The 2�-OH
group can act as a hydrogen bond donor and/or acceptor, making it versatile when it
comes to interaction with both RNA and protein. The functional importance of 2�-OH
group for protein synthesis was experimentally reinforced in many instances, such
as decoding [86], for which the involvement of 2�-OH of the mRNA was structurally
rationalized [59], translocation of tRNA(Met) from P-site to the E-site, which is
dependent on 2�-OH groups at positions 71 and 76 in the 3�-acceptor arm of the
tRNA [87], or tRNA binding to EF-Tu or to aminoacyl-tRNA synthetases [88, 89]

Sequence-specific interactions with regular A-form RNA helices via direct H-
bonding and van der Waals interactions cannot distinguish, in the minor groove, a
G:C from C:G or an A:U from a U:A base pair, but can distinguish G:C from A:U
types [90]. This fact degenerates the recognition of base pairs from a quaternary
mode (four base pairs) to a binary mode (two kinds of base pairs). This contrasts
with the recognition, in the major groove, of B-form DNA where discrimination of
all four Watson–Crick base pairs (GC, CG, AT, and TA) is possible (Fig. 2-11; [90]).

This difference in discrimination is reflected in the different mode of sequence-spe-
cific recognition of DNA and RNA. DNA recognition is typically accomplished
through the recognition of a particular nucleotide sequence in double-stranded DNA
(dsDNA). However, the sequence-specific RNA recognition results largely through
single-stranded regions, bulges, or internal and terminal loops [91, 92]. The complex
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structure of the RNA moiety within the protein–RNA complex hampers tight packing
at the protein–RNA interface. Therefore, the protein–RNA interface is less well packed
in comparison with protein–dsDNA or protein–ssDNA (single-stranded DNA) com-
plexes. Within the protein–RNA complexes, the sequence-specific complexes achieve
the best packing with, surprisingly, the least polar protein interface [92].

The difference in sequence-specific recognition of dsDNA and ssRNA also reso-
nates in the hydrogen-bond pattern between amino acids and bases. In dsDNA–pro-
tein complexes the functional groups of amino acid side-chains interact with the
nucleotide bases in the accessible major groove. In RNA–protein complexes the
amide backbone is frequently used for specific base interactions, especially the car-
bonyl group of the amide group as a proton acceptor. A duplex helix hampers close
contact of a peptide backbone with a nucleotide base to a larger extent than ssRNA
does. Interestingly, the extent to which an amide group is used for phosphodiester
backbone contacts is approximately the same in RNA and DNA complexes [91].

2.7.2 
Chemistry of RNA–protein Interactions

In most of the recently published studies on protein–RNA interaction, the structure
of H. marsimortui 50S is excluded because the constrains of protein–RNA interac-
tion is compounded by the problem of counteracting the high-salt conditions found
in H. marsimortui cells. A statistical analysis of protein–RNA interactions of the 30S

Figure 2-11 A schematic representation of the different patterns 
of hydrogen-bond donors (two triangles connected on one tip) and 
acceptors (diamonds) presented by Watson–Crick pairs to the 
major and the minor grooves. A varied pattern of hydrogen donors 
and acceptors in the major groove allows easy discrimination of 
AT, TA, GC, and CG, whereas in the minor groove only the 
discrimination between AT and GC base pairs is possible due to 
the symmetric distribution of the donors and acceptors. Adapted 
From Ref. [90].
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subunit, synthetase–tRNA complexes and other RNA–protein complexes revealed
that 22% of the amino acids in the RNA–protein interface are hydrophobic, 40%
charged (positive 32%, negative 8%), 30% polar and 8% glycine. The preferred
amino acids at the RNA–protein interface are Arg, Ser, His, Tyr, Lys, with the under-
represented ones being Ala, Val, Glu, Met, Leu, Ile [93]. Statistical analysis has also
established that some amino acids have preferences for interacting with either the
phosphate group, the ribose moiety or the nucleotide base of the RNA; Arg prefers
to interact with the phosphate backbone; Met, Phe and Tyr favor the ribose; Pro and
Asn display stronger affinity for bases over ribose or phosphate groups. Additionally,
the four bases have individual preferences, such that adenosine favors Ile, Pro, Ser;
cytosine, Leu; guanosine, Asp and Gly, and uracil, Asn [93].

2.7.3 
rRNA–protein Interaction

Ribosomal proteins make more extensive use of contacts to the sugar-phosphate
backbone, which is reflected in the preference for hydrogen bonds to phosphate
groups, over ribose, followed by bases. Whereas proteins with sequence-specific
binding to ssRNA-like structures make a surprisingly small number of contacts to
the RNA backbone and prefer, by far, hydrogen bonds to the base. In-between these
two extremes is the tRNA synthetase family, using phosphate, ribose and bases
equally for hydrogen-bond contacts [91, 93].

Based on the hypothesis that the ribosome is evolutionary older than tRNA syn-
thetases, which are older than ssRNA–protein complexes, Allers and Shamoo [91]
put forward an intriguing idea: They proposed that in the earliest interaction of an
“RNA world” RNA-like molecules had only the minimalist chemical interactions
with amino acids and therefore would have only take advantage of the abundant pep-
tide backbone amide and carbonyl groups.

The preference of ribosomal proteins to interact with the RNA backbone led to the
hypothesis that shape and charge complementarity, rather than specific sequences,
are responsible for the specificity observed in ribosomal protein–RNA interactions
[75, 76]. This hypothesis is in agreement with co-variation sequence analysis and can
also explain the latter’s inefficiency in recognizing r-protein binding sites.

As explained above, some of the forces within an RNA–protein complex are
understood; however, the understanding of RNA–protein recognition and the
mutual interplay between protein and RNA, as seen in the ribosome assembly, is
still a long way off [91, 94].
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3
Ribosome Assembly

3.1
Assembly Of The Prokaryotic Ribosome

Knud H. Nierhaus

3.1.1
Introduction

A ribosome consists of a large number of different components (e.g., Escherichia coli:
54 r-proteins and three rRNAs), all of which are present in one copy per ribosome,
the only exception being that of the ribosomal protein L7/L12, which is present in
four copies. This fact has two important consequences for the ribosomal biogenesis:
both the synthesis and the assembly of the ribosomal components must occur in a
highly coordinated fashion. The principles of ribosomal assembly in prokaryotes,
such as the assembly maps, rate-limiting steps and that the assembly gradient fol-
lows the transcription of the ribosomal RNA were uncovered primarily by in vitro
techniques. The assembly of eukaryotic ribosomes is described in Chap. 3.2.

The requirement for a highly coordinated synthesis is particularly demanding in
the cases in which ribosomes contribute significantly to the dry mass of the cell. In
bacteria, the ribosomes can amount to more than 50% of the dry mass [1], whereas
in eukaryotes they represent not more than 5% [2]. In fact, cells of E. coli appear as
sacs filled with ribosomes in images of transmission electron microscopy. Corre-
spondingly, more than 50% of the total energy production of bacteria is consumed
by ribosomal biogenesis. Therefore, it is understandable that a coordinated synthe-
sis is not only a prerequisite for a successful and effective assembly, but is also a
necessity for economic consumption of the energy available to the cell. We thus find
an intricate network of regulatory mechanisms for the synthesis of ribosomal com-
ponents in bacteria, which do not exist to the same degree in eukaryotes (e.g., trans-
lational control of mRNAs carrying cistrons for ribosomal proteins and the stringent
response – Chap. 11; but see the eIF2 regulation in yeast – Chap. 7.2).

Third-order reactions practically do not exist, since the probability of three sub-
strates reacting simultaneously is negligibly low. By extension, the assembly of more
than 20 components (in the case of the small ribosomal subunit) to a defined and
relatively compact particle is a series of reactions. This construction is a self-assem-
bly process, i.e. the total information for the pathway as well as for the quaternary

Protein Synthesis and Ribosome Structure. Edited by K. H. Nierhaus and D. N. Wilson
Copyright © 2004 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN 3-527-30638-2



3 Ribosome Assembly 86

structure of the active ribosomes resides completely in the primary sequences of the
ribosomal proteins and rRNAs. The fact that fully active ribosomes can be reconsti-
tuted from the isolated components with the remarkably high efficiency of 50–100%
of the input material substantiates this assumption.

The self-assembly character in vitro does not preclude the involvement of addi-
tional factors in vivo to facilitate and accelerate the whole process, for example, by
reducing activation energies of distinct or otherwise rate-limiting reactions. One
of these factors is probably the “assembly gradient” that marks the coupling of
rRNA synthesis and ribosomal assembly in prokaryotes and eukaryotes, which
means that the state of the rRNA synthesis dictates the progress of assembly [3–6].
It is further possible that proteins exist which maintain an unfolded state of the de
novo synthesized ribosomal proteins thus favoring the integration into ribosomal
particles (“chaperonins”). A recent report suggested that the Hsp70 DnaK system
is involved in facilitating the ribosomal assembly by reducing the activation energy
barrier [7]; however, these assertions could not be confirmed [8]. Circumstantial
evidence for a corresponding activity for the rRNA (“helicases”), possibly facilitat-
ing the attainment of distinct RNA conformations that favor the assembly process,
has been reported previously [9].

3.1.2 
Processing of rRNAs

There are two main aspects to the processing of rRNAs: (1) trimming of the rRNAs
to yield the mature molecules found in native, active ribosomes and (2) modification
(mostly methylations and pseudouridylation) of the rRNAs.

The common order of rRNA genes in the seven rRNA operons in E. coli is 16S –
internal transcribed spacer I (ITS-1) – (either tRNAAla and tRNAIle or tRNAGlu) – ITS-
2 – 23S – ITS-3 – 5S (see Fig. 3.1-1). The complete, intact transcript, the “30S precursor
rRNA”, is found at low levels in wild-type cells (1–2% of rRNA). Endonucleases are
the primary processing enzymes, among which RNase III plays a major role in the
maturation of 23S rRNA. RNase III cleaves within the spacer sequences bordering
16S and 23S rRNA. The spacer sequences can form impressive secondary struc-
tures flanking both 16S and 23S rRNA; however, these intramolecular interactions
are not a prerequisite for RNase III activity, since RNase III can cleave at the 5� end
before the 3� end of the same molecule is fully transcribed. A general feature of
processing is that it begins before transcription of a ribosomal (rrn) operon is fin-
ished. This sequential processing in the 5�  3� direction is compatible with the
hypothesis that at least some processing steps are coupled with ribosomal assem-
bly. The final maturation steps of pre-16S, pre-23S and pre-5S are performed by
exonucleases (maturases, secondary processing enzymes) that are not yet char-
acterized and are termed M16, M23, and M5, respectively (see Ref. [10] for review).
The final processing steps in the 50S subunit occur even after ribosomes are
formed probably during early steps of protein biosynthesis, whereas mature 16S
rRNA is required to obtain functional competence (see below).
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RNase III cleavage yields precursor species of rRNA. The pre-16S species retains
additional stretches of 115 and 33 nucleotides at the 5�- and 3�- ends, respectively,
whereas the pre-23S has stretches of only 7 and 7–9 nucleotides, respectively [10, 11].
RNase III cleavages are not essential processing steps since mutants lacking RNase
III are viable. In the absence of RNase III, 50S with pre-23S are found, whereas
mature 16S rRNA molecules are formed at the same rate as in the wild-type strain.
Interestingly, 30S subunits containing pre-16S, where the sequence flanking the
mature 16S rRNA are base-paired and form a long helix, seem to be inactive (i.e.,
mutants deficient in M16 are not viable) in contrast with 50S subunits containing
pre-23S. Note that in mature 30S subunits the 5�- and 3�- ends are far apart from
each other, whereas in 50S the 5�- and 3�- ends are base-paired as seen clearly in the
crystal structure of bacterial 30S and 50S subunits (Figs. 3.1-2 and B, respectively
[12, 13]). Consequently, the maturation from pre-16S to mature 16S rRNA within
30S particles (removing the secondary structure flanking the 16S rRNA) triggers the
activation of 30S subunits [14]. When the 16S rRNA processing is coupled with and
depends on a correct 30S assembly, this final processing step guarantees that only
active 30S subunits can initiate protein synthesis.

Figure 3.1-1 Operon structure of the rRNA genes in bacteria. 
UAS, upstream activating sequence, binding region of Fis, a 
DNA-binding protein that bends the DNA and increases rRNA 
transcription about 10-fold. P1 and P2, the two promoters, the 
first of which can efficiently be regulated by the stringent 
response (see Chap. 11); T1 and T2, terminators of trans-
cription. Below the operon is shown with the symbolized 
secondary structure of the respective RNAs and the cleavage 
sites of some of the processing RNases.
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Processing of 5S rRNA requires RNase E. RNase E-deficient mutants accumulate
a 9S species that has not been detected in wild-type cells. RNase E forms pre-5S with
three extra nucleotides at both its 5�- and 3�- ends. The final processing of 5S rRNA
might also occur during protein synthesis or at least in active 70S ribosomes, since
pre-5S was found in polysomes. In vitro reconstitution studies have revealed that 5S
rRNA can be incorporated into the large subunit at any stage of the 50S assembly
[15] reflecting its exposed location in the central protuberance of the 50S subunit.

In E. coli, 11 and 23 nucleosides are modified in 16S and 23S rRNA, respectively
(Table 3.1-1; [16, 17]). The modifications of the 16S rRNA are late events during in
vivo assembly and are not essential for assembly per se, whereas most of the 23S
modifications, some of which are essential, occur early during assembly. Most of
the modifications are base-methylations, and nine are pseudo-uridylations ( ) in
the 23S rRNA. The methylations are not required for the trimming processes
described above. In fact, a few methyl groups are found at the 2�-ribose position
(e.g., Cm2498 of 23S rRNA, see Table 3.1-1) and might protect sensitive rRNA
regions against RNase attack. The presence of a modified adenine at position 2071
(A* in Table 3.1-1) is uncertain. Most of the methyl groups are modifications of
bases exposed at the ribosomal surface and are clustered at functionally active sites
of the ribosome, e.g., 20 of the 23 modifications occur at or near the peptidyl trans-
ferase ring of domain V of the 23S rRNA, none of which are universally conserved.

Figure 3.1-2 5�- and 3�-ends of 16S rRNA within the 30S subunit 
(A) and of 23S rRNA within the 50S subunit (B) viewed from the 
interface. (A) 30S subunit; Thermus thermophilus 30S (pdb 1fka): 
ribbon representation of rRNA with the 5�- and 3�-ends of the 16S 
rRNA colored green and red, respectively. The residues U6 (green) 
and C1512 (red) are in spacefill and are approximately 80 Å apart. 
(B) 50S subunit; Deinococcus radiodurans 50S (1kpj): ribbon 
representation of rRNA with the 5�- and 3�-ends of the 23S rRNA 
colored green and red, respectively. The residues G1 (green) and 
A2877 (red) are shown in spacefill and are in contact with one 
another.
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Therefore, they are probably more important for fine-tuning and stability of struc-
tural motifs rather than being directly involved in ribosome function. The two adja-

cent m A residues at positions A1518/A1519 in 16S rRNA are the only universally
conserved modifications of rRNA. They improve the formation of initiation com-
plexes, in particular the binding of IF-3, which has an anti-association activity dur-
ing the initiation of translation (see Chap. 7.1). The absence of these four methyl
groups confers resistance to the drug kasugamycin (see Chap. 12).

Recently, evidence was reported that occasionally defined rRNA fragments occur
during the synthesis of 16S and 23S rRNA. These fragments are so efficiently
degraded by polynucleotide phosphorylase and RNase R that they escaped the atten-
tion in former analyses of rRNA synthesis. Cells are not viable when both enzymes
are inactivated. The fragments, if accumulated, might bind some ribosomal pro-
teins, thus compromising the assembly of the mature rRNAs and eventually leading
to cell death [18].

Table 3.1-1 Modified nucleosides in E. coli rRNA. (see Ref. [44] for review and references)

16S
rRNA

Location
(nucleotide)

23S
rRNA

Location
(nucleotide)

516 m1G 745

m7G 527 746

m2G 966 m5U 747

m5C 967 955

m2G 1207 m6A 1618

m4Cm 1402 m2G 1835

m5C 1407 1911

m3U 1498 m3 1915

m2G 1516 1917

m62A 1518 m5U 1939

m62A 1519 m5C 1962

Total 11 m6A 2030

m7G 2069

A* 2071

Gm 2251

m2G 2445

D 2449

2457

Cm 2498

m2A 2503

2504

Um 2552

2580

Total 23

6
2
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3.1.3 
Precursor Particles and Reconstitution Intermediates

Usually, the assembly process is described from the point of view of the largest
component, i.e., the 16S or 23S type of rRNA and the sequence of addition of these
components is considered. This process requires a concatenation of reactions that
differ in their respective activation energies. The highest activation energies func-
tion as energy barriers allowing precursor particles to accumulate.

In fact, precursor particles have been found in vivo. The assembly of the small sub-
unit (30S, E. coli) passes through at least two different intermediate particles termed
p130S and p230S (p for precursor). The p130S particle sediments with 21S. The
p230S particle contains the full complement of S-proteins (S for proteins from the
small subunit), but still an immature “17S” rRNA, which is longer at both its 5�- and
3�-ends with respect to the mature 16S rRNA (see the preceding section; [10]).

Only one reconstitution intermediate, RI30, is found during the assembly in vitro
of the 30S subunit [19]. The total reconstitution (“total” marks a reconstitution from
completely separated ribosomal proteins and rRNA) is a one-step procedure accord-
ing to the formula

where TP30 stands for total proteins derived from 30S subunits. An incubation of
both 16S rRNA and TP30 at 0°C leads to the RI30 particle. This particle has to
undergo a conformational change (“activation”) according to the equation

where RI  is a particle with an unchanged composition but a tighter packing.
Only the RI  particle can bind at 0°C, the lacking S-proteins to form an active 30S

particle. Interestingly, the protein content of the RI30 particle is very similar to that
of the p130S precursor. Equation (2) describes the rate-limiting step of the 30S
assembly, the activation energy of which is 63 kcal mol 1 [19].

The assembly in vivo of the large subunit (50S, E. coli) occurs via three precursor
particles p150S, p250S, and p350S sedimenting with 34S, 43S and “near 50S”,
respectively [20]. The final precursor (p350S) contains again a full complement of
L-proteins (L for proteins derived from the large subunit). The p250S particles can
be converted to active 50S subunits in the presence of TP50 under methylating
conditions (S-adenosyl methionine, postribosomal supernatant), whereas the p150S
particles could not, suggesting that this initial process might require additional
processing steps other than simple methylations [21].

16S rRNA + TP30 30S, (1)
20 mM Mg 2+, 40 C, 20 min

RI30 RI    , (2)
40 °C, 20 min

*
30

*
30

*
30
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A two-step procedure is required for the total reconstitution of active 50S subunits [22]:

The two-step procedure is a consequence of the fact that the rate-limiting steps of
early and late assembly involve conformational changes that differ in their ionic
optima in vitro ([23]; see also below). The two-step procedure is therefore a conve-
nient way to separate early- and late-assembly events, and indeed allowed for a
detailed analysis of the possible reconstitution intermediates.

Three reconstitution particles have been identified; protein analysis revealed that
the first and the second particles contained the same complement of rRNAs and L-
proteins in spite of the drastic difference in their respective S values (33S and 41S,
respectively, see Table 3.1-2), whereas the third particle contained all the components
of the active 50S subunit but was totally inactive. Accordingly, the three reconstitu-

tion intermediates were termed RI50(1), RI (1) and RI50(2). It appears that the rate-

limiting step of the first incubation is the conformational change RI50(1)  RI (1),
and that of the second incubation the conformational change RI50(2)  50S
(Table 3.1-2). The corresponding activation energies have been determined as 45 and
55 kcal mol 1, respectively. The precursor particles and the corresponding reconstitu-
tion intermediates have similar protein compositions as well as similar S values, indi-
cating that assembly in vivo proceeds via rate-limiting steps that are very similar, if
not identical, to the corresponding ones of the assembly in vitro [23].

3.1.4 
Assembly-initiator Proteins

Ribosomal proteins (r-proteins) that bind in vitro specifically to naked rRNA are
members of the “RNA-binding” family of proteins. About two-thirds of all r-proteins
are RNA-binding proteins (see Fig. 3.1-3). The intriguing question was whether all
these RNA-binding proteins, for example, about 20 L-proteins in the large subunit
and 7 S-proteins in the small one, also bind directly to rRNAs in vivo without the
help of other r-proteins (without cooperativity), i.e., whether these proteins are inde-
pendent assembly-initiation events.

There were indications from in vivo studies that only a small number of r-pro-
teins were able to initiate the assembly process. Under unfavorable growth condi-
tions, when the doubling time for growth was about 10 h, i.e., 30 times longer than
the optimal doubling time, the balanced synthesis of rRNA and r-proteins was lost
and rRNA was produced in a three molar excess over r-proteins [24]. If, under such
conditions, all 20 RNA-binding L-proteins could initiate the assembly process inde-
pendently then they would be distributed evenly over the excess of rRNA, and there-
fore the yield of active particles with a full complement of r-proteins would be
negligibly small. Since E. coli cells produce significant amounts of active ribosomes

4 mM Mg2+, 44°C, 20 min
(23S+5S) rRNA+TP50

20 mM Mg2+, 50°C, 90 min
50S. (3)

*
50

*
50
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even under unfavorable growth conditions, the number of assembly-initiator pro-
teins must be significantly smaller than that of the total number of RNA-binding
r-proteins.

An assembly-initiator protein is defined as an r-protein, which binds without
cooperativity to an rRNA molecule and is essential for the formation of an active
ribosomal subunit. Only those rRNA molecules with a complete set of initiator pro-
teins are able to assemble correctly to form fully active ribosomal particles.

Table 3.1-2 Sequential addition of proteins in the course of total reconstitution. Proteins in bold 
indicate proteins essential and sufficient for the RI* formation. For further details see Refs. [19] 
(30S subunit) and [23] (50S subunit).

Subunit Step
rRNA
(RI)

Proteins
Temperature
(mM Mg2+)

Reconstitution
intermediate (RI)

Sedimentation
coefficient

Small 
subunit

1 16S + S4, S5, S6,

S7, S8, S9,

S11, S12, S13, 
S15,

RI30 21-22S

S16, S17, S18,

S19, S20.

2 RI30 RI   25-26S

3 RI S1, S2, S3, 30S
S10, S14, S21.

Large 
subunit

1 23S+5S + L1, L2, L3, L4,

L5, L7/L12,

L9, L10, L11,

L13, L15, L17, RI50(I) 33S

L18, L20, L21,

L22, L23, L24,

L26, L29, L33,

L34.

2 RI50(I) RI     (1) 41S

3 RI     (I) + L6, L14, L16,

L19, L25, L27, RI50(2) 48S

L28, L30, L31,

L32.

4 RI50(2) 50S

*
30

*
30

*
50

*
50

37°C

(4)

0°C

0°C

0°C

(4)
44°C

50°C (20)
44°C (4)

(20)
50°C
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The dependence of the amount of active particles on the number of assembly-
initiator proteins and the excess of rRNA is governed by the formula [25]

A = E 1-n, (4)

where A is the fraction of total proteins that appears in active particles (A for activ-
ity), E the molar ratio of rRNA to r-proteins (E for rRNA excess), and n represents the
number of assembly-initiator proteins. Let us assume that only one initiator protein
is present. If the molar ratio rRNA : TP is E, then the probability of finding the initi-
ator protein on one distinct rRNA molecule is E-1, whereas for n initiator proteins
the probability is E-n (independent events). Since the probability is the same for each
rRNA molecule, the overall probability of obtaining a complete initiation complex
(i.e., a complex of rRNA and all n initiator proteins) is E (E-n) = E1-n. This is identi-
cal (A) with the fraction of TP, which appears in active particles, since only complete
initiation complexes will form active particles. Hence, A = E1-n and

ln A = (1-n)ln E. (5)

Equation (5) provides us with direct access to the experimental strategy for the eluci-
dation of the number of initiator proteins, for example, one keeps the level of TP50

Figure 3.1-3 Translational regulation of the ribosomal proteins. 
Usually the second or third cistrons of a polycistronic mRNA 
code for an rRNA-binding protein, which can also bind to the 
region of the ribosomal binding site of the first cistron of its 
own mRNA, thus competing with initiating 30S subunits. 
Therefore, this regulatory protein will inhibit the translation 
of its own polycistronic mRNA, when a signi-ficant free pool 
of this protein is in the cell.
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constant and increases the input E of (23S+5S) rRNA. The reconstitution is then per-
formed and the yield of active particles, A, is determined. This kind of analysis
revealed that only two L-proteins actually function as assembly-initiator proteins,
and in an additional reconstitution analysis with purified proteins, L3 and L24 were
identified as the two assembly-initiator proteins of the large subunit by applying a
variation of this strategy [25]. Two proteins were also identified as assembly-initiator
proteins for the small ribosomal subunit, namely the proteins S4 and S7 [26].

We understand from Eq. (4) that a high yield of active particles, under conditions
where rRNAs are synthesized in excess over r-proteins, correlates with a small num-
ber of assembly-initiator proteins. Why then are there two initiator proteins rather
than one?

As already mentioned, the mechanisms regulating the mutual adaptation of the
synthesis of rRNA and that of r-proteins uncouple during extremely unfavorable
growth conditions leading to an excess synthesis of rRNA. At this point, feedback
mechanisms and autoregulatory circuits become increasingly important, such as the
translational regulation of the r-proteins. The principle of the translational regula-
tion is demonstrated in Fig. 3.1-3. Usually, the second or third cistrons of a polycis-
tronic mRNA of r-proteins code for an RNA-binding protein that can also bind to the
Shine–Dalgarno region of the first cistron from its own mRNA, thus competing
with initiating 30S subunit and reducing the frequency of translation of the mRNA.
Ten ribosomal proteins involved in translational regulation have been identified;
these are S4, S7, S8, S15, S20, L1, L4, L10, L12 and L20 ([27], see also Chap. 11).

If only one assembly-initiator protein existed, then in the presence of excess rRNA
all the r-proteins would flow into the formation of active particles leaving no free
pool of r-proteins for regulatory tasks. It is the existence of two initiator proteins that
is responsible for assembly-dead ends. These assembly-dead ends are loose protein–
rRNA complexes from which r-proteins are provided for the translational control.
Therefore, two initiator proteins seem to represent an optimum, the number must
be small to allow the formation of significant amounts of active ribosomes in the
presence of rRNA excess; on the other hand, the number must be larger than one to
enable translational control under unfavorable growth conditions.

Protein L24 is essential only for the early-assembly event, being dispensable dur-
ing later assembly events and not necessary for ribosomal function. The existence of
a mutant lacking L24 is a surprise. The mutant strain produces assembly-defective
50S subunits in agreement with the findings described above. The mutation is condi-
tionally lethal, exhibiting temperature sensitivity, i.e., it does not grow at tempera-
tures above 36°C. Even at permissive temperatures, severe growth defects are
observed (the doubling time is 5–7 times longer than that of wild-type E. coli strain),
and the molar ratio of 30S : 50S ribosomal subunits is only 1 : 0.5. An analyses in
vitro of the assembly of the mutant ribosomes demonstrated that L24 is absolutely
required for the total reconstitution of active 50S subunits when the incubation tem-
perature of the first step (normally 44°C, see Eq. (3)) was above 40°C. Below 40°C,
active particles could be formed in the absence of L24; however, the maximal output
of active 50S subunits was only 50% at permissive temperatures as compared with
optimal conditions, i.e., half that in the presence of functional L24, and the activation
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energy of the rate-limiting reaction during the first step incubation was twice as large
as that in the presence of L24. Obviously, another protein replaces L24 at “permissive
temperatures” (below 40°C) with reduced efficiency, and a systematic study with iso-
lated L-proteins revealed that this protein is L20 [28].

3.1.5 
Proteins Essential for the Early Assembly: The Assembly Gradient

The transition of the reconstitution intermediate RI50(1)  RI (1) is marked by a

drastic S-value shift from 33S to 41S (Table 3.1-2). RI (1) is the essential product of
the early assembly during the first-step incubation that cannot be formed during the
second step. Both intermediate particles consist of 23S and 5S rRNA and 20 differ-
ent proteins. Are all these multiple components needed for the critical transition

from RI50(1)  RI (1) ?
The results of a systematic analysis with purified ribosomal proteins were surpris-

ing. Only 23S rRNA and five proteins (L4, L13, L20, L22, and L24) were necessary
and sufficient for establishing the functionally important RI (1) conformation,
although L3 stimulated the formation, the 5S rRNA and all the other ribosomal pro-
teins were not required [6].

Comparison of the known binding sites of the early assembly proteins revealed
that all these essential proteins have a binding site located towards the 5�-end of the
23S rRNA and only the stimulatory L3 binds near the 3�-end. Since all polymerase-
dependent synthesis of nucleic acids starts at the 5�-end, this observation has an
important consequence. Those proteins that determine the early-assembly reactions
bind in vivo immediately after the onset of transcription of the 23S rRNA and before
the completion of its synthesis. This coupling of rRNA synthesis and ribosomal
assembly was termed the “assembly gradient” and states that the progress of rRNA
synthesis dictates the progress of assembly [4]. Therefore, the entropic situation of in
vivo assembly is much simpler than that of the total reconstitution in vitro: in vivo,
the assembly starts with a relatively short 5�-sequence of the rRNA and the five pro-
teins essential for the early assembly, whereas in vitro the mature 23S rRNA is
exposed to all 33 L-proteins. The entropic advantage of the initiation phase of assem-
bly in vivo is seen in the following: the disorder of assembly initiation in vivo is dras-
tically lower than under in vitro conditions, since in vivo the assembly commences
before the transcription of the rRNA is finished and thus assembly initiation deals
only with a limited number of components. These are the freshly transcribed 5�-
region of the rRNA and the five proteins that can bind to the 5�-terminal sequence
and determine the early assembly events. In striking contrast, when the mature 23S
rRNA is present, all L-proteins compete for the assembly process in vitro, thus defin-
ing a much larger disorder under reconstitution conditions. This entropic advantage
of the in vivo assembly over the in vitro reconstitution cannot be overestimated. It
might at least partially explain why in vivo the 50S assembly of E. coli ribosomes lasts
a couple of minutes at 37°C, whereas in vitro 90 min at 50°C is needed. In vivo stud-
ies have confirmed the existence of an “assembly gradient” [3].

*
50

*
50

*
50

*
50
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The longer the rRNA, the more importance the assembly gradient assumes for an
energetically favorable assembly process. The “assembly gradient” is presently the
only explanation for the extremely complicated process of ribosomal assembly in
eukaryotes. Ribosomal proteins are imported to the nucleoli, where rRNA transcrip-
tion occurs (with the exception of the 5S rRNA). The near mature ribosomal sub-
units are exported from the nucleoli to the cytoplasm. It is assumed that this
mechanism is required by the necessity to couple rRNA transcription and ribosomal
assembly and thus to retain the entropic advantage of the assembly gradient. See
Chap. 3.2 for details of the eukaryotic ribosome assembly.

The early-assembly proteins responsible for the RI30  RI  transition on the
pathway to active 30S subunits were identified in the 1960s long before the 50S anal-
ysis described above [29]. The proteins essential for the transition were S4, S7, S8,
S16 and S19, but the corresponding binding sites do not show such a clear prefer-
ence for 16S rRNA regions near the 5�-end, as the early-assembly proteins do for the
23S rRNA. However, kinetic studies also revealed a sequential assembly with a 5�- to
3�-polarity along the 16S rRNA chain [5].

3.1.6 
Late-assembly Components

One can define “late-assembly components” as those components of the 50S sub-
unit that can be added to the second incubation step of the two-step incubation to
yield active particles. In this classification, 5S rRNA and all L-proteins (except those
five proteins essential for the formation of RI (1) particles)  would be included.
However, here we define “late-assembly components” in the narrow sense as those
components which play a decisive role in the late-assembly process, regardless of
whether or not they are in addition important for stabilization of the structure and/
or participate directly in ribosomal functions.

Until now, only two L-proteins have been identified, namely L15 and L16, whose
main task is the organization of the late assembly step [30]. A mutant that lacks L15
exists (see also the next section), whereas a mutant without L16 has not yet been
described. However, ribosomes lacking either L15 or L16 or both proteins can be
reconstituted and are active in poly(U)-dependent poly(Phe) synthesis. Both proteins
have been shown to accelerate the assembly process independently by a factor of 2–
4; the proteins act synergistically since together they increase the assembly rate by a
factor of 20. The stimulatory effects of both proteins are also observed when they
were added after the two-step reconstitution during a short third incubation under
the conditions of the second step. This means that particles could be reconstituted
during the standard two-step procedure in the absence of L15 and L16, and the late
addition of these proteins in a short third incubation was sufficient to form active
particles. The latter feature underlines their involvement in the late assembly.

5S rRNA also fulfill’s the criteria of a late-assembly component, viz., it can also be
added after the two-step reconstitution to a third incubation. The activation effect of
5S rRNA is heat-dependent, i.e., it induces a conformational change. However, in

*
30

*
50
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contrast with L15 and L16, fully active particles without 5S rRNA cannot be reconsti-
tuted. Therefore, a direct or indirect involvement of 5S rRNA in ribosomal functions
is probable, in addition to its assembly activities [15].

3.1.7 
Proteins Solely Involved in Assembly 

A comparison of the secondary structures of rRNAs from organisms of the various
kingdoms reveals that about two-thirds of the E. coli 16S and 23S rRNAs is univer-
sally conserved (Fig. 3.1-4). The regions of the remaining one-third are randomly
scattered over the rRNAs and can be shorter, longer or even absent in other organ-
isms. Similarly, one-third of the r-proteins are dispensable in E. coli, since mutants
have been described lacking one or other of these r-proteins (Table 3.1-3). A recent

Figure 3.1-4 The core structure (green lines) common to all 
16S-type rRNAs from ribosomes of various organisms: (A) E. coli; 
(B) Halobacterium volcanii; (C) yeast, cytoplasmic ribosomes; 
(D) mitochondria of plants (maize). According to Ref. [46], 
modified.
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comparison of sequenced genomes from organisms of all three evolutionary
domains, viz., bacteria, archaea and eukarya, found that about one-third of the E. coli
proteins are universally conserved ([31]; Fig 3.1-5). This suggests that these rRNA
regions and r-proteins are dispensable for ribosomal assembly, structure or function,
although they might accelerate assembly, stabilize structures or fine-tune functions.

Proteins that accelerate assembly represent one class of proteins solely involved in
assembly. S16 and L15 belong to this class. Fully active 30S subunits can be assem-
bled in the absence of S16, but the protein accelerates the assembly [32]. L15 is abso-
lutely required for the formation of active particles under standard reconstitution
conditions, but this requirement is relieved after decreasing the NH4Cl concentra-
tion from 400 to 240 mM [30]. Under these conditions, L15 accelerates the assembly
process by a factor 2–4, which correlates well with the prolonged generation time
(2–3 fold) of the mutant lacking L15. This observation suggests that the production
of the large ribosomal subunits is the rate-limiting factor of the generation time of
E. coli cells under optimal growth conditions.

A second class of “assembly-only proteins” consists of a group of proteins essen-
tial for achieving a distinct assembly stage, which is a necessary intermediate in the
path towards an active subunit. If mutants lacking such a protein exist at all, they are
very sick. L20, L24, and probably L16, belong to this class. L16 is an assembly pro-
tein; it accelerates the late assembly, and particles lacking L16 can be reconstituted
and show a good activity in poly(Phe) synthesis, although reconstituted 50S subunit
with a full complement of proteins are four times more active [30]. Crystal-structure
analysis of 50S subunits suggests that L16 might help to position tRNAs at P-site
(see Chap. 6). A mutant lacking L16 has not yet been identified, possibly because of

Figure 3.1-5 Conservation of ribosomal 
proteins from bacteria (B), eukarya (E) and 
archaea (A). 34 proteins are universally 
conserved, no proteins are common between 
bacteria and archaea or between bacteria and 
eukarya, whereas 33 proteins are present in 

archaea and eukarya. This is an impressive 
example that the common ancestor of 
archaea and eukarya separated from 
bacteria before the domain separation 
between eukarya and archaea. From 
Ref. [31] with permission.
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this role in positioning tRNAs. A mutant lacking L20 is also yet to be described. As
mentioned previously, the mutant lacking L24 is severely handicapped as expected.

Both L20 and L24 are essential for the formation of the obligatory, early intermedi-

ate RI (1), but they are not involved in late assembly nor in ribosomal functions.
How can one test that a protein has an essential role in the assembly but no role in
function? The intriguing observation was that L20, L24, and other proteins (L4, L14,
and L22) are essential for the formation of the RI (1) conformation, but once this
conformation has been achieved, at least for L20 and L24, they can be again removed

by high-salt washes without losing the RI (1) conformation. If the resulting core
particle is reconstituted with TP50 lacking either L20 or L24, fully active particles are
obtained. Therefore, both proteins are essential for the early assembly but play no
role in either late assembly or ribosomal functions [33, 34].

3.1.8
Assembly Maps

In addition to the formal assembly pathway described in the preceding sections, the
precise sequence of binding reactions starting with the 16S or 23S rRNA has been
unravelled. The experimental results of such binding analyses are summarized in
“assembly maps”. Primary binding proteins can individually form a stable complex

Table 3.1-3 Mutants from E. coli lacking r-proteins. (taken from Ref. [45]).

Subunit Missing protein Phenotype

30S S1

S6

S9 Cold-sensitive

S13

S17

S20 Temperature-sensitive

50S L1

L11

L15 Cold-sensitive

L19

L24 Temperature-sensitive,

Very slow growth

L27 Cold-sensitive

L28 Cold-sensitive

L29

L30

L33 Cold-sensitive

*
50

*
50

*
50
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with the rRNA and are connected to the rRNA by a thick arrow in Fig. 3.1-6. Second-
ary binding proteins require the help of other proteins. The assembly map reflects
the interdependencies of the proteins for their incorporation into the ribosomal
particle. Consistently, the sequence of stripping-off r-proteins with increasing LiCl
concentrations is the exact reverse of the assembly order [35].

An interdependence of binding of two proteins does not necessarily reflect physi-
cal proximity. It is conceivable that a protein induces a conformational change of the
ribonucleoprotein particle (RNP) upon integration, thus generating new binding
sites for other components. Crystal structures of the small [36, 13] and the large sub-
units [37, 12] at atomic resolution have enabled a quantum leap in our understand-
ing of the assembly process. We can infer the precise protein–rRNA interactions for
each protein as demonstrated with the 30S subunit [38], and thus it is now clear that
the primary binding proteins (those proteins in Fig. 3.1-6 directly connected with the
rRNA) help to nucleate the folding of the rRNA domains. An assembly feature seen
for the three major secondary structure domains of the 30S subunit – namely that
each of these domains (Figure 3.1-7) represent an independent assembly and fold-
ing domain [39–42] is strictly true only for the 3� major domain forming the head of
the 30S subunit. The proteins involved form a separate S7-dependent branch of the
30S assembly map. With regard to the other domains, the above-mentioned study of
protein–16S rRNA interactions revealed that most of the proteins contact more than
one domain [38]. This is particularly true for the 5� (30S body) and central domains
(platform), which are tightly associated with each other. This observation can proba-
bly be extrapolated to the assembly of these domains and thus explains why the 30S
subunit has only two assembly-initiator proteins [26], S4 initiating the assembly of
the 5�- domain and the central domain (body and platform, respectively), and S7 the
3� major domain (head).

Since assembly follows transcription of the rRNA from 5�- to the 3�- end, the
assembly proceeds in three main steps, the 5� domain forms the body of the 30S
subunit, followed by the formation of the platform (central domain) and eventually
by that of the head (3� major domain). The 3� minor domain is formed from the long
helix (h44) that runs down and back up the interface of the 30S subunit and com-
prises elements of the decoding center (see Chap. 8.2), as well as the short h45 and
the anti-Shine-Dalgarno stretch at the 3�- end of the 16S rRNA (see Chap. 7).

The assembly of the domains of the 30S subunit was the topic of an interesting
experiment in silico [43]. The 30S crystal structure was simplified by considering each
nucleotide of the 16S rRNA as a pseudo-atom P and each aminoacyl residue of the
ribosomal proteins as a pseudo-atom C. Interactions between proteins and 16S rRNA
were assumed when Ps and Cs were closer than 3 Å. The resulting interaction dia-
gram (Fig. 3.1-8) shows again the exclusive interaction of the proteins from the S7-
dependent assembly branch with the head domain. In the next step the secondary
structure map of 16S rRNA was taken, i.e., the tertiary folding was removed and the
secondary structure alone considered, the proteins were added according to the
sequence of the assembly map and the 16S rRNA secondary structure folded following
the derived contact points of Fig. 3.1-8. The result was that the domains obtained were
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Figure 3.1-6 Assembly maps of the ribosome 
from E. coli. (A) The small 30S subunit ([47]; 
modified according to Ref. [48]). Assembly 
proteins in the green, yellow, and purple 
field drive the assembly of the 5�-domain, 
the central domain and the 3�-domain. Proteins 
above the dotted line are those either required 
for the formation of RI  particles or found in 
the isolated 21 RI30 particles. (B) The 
large 50S subunit. The three main fragments 
of 23S rRNA (13S, 8S, and 12S) are indicated, 

and proteins are arranged according to 
their binding regions on 23S rRNA. The 
proteins boxed with a blue line are required 
for the transition RI50(1)  RI50(1)* of the 
early assembly. Proteins above the brown 
line are those found in the RI (1) particles. 
L5, L15 and L18, circled by the green line, 
are the proteins important for mediating 
the binding of 5S rRNA to 23S rRNA 
(according to Ref. [49], modified).

*
30

*
50
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Figure 3.1-7 Ribosomal secondary and tertiary 
structure within the ribosome; the domains are 
marked with the same color in the secondary 
and the tertiary structures. (A) Structures of 
the 16S rRNA; the 5�, central and 3� major 
domain are in blue, red and green; the 3� minor 
domain in blue (3� MIN); Hd, head; Bd, 

body; Pt, platform; the proteins are in gray. 
From Ref. [43], with permission. 
(B) Structures of the 23S rRNA. Note that 
the colors of the domains are different in 
the maps of the secondary structure and 
in the tertiary structure. From Ref. [50] with 
permission.
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strikingly similar to those of the crystal structure, whereas the interdomain arrange-
ments deviated significantly. The conclusion was that the sequential addition of the
proteins during the assembly gradient dictates the folding pathway for the 16S rRNA,
whereas the mutual arrangement of the domains might be governed by rRNA–rRNA
interactions. The implicit assumption of this study, namely that the structure of the
ribosomal proteins before and after assembly is practically the same, seems to be justi-
fied (see Ref. [38]).

Despite our rapid increase in understanding of the assembly processes through
the ribosome subunit crystal structures, we have but scant knowledge of the features
responsible for the extremely efficient assembly of ribosomes in vivo. This is empha-
sized, for example, by the requirement of an incubation step at 50°C for 90 min dur-
ing reconstitution of a 50S subunit in vitro [22] with the in vivo assembly of the large
subunit in 20 min at 37°C. Although the assembly gradient as mentioned contrib-
utes to this enhancement, there are undoubtedly multiple helicases and chaperones
that facilitate and accelerate the assembly process. The elucidation of the concerted
interplay of elements supporting the assembly in vivo is a challenge for future
assembly studies.
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3.2 
Eukaryotic Ribosome Synthesis

Denis L. J. Lafontaine

3.2.1 
Introduction

Recent proteomic developments are providing the first eukaryotic ribosomal assembly
maps. In these, pre-ribosomal assembly appears to be asymmetric, at least biphasic,
with the small ribosomal subunit synthesis factors binding first to the pre-rRNAs to
be replaced, after the first few pre-rRNA cleavages, by proteins involved in the syn-
thesis of the large ribosomal subunit. Pre-rRNA processing is fairly well character-
ized with several key-processing enzymes remaining to be identified, including
most endoribonucleases. rRNA modification is also well understood and relies
extensively on small nucleolar RNAs (snoRNAs) for the recognition of the sites of
modification. Nucleolar routing of box C+D snoRNAs (required for sugar 2� O
methylation) involves transit through a specific nuclear locale, the human coiled/
cajal body (CB) and yeast nucleolar body (NB); these are conserved sites of small
ribonucleoprotein particles (RNP) biogenesis. The first proteins involved in ribo-
some export are being identified; however, most of these are also required for pre-
rRNA processing, and presumably pre-rRNP assembly. Their precise function in
RNP transport therefore awaits these effects to be uncoupled. Key factors active in
ribosome synthesis are also required for the processing of many other classes of cel-
lular RNAs, suggesting that maturation factors are recruited from a ‘common pool’
of proteins to specific pathways. Much remains to be done to understand how rRNP
processing, modification, assembly and transport are integrated with respect to ribo-
some synthesis and other cellular biosynthetic pathways.

3.1.1
Prelude

Ribosome synthesis starts in the nucleolus, the site of rDNA transcription. rRNA
synthesis occurs at the interface between the fibrillar center(s) (FCs) and the dense
fibrillar component (DFC) with the nascent transcripts reaching out in the body of
the DFC ([128]; reviewed in Ref. [104]). A dedicated polymerase, RNA Pol I (Pol I),
drives the transcription of a large precursor encoding three of the four mature ribo-
somal RNAs (rRNAs). The fourth rRNA, 5S, is produced from a Pol III promoter.
The Pol I primary transcript is modified (specific residues are selected for ribose or
base modification and pseudouridines formation), processed (mature sequences are
released from the precursors and the non-coding sequences discarded) and assem-
bled with the ribosomal proteins (RPs) in pre-ribosomes (reviewed in Refs. [130,
224, 298, 299, 311, 325]). As these processes occur, the granular component (GC) of
the nucleolus emerges. FC, DFC, and GC are morphologically distinct compartments
present in most eukaryotes; interestingly, although controversial, recent analysis
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indicate that the yeast Saccharomyces cerevisiae has no FC (D.L.J. Lafontaine and
M. Thiry, unpublished results). The relationship between the subnucleolar struc-
tures and the different steps of ribosome synthesis is not clear at present.

The nucleolus is a highly dynamic structure, and RNA and protein components
are known to exchange with the surrounding nucleoplasm with high kinetics
[40, 211]. The average nucleolar residency time for human fibrillarin was estimated
to be of only ~40 s, indicating that the remarkably stable organization of the nucleo-
lus may in fact reflect the extremely rapid dynamic equilibrium of its constituents. It
is presently unclear whether there are resident, structural, nucleolar proteins or
whether the structure simply ‘holds together’ through multiple, weak, interactions
occurring between the nascent pre-rRNAs and the numerous trans-acting factors
recruited to the sites of transcription [173]. The recent proteomic characterization of
this cellular compartment will probably help to address these issues ([8, 236];
reviewed in Ref. [61]).

Pre-ribosomes are released from the nucleolar structure, reach the nuclear pore
complexes (NPC), presumably by diffusion, and are translocated to the cytoplasm.
Both the small (40S) and large (60S) ribosomal subunits undergo final cytoplasmic
maturation steps. A large number of trans-acting factors follow the pre-ribosomes to
the cytoplasm and are recycled to the nucleus. Recent data suggest that the final
steps of maturation may be coupled to cytoplasmic translation [240, 286].

RP genes, most often intron-containing, duplicated and expressed at distinct
levels (yeast), are transcribed by Pol II. RP pre-mRNAs follow a canonical Pol II
synthesis pathway (including capping, splicing, poly-adenylation, etc.; reviewed
in Ref. [219]) and are routed to the cytoplasm to be translated. RPs are addressed
to the nucleus and the nucleolus. Nuclear targeting operates on the NLS mode
(reviewed in Refs. [163, 322, 323]); redundant importins are involved [111, 230].
Nucleolar targeting is less- well defined.

Ribosome synthesis is an extremely demanding process requiring both tremen-
dous amounts of energy and high levels of co-regulation and integration with other
cellular pathways (reviewed in Refs. [150, 214, 309]). The production of the resident
ribosomal components (4 rRNAs and about 80 RPs), as well as several hundreds of
RNAs and protein trans-acting factors (see below) depends on the concerted action
of the three RNA polymerases, extensive RNA processing and modification reac-
tions, RNP assembly and transport and the function of several RNPs, including the
ribosome itself. With about 2000 ribosomes to be produced per minute in an actively
dividing yeast cell, transcription of pre-rRNAs and RP pre-mRNAs alone represent
not less than 60 and 40% of the Pol I and Pol II cellular transcription, respectively.
With about 150 pores per nucleus, each pore must import close to 1000 RPs and
export close to 25 ribosomal subunits per minute.

The nucleolus does not only serve the purpose of ‘making of a ribosome’. In fact,
it appears that most classes of cellular RNAs, including mRNAs [117, 239], tRNAs
[21], snRNAs [81, 87], the SRP [42, 93, 110], RNAse P [113] and the TEL RNP [64,
192, 254] all transit through this organelle on their way to their final destinations,
which can either be the nucleoplasm or the cytoplasm. Although the reason for this
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trafficking is in most cases unclear at present, this presumably reflects a need to
benefit from the pre-ribosomes maturation machinery. In the following, I will try to
emphasize instances where common trans-acting factors are used on distinct classes
of RNAs. The concept of a ‘multifunctional nucleolus’ has recently been elegantly
reviewed [206].

Most of our current understanding of ribosome synthesis is based on research
work in S. cerevisiae; this will be reviewed here. Other eukaryotic systems have been
used successfully, including trypanosomes, Xenope, mouse and humans. Compari-
son between these various levels of organization is most useful and often highlights
a high degree of conservation throughout the eukaryotic kingdom, e.g., most trans-
acting factors identified in yeast have human counterparts.

This chapter will present an overview of eukaryotic ribosome synthesis for the
non-specialists, with an emphasis on the latest developments and unresolved issues.

3.2.2
Why so many RRPs?

An excess of 200 proteins, here referred to as RRPs (ribosomal RNA processing
factors) are required for ribosome synthesis and transiently associate with the pre-
ribosomes. RRPs are not found in mature, cytoplasmic, particles but are recruited
at various stages in the ribosomal assembly process. Recruitment presumably fol-
lows a strict temporal order. A similar number of small, stable RNAs, which localize
at steady state in the nucleolus, the snoRNAs, are also involved.

Most RRPs have no known function and, in fact, apart from those few with cata-
lytic activities or well-characterized protein domains, we clearly have no idea of
what they do. Best-characterized RRPs include several endo- and exoribonucleases
(Table 3.2-1), snoRNA-associated proteins, modification enzymes (ribose and base
methyl-transferases, pseudouridine synthase), RNA helicases [47, 262], GTPases
[86, 240, 317], AAA-ATPases [14, 77], protein kinases [295, 296], RNA binding or
protein–protein interaction domain-containing proteins and proteins with striking

Table 3.2-1 Endo- and exoribonucleolytic activities involved in pre-rRNA processing.

Cleavage site Cleavage activity References

B0 Rnt1p/yeast Rnase III 136

B0 B2 Rex1p 187

A0, A1, A2 ?, ?, ?

A3 MRP 159

A3 B1S Rat1p, Xrn1p 98

B1L ?

C2 ?

C2 C1� and C1� C1 Rat1p, Xrn1p 85

C2 E Exosome
Rex1p, Rex2p
?Ngl2p

176
287
65
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homology to RPs [14, 59, 79, 234]. Protein–protein interaction domain include coil–
coil domains, WD and HEAT repeats, crooked-neck-like tetratrico peptide repeat,
etc.; distinctive RRP motifs include the Brix, GAR, G-patch, and KKD/E-domains
[9, 62, 67, 83, 94, 318]. The actual catalytic activity of most RRPs remains to be dem-
onstrated experimentally and the precise substrate of these proteins is, in most
cases, not known.

Comprehensive lists of RRPs have recently been compiled by various authors with
a short description of protein domains and known or presumed functions; these are
freely available on-line (see useful WWW links at the end of this chapter).

3.2.3 
(Pre-)ribosome Assembly, the Proteomic Era

In the early 1970s, the joint efforts of the Warner and Planta Labs defined the basics
of eukaryotic ribosome assembly; this remained the core of our understanding for
the next 30 years [133, 277, 282, 297, 308, 312, 313]. Metabolic labeling experiments
and sucrose-gradient analysis revealed that following transcription, an early 90S
pre-ribosome is formed and subsequently partitioned into a 43S and a 66S particle,
precursors to the 40S and 60S subunits, respectively (see Fig. 3.2-1). The RNA con-
tent of these particles was established as 35S, 27S, and 20S pre-rRNAs for the 90S,
66S, and 43S particles, respectively. The conversion of the 43S particles to 40S sub-
units is closely linked to small subunit export. Few RRPs were known at that time
and the protein composition of these RNP complexes was not determined.

In the absence of appropriate tools, most of the research focused on other aspects
of ribosome synthesis with most of the progress being made on pre-rRNA process-
ing and modification (see below).

There was no reason to believe a priori that there would be a strong bias for the
association of RRPs involved in small subunit synthesis with the primary transcript.
In fact, since many mutations affecting primarily 25S rRNA synthesis have negative
feedback effects on early pre-rRNA cleavages (see Sect. 3.2.4 and Ref. [299]), as part
of what we think is a ‘quality control’ mechanism (see below), the suggestion was
made that early and late RRPs interact functionally; such interactions could have
occurred in a single, large, ‘processome’. Functional interactions between early and
late RRPs are most probably prevalent but the simple view of a unique ‘processome’
has however been recently challenged.

The advent of efficient copurification schemes and mass-spectrometry analysis
[162, 228] led several labs to isolate distinct pre-ribosomal species (currently about
12, see Table 3.2-2). Typically, these were purified from one or several epitope-
tagged protein components of the rRNPs ([14, 56, 67, 91, 95, 195, 234, 318]; reviewed
in Refs. [71, 310]). These preparations have achieved a much better definition in
their pre-rRNA content (which parallels our current understanding of pre-rRNA pro-
cessing, see Figs. 3.2-1 and 3.2-3) and the protein composition of the particles has
been established accurately. In combination with high-throughput copurification
and two-hybrid schemes ([74, 75, 84, 101, 244] and useful WWW links), these data
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Figure 3.2-1 Ribosomal assembly pathways. 
See main text for a full description. Cleavage 
sites, processing activities and RNA content 
of pre-ribosomal particles are indicated, as well 
as the TAP-targets used for the purifications 
(see Table 3.2-2). Pre-ribosomes have tent-
atively been ordered, based on their protein and 
RNA content, and assigned and to the early (E), 

middle (M), or late (L) class. At the time 
of writing (Christmas 2002), several novel 
pre-ribosomal species are being isolated 
(in particular in the 40S subunit branch) and 
the pathway is expected to be much refined 
in the next few months. Largely inspired 
by Fatica and Tollervey [71]). Nu, nucleus; 
Cy, cytoplasm.

Table 3.2-2 TAP-tagged purified pre-ribosomes, as of Christmas 2002.

Pre-ribosomes TAP targets References

90S and U3/SSU processome Pw2p, Rrp9p, Nop58p, YDR449c, Krr1p, 
Noc4p, Kre31p, Bud21p, YHR196w, 
YGR090w, Enp1p, YJL109c, Nop14p

91

U3/SSU processome Mpp10p and Nop58p 56

Pre-60S E1 Ssf1p 67

Pre-60S E2 Nop7p 95

Pre-60S M Nug1p 14

Pre-60S L Nug2p/Nog2p 234

Seven species of early (E), 
medium (M) and late (L) pre-60S

Nsa3p, Nop7p, Sda1p, Rix1p, Arx1p, 
Kre35p, Nug1p

195

The TAP technology (Tandem Affinity Purification, 228) has been 
used to isolate most pre-ribosomes described to date.
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provide the basis to draw the first eukaryotic (pre-)ribosomal assembly maps (see
Figs. 3.2-1 and 3.2-2).

It transpires that ribosomal assembly is strongly asymmetric and at least biphasic
([56, 91]; reviewed in Ref. [71]). Early RRPs interact with nascent pre-rRNAs, mostly
in association with the U3 snoRNP, now also referred to as the small subunit proces-
some (‘SSU processome’; [56], see below). Following the first three pre-rRNA cleav-
ages, at sites A0, A1, and A2 (see Figs. 3.2-1–3.2-3 and pre-rRNA processing section),
this first set of factors essentially cycles-off the pre-ribosomes and is replaced by the
large ribosomal subunit RRPs (Fig. 3.2-2). Pre-40S subunits are then left associated
with very few factors, about a dozen of them, referred to as the SSU RRP complex
[235, 335]; pre-60S subunits acquire several dozens of novel RRPs. As anticipated,
there is a steady decrease in the number of these pre-60S-associated RRPs as the
pre-ribosomes undergo the complex 5.8S–25S pre-rRNA processing pathway and
reach the NPC. 90S and 66S particles were long known to have a higher ratio of
protein to RNA content than the mature 60S subunits, as judged from buoyant den-
sities in CsCl gradients (see, e.g., Ref. [277]). This is in contrast with 43S pre-ribo-
somes and 40S subunits that have about the same protein content. Late nuclear pre-
60S ribosomes show the reassuring presence of known transport factors, such as the
well-characterized Nmd3p/Rpl10p couple (see Sect. 3.2.7).

Figure 3.2-2 The ‘biphasic model’ for ribosomal assembly. The SSU 
RRPs (including the U3 snoRNP/SSU processome’) associate with 
the primary Pol I transcript, generating the 90S pre-ribosomes. This 
first set of RRPs is replaced after the first three pre-rRNA processing 
reactions (A0–A2) by the LSU RRPs.
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Most striking from the currently described pre-rRNPs is the conspicuous absence
of most known cleavage enzymes; this could either reflect the low abundance or
transient associations of these activities with the rRNP complexes.

X-ray crystallographic analysis of large ribosomal subunits revealed that while
many RPs are located on the exterior of the rRNA core, several RPs show idiosyn-
cratic extensions deeply buried into the body of the subunits in a configuration that
is only compatible with concomitant foldings of the RPs and the rRNAs ([13];
reviewed in Refs. [55, 143, 220, 222]). This presumably underlies the need for close
to 30 distinct remodeling activities (helicases, GTPases, and AAA-ATPases). It is
remarkable that several RRPs are strikingly homologous to RPs (e.g., Imp3p/Rps9p,
Rlp7p(Rix9p)/Rpl7p, Rlp24p/Rpl24p, Yh052p/Rpl1p [14, 59, 79, 234]), suggesting
that they possibly ‘hold in place’ pre-rRNP structures during the assembly process,
preventing premature, irreversible, folding steps to occur before being swapped for
their homologous RPs. This strategy may even couple late pre-rRNA processing
reactions to translation as eIF3j/Hcr1p is required for both 20S pre-rRNA process-
ing and translation initiation and the RRP Efl1p is homologous to the ribosomal
translocase EF-2 [240, 286].

Pre-rRNP particles currently described were isolated from tagged RRPs and
although clearly distinct in composition, as expected from the substantial remodel-
ing of the pre-ribosomes that take place along the pathway, represent mixed pre-
rRNP populations. It is also important to note that it is in fact mostly pre-ribosomal
assembly rather than ribosomal assembly per se that has been addressed so far.
Indeed, RPs present a particular challenge; there are usually small, highly basic and
coprecipitate at high degrees with targets that are not related to ribosome synthesis.
Despite these limitations, a major step has however been achieved with the isolation
of particles which have a lifetime of presumably less than a minute.

Much remains to be done to understand what the RRPs exactly do, how and when
they interact with the pre-ribosomes and how they ‘talk’ to each other.

3.2.4 
Ribosomal RNA Processing, Getting there…

Pol I transcription drives the synthesis of a large pre-rRNA, 35S in yeast, containing
the mature sequences for the small subunit rRNA (the 18S rRNA) and two of the
large subunit rRNAs (5.8S and 25S rRNAs). Completion of transcription requires
about 5 min. Mature sequences are flanked with non-coding spacers (Fig. 3.2-3A).

Figure 3.2-3 rDNA and pre-rRNA processing 
pathway. (A) Structure of the yeast rDNA. 
The 18S, 5.8S and 25S rRNAs are encoded 
in a single, large, Pol I transcript (35S). 
Mature sequences are separated by non-
coding spacers, the 5�- and 3�-external 
transcribed spacers (ETS) and the internal 
transcribed spacers 1 and 2 (ITS). Processing 
sites (A0 to E) are indicated. 5S is transcribed 

independently, in the opposite direction, by 
Pol III as 3�-extended precursors. The 
production of 5S mature 3�-ends is a multi-
step process that requires Rex1p. (B) Pre-
rRNA processing pathway in wildtype strains. 
See main text for a description of our current 
understanding of the processing pathway. 
Processing at sites C2 E is detailed in 
Fig. 3.2-4.
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Note that C2 (referred to as C2� in Ref. [85]) was 
recently mapped precisely by primer extension 
at a position located 94 nucleotides upstream of 
site C1. Previous mapping, by RNase protection, 
located this site slightly upstream (at position 
+101 with respect to C1). Although both sites 
may be used in vivo, it is more probable that this 
difference reflects limitations inherent to the 
RNase mapping strategy used. In Ref. [85], the 

C2�-B2 RNA is referred to as 25.5S (C2-B2 
is 26S here).
Note that a cryptic processing site (A4) has 
recently been identified in ITS1 between A2 
and A3 in rrp5 mutants [63]. (C) Aberrant RNA 
precursors commonly detected in RRP mutants. 
Delays in early pre-rRNA processing often results 
in the accumulation of the 23S, 22S or 21S RNA. 
These are generally not further matured.
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A Pol III precursor, 7S, is processed in 3� by the Rex1p/Rna82p exoribonuclease
into 5S; the third large ribosomal subunit rRNA [213, 287]. In most eukaryotes but
S. cerevisiae, 5S rDNA is located in extranucleolar loci as individual or repeated cop-
ies. In yeast, 35S and 7S are encoded on opposite strands within 150–200 repeated
9 kb rDNA arrays located on chromosome XII (Fig. 3.2-3A).

Mature sequences are generated from the 35S pre-rRNA following a complex
multi-step processing pathway requiring both endo- and exoribonucleolytic diges-
tions (Fig. 3.2-3B). It is thought that most cleavage sites are known and occur within
about 2 min following a precise temporal order. There is a strong bias for cleavages
from the 5�-  to the 3�-end of the primary transcript and the synthesis of the small
and large ribosomal subunits is relatively independent.

The 35S pre-rRNA is successively cleaved in the 5� external-transcribed spacer
(5�-ETS) at sites A0 and A1 and in the internal-transcribed spacer 1 (ITS1) at site A2

(Fig. 3.2-3B). Endonucleolytic digestions at sites A0 and A1 produce the 33S and 32S
pre-rRNAs, respectively. Precursors to the small and large subunit rRNAs (the 20S
and 27SA2 pre-rRNAs, respectively) are generated by endonucleolytic cleavage of
the 32S pre-rRNA at site A2. The precise mechanism of cleavage at sites A0–A2 is
not known; however, these reactions are tightly coupled and involve the box C+D
snoRNA U3/the ‘SSU processome’ (see below). The 20S pre-rRNA is then exported
to the cytoplasm where endonucleolytic digestion, by an unknown RRP, at site D
provides the 18S rRNA [276, 282]. A complex of late small subunit RRPs has
recently been described in association with the dimethyl-transferase Dim1p ([295]
and see below); the endonucleolytic activity may lie in one of these.

The 27SA2 pre-rRNA is cleaved at site A3 to generate the 27SA3 RNA. This cleav-
age is carried out by the endoribonucleolytic RNP complex RNase MRP. RNase MRP
is highly reminiscent to another snoRNP, the ubiquitous RNase P that is involved in
the 5�-end formation of tRNAs (reviewed in Refs. [183, 329]). The homology extends
both to the structure of their respective RNA as well as to their protein composition
(eight of the nine protein subunits are shared between the two enzymes). Snm1p is
specific to RNAse MRP; Rpr2p is unique to RNase P [35, 238]. 

In the absence of cleavage at site A2, pre-rRNA processing can proceed through
the next ITS1 cleavage at site A3. This can be seen as a ‘rescue’ pathway for such an
essential activity as ribosome synthesis [183].

There are two alternative pathways of synthesis of 5.8S–25S rRNAs [98]. In the
major pathway, which represents ~80% of the total processing, the 27SA3 pre-rRNA
is trimmed to site B1S (the 5�-end of the most abundant form of 5.8S, the 5.8SS

rRNA) by the combined action of two 5�–3� exoribonuclases, Rat1p and Xrn1p.
Rat1p is encoded by an essential gene and mostly located to the nucleus; Xrn1p is
not essential and mostly localizes to the cytoplasm [114]. These two exoribonu-
cleases often show partially overlapping functions (see, e.g., Refs. [65, 85, 98, 210]).

27SBS is cleaved by an unknown endonuclease, roughly in the middle of ITS2, at
site C2. Cleavage at C2 provides the 7SS and 26S pre-rRNAs. Processing of the 3�-end
of 5.8S and the 5�-end of 25S requires a complex succession of, mostly, exoribonu-
cleolytic digestions. During these, consecutive substrates are literally ‘handed over’
from one ribonucleolytic activity to the next.
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The 7S is digested to site E by the successive action of the exosome complex [4, 176,
177], the Rex1p exoribonuclease and Ngl2p, a putative endonuclease [65, 287].

The exosome is a remarkable complex of 11 3�–5� exoribonucleolytic activities
involved in the synthesis and degradation of most classes of cellular RNAs ([6, 99,
109, 176]; reviewed in Refs. [178, 289]). A nuclear form of the exosome is special-
ized in the synthesis and turnover of large RNAs, including rRNAs and pre-
mRNAs as well as most classes of small stable RNAs (snoRNAs, snRNAs, tRNAs,
pre-mRNAs, SRP, RNase P, etc.); a cytoplasmic form is devoted to mRNA degrada-
tion. Rrp6p (E. coli RNase D), a non-essential subunit of the exosome, is specific to
the nuclear form of the complex [6, 29]. Nuclear and cytoplasmic exosomes also
differ by their use of specific cofactors (see, e.g., Refs. [260, 290]). The related
DExH putative RNA helicase Dob1p/Mtr4p (nuclear) and Ski2p (cytoplasmic) is an
example [48, 109].

7S precursors are first trimmed from site C2, located at position +134 with respect
to the 3�-end of 5.8S, to position +30 [4] (Fig. 3.2-4). This requires all the subunits of
the exosome and the nuclear cofactor Dob1p/Mtr4p. 5.8S+30 pre-rRNA is then
digested to position +8 by Rrp6p. 5.8S+8, also referred to as 6S, is consequently
trimmed to 5.8S+5 by the multiple exoribonuclease activities of Rex1p, Rex2p and
the exosome complex (notably the Rrp40p and Rrp45p subunits) [4, 287]. 5.8S+5 is
finally matured to 5.8S by Ngl2p [65] (Fig. 3.2-4).

While the relationship between the subnucleolar compartments and the various
ribosome synthesis steps is far from being clear, it is probable that the DFC is the site
of early pre-rRNA processing, modification and assembly reactions with later pro-
cessing cleavages and assembly steps occurring in the GC. SnoRNP core proteins

Figure 3.2-4 Multiple steps of ribonucleolytic ‘hand-over’ are 
required to synthesize the 5.8S rRNA. Successive pre-rRNA 
species and trans-acting factors involved are indicated. See 
main text for a complete description.
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involved in 2� O methylation, pseudouridines formation and early pre-rRNA process-
ing cleavage at sites A0–A2 (see below) localize to the DFC [97, 156, 197]. The MRP,
involved in cleavage at site A3, is detected in the GC [225]; this is also where Rlp7p,
which is required for cleavage at site C2, has been localized [79].

Following cleavage at site A2, the maturation of the small and large rRNAs is rel-
atively independent. However, mutations affecting primarily the synthesis of 5.8S
and 25S rRNAs frequently have negative feedback effects on early cleavages at sites
A0–A2. The mechanism underlying these observations is not known but believed
to be part of a ‘quality control’ mechanism (it would not appear very useful to fur-
ther initiate the production of pre-ribosomes that will fail to mature properly),
which presumably reflects the existence of functional interactions between early
and late RRPs.

3�-end formation of other classes of RNAs, such as the snoRNAs and snRNAs,
seem to follow a similar strategy of ‘exoribonucleolytic hand over’ [4, 288]. It is
unclear, at present, whether so many distinct nucleolytic activities, with partially
overlapping specificity, are required to achieve what would appear to be a fairly
straightforward processing. This presumably provides potential for further ‘rescue
pathways’ and quality controls.

The 26S pre-rRNA is trimmed to site C1 by Rat1p and Xrn1p. This is also probably
a multi-step process. Consistently, primer extension through ITS2 from an oligonu-
cleotide specific to the 5�-end of 25S rRNA reveals strong stops at positions +9 and
+18 (respective to 25S rRNA 5�-end). The species extending to site +9 (25S�) is lost in
some RRP mutants [79]. In the mature subunits, 5.8S and 25S rRNAs are base-
paired but the precise timing of this association in the pre-ribosomes is not known.

The major site of Pol I transcription termination (site T2) is located at position
+210 (respective to the 3�-end of 25S rRNA). Precursors extending to this site are
however not detected in wild-type cells as primary transcripts are cleaved co-tran-
scriptionally at sites +14/+49 (B0) on both sides of an AAGN-closed stem-loop
structure by the endonuclease Rnt1p [37, 136, 326]. Rnt1p is homologous to bacte-
rial RNase III which similarly cleaves its substrates on both sides of extended
stem-loop structures (reviewed in Ref. [121]). Final trimming to site B2 (the 3�-end
of 25S) is carried out by Rex1p/Rna82p [287]. An oligonucleotide specific to
sequences located downstream to B2 detects 27SA2 but not 27SB on Northern
blots, demonstrating that processing at sites B1 and B2 is tightly coupled and pre-
sumably concurrent [136].

The minor pathway (used in ~20% of the cases) produce pre-rRNAs and 5.8S
rRNA that are extended in 5� by 7–8 nucleotides. This starts with cleavage of the
27SA2 pre-rRNA at site B1L by an unknown enzyme, a presumed endoribonu-
clease. The resulting 27SBL is then processed into 25S and 5.8SL rRNAs following
a pathway that is, as far as we know, essentially identical to the one described
above for 27SBS.

It is not precisely known when the 5S RNP (5S rRNA associated with RPL5,
see [52]) joins pre-60S ribosomes but its recruitment is required for efficient 27SB
processing and is therefore presumably concomitant with processing at site C,
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thus ensuring that all newly formed 60S subunits contain stoichiometric amounts
of the three rRNAs [50, 294].

Alterations in the kinetics of cleavage are seen in many RRP mutants. These
usually lead to the accumulation of aberrant precursors that are not faithfully pro-
cessed to mature rRNAs but rather degraded, notably by the action of the exo-
some complex [4, 5]. The most often encountered abnormal species, the 23S
(extending from sites +1 to A3), 22S (from sites A0–A3) and 21S (A1–A3) RNAs,
result from alterations in the kinetics of early pre-rRNA processing reactions
(Fig. 3.2-3C). Analysis of these species has allowed the description of the process-
ing in the ITS1 and led to the identification of the cleavage site A3 [98, 154, 155,
184, 248, 268]. Alterations in the order of cleavage at later processing sites are
now also known to occur and give rise to the accumulation of a full range of
abnormal RNAs; e.g., A2–C2, A2–E, etc. [67, 135].

Over the years, extensive mutagenesis experiments have been performed on
rDNA to isolate sequences relevant in cis to pre-rRNA processing reactions. While
it is far beyond the scope of this chapter to review this body of data (see Ref. [299]),
it should be noted that these experiments have often highlighted how processing
reactions distant in the primary rRNA sequence are in fact tightly linked; indeed,
mutations in the 5�-ETS, ITS2, or 3�-ETS regions can each inhibit processing in
ITS1 (see, e.g., Refs. [7, 20, 292, 293]).

While we now have a fairly complete picture of pre-rRNA processing, much
remains to be done to understand the precise kinetics of the processing as well as
the extensive connections between early and late cleavage events. Many processing
enzymes also remain to be identified, in particular most endoribonucleolytic activi-
ties. It is possible that some endoribonucleases have already been assigned to the
RRPs and await further attention; the absence of specific motifs in their sequence
complicates their identification. The development of in vitro reconstitution assays
should be most useful in this respect.

It is notable that most known cleavage factors (the exosome, the exoribonu-
cleases Rat1p and Xrn1p, the endoribonuclease Rnt1p) involved in pre-rRNA pro-
cessing are required for the synthesis and/or degradation of other classes of
cellular RNAs (mRNAs, snRNAs, snoRNAs, tRNAs, SRP, RNase P, etc.). All seem
to indicate that general maturation factors are recruited from a ‘common pool’ of
proteins to specific cellular pathways. This is also illustrated by the over-increasing
sets of proteomic data supporting the existence of extensive integration between
ribosome synthesis and other biosynthetic pathways.

3.2.5 
Ribosomal RNA Modification: A Solved Issue?

Ribosomal RNAs are extensively modified with a large majority of the modifica-
tions clustering at the most functionally relevant and conserved sites of the ribo-
some (tRNA- and mRNA-binding sites, peptidyl transferase center, intersubunit
bridges, entry of the exit tunnel, etc.; see Chapters 6 and 8 for a functional descrip-
tion of the ribosome). This has recently been highlighted on three-dimensional
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maps based on crystallographic analysis of archaeal and bacterial ribosomal sub-
units (see Ref. [49] and useful WWW links). The atomic resolution structure of the
ribosome established it as a ribozyme; the peptidyl transferase center is surrounded
by an RNA cage leaving little, if any, chance to the RPs to be involved in the pepti-
dyl-transfer reaction per se (reviewed in Refs. [55, 143, 181] and Sect. 8.3). rRNA
spacers are consistently devoid of modification.

The most frequent RNA modifications are 2� O methylation of ribose moieties
(Nm) and uridine isomerization (pseudouridines, ) (~50 of each in yeast; twice
this amount in humans) (Figs. 3.2-5b and d). The sites of these modifications are
virtually all selected by base pairing with the snoRNAs. Less abundant are the base
modifications. These are also essentially modified by methylation (mN) and rely, as
far as we know, on protein-specific enzymes rather than the snoRNPs.

3.2.5.1 Ribose Methylation, Pseudouridines formation and 
the snoRNAs

There are essentially two families of snoRNAs, the box C+D (involved in sugar 2� O
methylation) and the box H+ACA (required for pseudouridines formation) (Fig. 3.2-5).
A third class is defined by the related RNAse P/RNAse MRP RNAs. Yeast snoRNAs
range in size from about 60 to about 600 nucleotides.

Box C+D snoRNAs consist of a stem-loop structure with boxes C (UGAUGA) and
D (CUGA) flanking a terminal helix; duplicated boxes C� and D� are also observed

Figure 3.2-5 snoRNA in pre-rRNA modification. SnoRNA/pre-
rRNA hybrids at sites of 2� O methylation (a) and pseudouridine 
formation (c). Sugar methylation (b) and pseudouridines (d). 
See main text. Adapted from Ref. [140].
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(reviewed in Refs. [72, 140, 320]) (Fig. 3.2-5a). Box H+ACA RNAs show two consecu-
tives hairpin structures, bridged by a conserved H-box (ANANNA, where N is any
residue) or hinge motif (hence its name); the triplet ACA is always located 3 nucle-
otides upstream to the 3�-end of the RNA (Fig. 3.2-5c).

At each site of modification, a duplex is formed by Watson–Crick base-pair interac-
tions between a specific snoRNA and the RNA substrate. This results in the forma-
tion of a snoRNA/pre-rRNA hybrid that precisely position the residue to be modified
on the substrate with respect to conserved boxes on the snoRNA. For the box C+D
snoRNAs, the guide or ‘anti-sense’ elements are located upstream of boxes D or D�

and provide the potential to form between 10 and 21 consecutive base-pairs with the
pre-rRNAs; including the site of 2� O methylation invariably located five nucleotides
upstream of boxes D or D� (reviewed in Refs. [11, 124]). For the box H+ACA snoR-
NAs, the ‘anti-sense’ motifs are within internal bulges (also known as ‘pseudouridy-
lation pockets’) in the hairpin stems, and target the formation of two short helices of
3–10 base-pairs with the substrate; these are interrupted by the uridine to be altered
by rotation into  (reviewed in Refs. [12, 125]). This uridine is usually located at
about 14 residues from boxes H or ACA. SnoRNAs show a high degree of divergence
outside the conserved boxes; including, obviously, the ‘anti-sense’ elements.

SnoRNAs are associated with a limited set of specific core proteins. Snu13p
(15.5K in humans), Nop1p (yeast Fibrillarin) and the related Nop56p and Nop58p-
KKD/E containing proteins are associated with all box C+D snoRNAs [83, 144,
146, 237, 316]. The human 15.5K is expected to nucleate box C+D snoRNP assem-
bly through direct binding to a conserved RNA-fold (K-turn, see below) generated
by interactions between boxes C and D [316]. Remarkably, Snu13p is also a compo-
nent of the spliceosomal U4/U6•U5 tri snRNP [316]. Cbf5p (NAP57 in rodents,
Dyskerin in humans), Gar1p, Nhp2p and Nop10p are all associated with the
H+ACA snoRNAs [90, 97, 141, 315]. Concurring evidences support that Nop1p
and Cbf5p are the methyltransferase and the pseudouridine synthase, respectively
[102, 141, 201, 271, 307, 333]. The localization of the snoRNAs and their associated
core proteins in the DFC of the nucleolus suggest that this is the site of rRNA
modification [97, 156, 197].

Telomerase is an RNP reverse transcriptase that maintains telomere length by
adding telomeric DNA repeats onto the ends of eukaryotic chromosomes [23, 36,
165]. In humans, the telomerase RNA (hTERT) has a canonical H+ACA motif at its
3�-end that is bound by the core H+ACA proteins [53, 57, 174, 217]. In yeast, the
TEL RNA is bound by the spliceosomal Sm proteins [241]; another interesting evo-
lutionary crosstalk. Human telomerase also interacts with La and SMN (see below
and Refs. [10, 73]).

Strikingly, several self-immune and genetic human diseases map to key nucleolar
RNA-processing factors and snoRNP proteins, such as the exosome, fibrillarin, dys-
kerin and the RNAse MRP [6, 30, 96, 159, 175, 227, 231, 274, 334].
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3.2.5.2 The Emergence of the snoRNAs

Eukaryotes have about 10 times (in the range of the hundred) more modifications
in their ribosomal RNAs than prokaryotes do. An observation that, a posteriori,
seems to fully justify the emergence of the snoRNAs. Why would a cell evolve and
produce several dozens of protein enzymes with distinct substrate specificities
when it can rely on a single snoRNA-associated protein? In addition, the snoRNA-
based system of RNA modification is very flexible as the guide sequences are not
conserved (they have little, if any, functions in snoRNA synthesis, stability, and
nucleolar targeting) and are therefore prone to rapid evolution. The accumulation
of point mutations in snoRNAs generates new ‘anti-sense’ elements that, eventu-
ally, will find new RNA targets.

In fact, there is a steady increase in the number of modification across evolution
with bacteria and eukaryotes on both ends of the range and the archaea showing
intermediate distributions. This raised the possibility that these too may rely on a
‘snoRNA-like mechanism’ to select their sites of RNA modification (discussed in
Ref. [140]). An assumption that turned out to be correct as a large family of
archaeal box C+D and H+ACA sRNAs (archaea lacking a clear nucleolar structure)
and a full set of core sRNPs proteins has now been described ([82, 137, 200, 201];
reviewed in Refs. [51, 266]). Remarkably, in archaea, the snRNAs not only target
the modification of rRNAs but also of tRNAs [45]. A model, based on the assump-
tion that 2� O methylation confers extra thermostability, has been proposed that
correlates the distribution of archaeal rRNA modification with the temperature of
their ecological niches [196].

Archaeal box C+D sRNAs, active in methylation, have been reconstituted in vitro
from individually produced components [201]. In these experiments, assembly
appeared to follow a strict order with the aL7a (archaeal Snu13p) binding first to the
RNAs, followed by aNOP56 binding (archaeal Nop56/58p) and then finally associa-
tion with aFib (archaeal Nop1p). These analysis led further support to the predic-
tions that Snu13p may nucleate the step-wise assembly of box C+D snoRNPs and
that Nop1p carries the methyltransferase activity (mutations in aFib catalytic motifs
were inactive in methylation). In yeast, Nop56p was dependent on Nop1p for
binding to the snoRNAs whereas Nop58p was found to bind independently [146].

Recent studies have revealed that archaea assemble symmetric sRNPs with a com-
plete set of core proteins (L7a, the single Nop56/58p homolog and fibrillarin) at both
box C+D and C�+D� motifs [275]. In contrast, eukaryotes snoRNPs appeared asym-
metric with a distinct set of core proteins bound to each motifs; 15.5K, Nop58p, and
fibrillarin were all detected at the terminal C+D motif, whereas Nop56p, fibrillarin,
but no apparent 15.5K, were present at the internal C�+D� position [31, 321]. A ratio-
nale to this key difference in protein composition is provided by the observation that
during evolution, the 15.5K seemed to have lost its ability to recognize internal
C�+D� motif [275]. The box C�+D� motif is degenerated and suboptimal for tight
association with the core proteins. Significantly, the recent resolution of the 3D
structure of an archaeal Nop58p–fibrillarin complex bound to S-adenosyl methionine
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(SAdoMet), the universal methyl donor, strongly suggests that the C-terminal coiled-
coil domain of Nop58p may promote its homodimerization and allow the assembly
of a core complex at the suboptimal C�+D� motif ([2]; reviewed in Ref. [70]). In
eukaryotic snoRNPs, this interaction would take place between the C-terminal tails
of Nop58p and Nop56p at the C+D and C�+D� motifs, respectively, and possibly
compensate for the absence, at this site, of the nucleation activity carried out
by 15.5K.

Snu13p belongs to a family of related RNA-binding proteins including several
RPs of both subunits: yeast L30 (which binds to its own mRNA for autoregulation,
see Refs. [303, 304]) and human L7a and S12, the box H+ACA snoRNP protein
Nhp2p [97], SBP2 (which binds to the stem-loop SECIS element in the 3�-UTR of
selenocysteine protein-encoding mRNAs, see Refs. [3, 132]) and eRF1 (a subunit of
the translation termination release factor). These proteins have been shown, or pre-
dicted to, bind to a ubiquitous RNA structural motif, known as ‘kink-turn’ (K-turn,
[126]) or ‘GA motif’ suggesting that they share a similar strategy for binding to their
substrates.

Interestingly, archaeal Snu13p not only binds to the box C+D sRNAs but also to
the LSU (23S) rRNA contacting a K-turn and suggesting that ancestors to small sta-
ble RNAs may have evolved from rRNA segments; an assumption further supported
by the identification of an archaeal box C+D sRNA within a non-coding rRNA spacer
region [261].

In the widely accepted concept of the ‘prebiotic RNA world’, RNAs preexisted pro-
teins and most essential functions were carried out by ‘RNA-based machines’. In
contrast, the model proposed for the emergence of the snoRNAs is a case where a
function initially performed by individual proteins has slowly been taken over by
RNPs to achieve greater efficiency (see Ref. [140] for further discussions).

3.2.5.3 Non-ribosomal RNA Substrates for the snoRNAs

Although originally described in pre-rRNA modification, snoRNAs and alike
(archaeal sRNAs, human scaRNAs, see below) have now been demonstrated to
work on other RNA substrates, including spliceosomal U RNAs U1, U2, U4 and
U5 (Pol II transcripts) and U6 (Pol III), tRNAs and possibly mRNAs [32, 45, 46, 81].
An interesting case of putative mRNA guide is a tissue-specific (brain) snoRNA,
expressed from an imprinted region of the genome that is linked to the neurodegen-
erative genetic disease Prader-Willi syndrome [32–34]. Remarkably, this snoRNA is
expected to target a site of RNA 2� O methylation on a serotonin receptor mRNA at
a position that is also subjected to A to I editing.

Orphan snoRNAs are waiting for their RNA target to be identified and many more
classes of RNAs are expected to use a similar strategy for their modification. Viral
RNAs are particularly interesting to consider in this respect, as these would require
additional co-evolution with their hosts.
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3.2.5.4 Possible function(s) of RNA modifications

Several structural and thermodynamic effects have been proposed for RNA modifi-
cations, including altered steric properties, different hydrogen-bonding potential
and increased local base stacking ( ), increased structural rigidity (  and Nm) and
protection from hydrolysis of inter-nucleotides bonds (Nm) [147, 198]. However,
the precise function of these modifications is not known and we have failed to iden-
tify a single modification that is essential for ribosome synthesis or function,
although the selective loss of the ’s surrounding the peptidyl transferase center
significantly reduce translation efficiency [123]. It is therefore probable that each
modification contributes a little benefit and that it is the overall modification pat-
tern that significantly improves ribosome synthesis and/or function. It is quite
remarkable that three sites of  and three sites of 2� O methylation are common to
bacteria and eukaryotes; these have been selected independently twice during evo-
lution and are made by distinct mechanisms (snoRNPs versus protein-specific
enzymes; see Ref. [140]). In addition, most known modification enzymes carry
additional, presumably indirect, essential functions in ribosome synthesis, notably
in pre-rRNA cleavage (e.g., Nop1p, Cbf5p, Dim1p; reviewed in Ref. [145]).

An attractive hypothesis certainly remains that RNA modifications are simply ‘by-
products’ reflecting the involvements of the snoRNAs in pre-rRNA processing and
pre-rRNP assembly. Through extensive base pairing with the rRNA precursors,
snoRNAs dictate specific pre-rRNA structures and fold them into conformations
that are competent for processing and assembly. Modifications could then be seen
as mere triggers to unleash the snoRNAs from the pre-ribosomes following the pre-
cise kinetics of ribosome assembly. In yeast, methylation of the rRNA occurs imme-
diately after the completion of transcription [226, 283], implying that the snoRNAs
are associated with the growing chain as it is being transcribed and potentially cir-
cumvent early unwanted folding.

3.2.5.5 Base methylation

Several putative base methyl-transferases have been described and, as far as we
know, do not involve the snoRNAs for their function [103, 131, 212, 249, 327].

A well-characterized example of base methylation is the 18S rRNA dimethylation
carried out by Dim1p (KsgAp in E. coli). Both the site of modification (the 3�-terminal
SSU hairpin located at the subunit interface where interactions important for ribo-
some function occur) and the modification itself (a twin methylation at position 6 on
two adjacent adenosine residues) are highly conserved in evolution [145, 291]. Meth-
ylation of the pre-rRNAs by Dim1p is a fairly late event in the SSU assembly path-
way, possibly linked to 40S subunit export and occurring in the cytoplasm. However,
Dim1p binds to the pre-rRNAs in the nucleolus and is required for early cleavages at
sites A1 and A2 [138, 139, 142]. This is further evidence for the existence of ‘quality
control’ mechanisms in ribosome synthesis. Processing does not occur on pre-
rRNAs that have failed to bind Dim1p and will consequently not be methylated. Con-
sistently, the Dim1p methylation is essential for ribosome function in vitro and is
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favorable to translation in vivo (reduced rates of frame-shifting and misreading;
D. Demonté and D.L.J. Lafontaine, unpublished results).

A thermosensitive conditional mutation in Dim1p is suppressed on overexpression
of RPL23, a primary binding protein of the large ribosomal subunit (D. Demonté and
D.L.J. Lafontaine, unpublished results). This indicates that alteration in the kinetics
of LSU assembly (the process is presumably prematurely triggered on RPL23 over-
expression) overcomes the need for the ‘quality control’ exerted by Dim1p in early
pre-rRNA processing and small subunit synthesis.

In bacteria, the methylation is conserved but KsgAp is not essential, indicating
that eukaryotic Dim1p evolved an additional function in ribosome synthesis.

3.2.5.6 U3 snoRNP, the ‘SSU Processome’, and the 
Central Pseudoknot

Several snoRNAs are involved in pre-rRNA cleavage rather than pre-rRNA modifica-
tion. In yeast, these include the box C+D snoRNAs U3 and U14 and the box H+ACA
snoRNAs snR10 and snR30. U3, U8, U14 and U22 are also involved in pre-rRNA
cleavage in metazoans (reviewed in Ref. [270]). In yeast, U3, U14, snR10, and snR30
are required for the first three pre-rRNA cleavages at sites A0–A2; these are either
delayed (snR10) or inhibited (U3, U14, and snR30) [105, 153, 184, 269]. U14 and
snR10 are also required for pre-rRNA modification. For snR10, a point mutation in
the guide sequence could efficiently uncouple its requirement for pre-rRNA process-
ing and modification [123]. Metazoans have an additional member (U8) involved in
ITS2 processing [204, 205, 272, 273]; no equivalent has thus been found in yeast.

U3 is undoubtedly the best-characterized member of this class of snoRNAs both in
structure, function, and synthesis (see below). U3 is larger than most box C+D snoR-
NAs (333 nucleotides in yeast) and carry, in addition to the conserved core motifs,
sequences (including a protruding 5�-extension, largely unfolded, and ending with a
stem-loop) that are known, or presumed, binding sites for about a dozen of U3-spe-
cific proteins: Mpp10p, Imp3p, Imp4p, Sof1p, Dhr1p, Lcp5p, Rrp9p/h55K, Rcl1p,
and Bms1p [22, 44, 60, 112, 151, 216, 300, 317, 324].

Recently, U3 has been isolated in association with 28 proteins [56, 319]; 10 of which
were known U3-specific RRPs, another was a known RRP involved in early and late
pre-rRNA processing (Rrp5p), the remaining 17 (Utp1-17p) were all nucleolar and
required for 18S rRNA synthesis. This complex is now referred to as the ‘SSU proces-
some’ and on the basis of its calculated mass (>2 200 000 kDa) and large size (~80S;
roughly the size of a mature ribosome or the spliceosome) has been proposed to
correspond to the terminal balls visualized at the 5�-ends of nascent transcripts in
chromatin spreads [172, 187]; depletion of several ‘SSU processome’ components led
to the disappearance of these structures [56].

The function of U3 in pre-rRNA processing is mediated through at least two Wat-
son–Crick base-pair interactions between U3-specific motifs and the pre-rRNAs. An
interaction between an essentially unstructured region of the 5�-extension of U3
and the 5�-ETS (at site +470) is required for cleavages at sites A0–A2 [18–20]. A sec-
ond interaction between a conserved motif (box A) in the 5�-stem-loop of U3 and the
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pre-rRNA at the 5�-end of the mature 18S rRNA is necessary for cleavage at sites A1

and A2 [242]. The interaction between box A and the 18S rRNA 5�-end is mutually
exclusive with the formation of the central pseudoknot, a conserved long-range
interaction, which brings together, in the mature particles, sequences that are
located more than a kb apart. The formation of the central pseudoknot is a major
structural rearrangement in the SSU rRNA and as such is most probably an irre-
versible step in ribosomal assembly. Dhr1p, a U3-specific DEAH putative RNA heli-
case required for pre-rRNA processing at sites A1 and A2, has been proposed to be
involved in this RNA isomerization [44]. One possibility is that the action of Dhr1p
is regulated such as to leave sufficient time for early pre-rRNP assembly to occur
prior to the formation of the central pseudoknot. Growing yeast cells have about
enough copies of the U3 snoRNP to support ribosome synthesis for only ~1 min in
the absence of recycling (considering a production rate of ~2000 ribosomes/min). A
function of Dhr1p in recycling the U3 snoRNP and in SSU-processome assembly is
therefore also probable. This is currently under investigation.

3.2.6 
SnoRNA Synthesis and Intranuclear Trafficking

3.2.6.1 SnoRNAs Synthesis

SnoRNAs have adopted a large range of strategies for their expression. Their synthe-
sis, in the nucleoplasm, can either proceed from individual Pol II (most snoRNAs)
or Pol III (U3 in plants) promoters and produce mono- (most yeast snoRNAs) or
polycistronic units (many plants snoRNAs; several yeast snoRNAs) or be expressed
from introns of house-keeping genes (most vertebrates snoRNAs; several yeast
snoRNAs) (reviewed in Refs. [72, 164, 320]). Host genes are often somehow related
to ribosomal synthesis or function and, in extreme cases, do not seem to have any
additional function than to carry the snoRNAs, i.e., no proteins are expressed from
the spliced mRNAs [26, 32, 207, 251, 281].

SnoRNA maturation is complex. Processing of independently encoded or polycis-
tronic units is initiated by endonucleolytic, possibly co-trancriptional, cleavage in
the 3�-portion of the primary transcript and requires Nrd1p, the Sen1p helicase and
the cleavage factor IA activity of the mRNA polyadenylation machinery [69, 182,
257]. SnoRNAs encoded in polycistronic units are separated by the endonucleolytic
activity of Rnt1p/yeast RNase III [38, 39, 221]; precursors transcripts containing a
single snoRNA may also be cleaved at their 5�-ends by Rnt1p [38].

Intron-encoded snoRNAs are usually synthesized from the excised intron lariat
following splicing and debranching by Dbr1p, and exonucleolytic trimming on both
ends [202, 210]. In a minor, splicing-independent pathway, the pre-mRNA is directly
cleaved endonucleotically to provide entry sites for exoribonucleases. 

In all cases, final pre-snoRNA maturation steps require exonucleolytic digestions
to the mature ends. This involves 3� to 5� exonucleolytic digestion (exosome) [4, 288]
and, at least in the case of intronic or polycistronic snoRNAs, 5� to 3� exonuclease
digestion (Rat1p, Xrn1p) [210, 221].
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The best-characterized pre-snoRNA processing pathway is for the box C+D snoRNA
U3 (Fig. 3.2-6). As for many other snoRNAs, U3 is synthesized with 3�-extensions;
these require endonucleolytic cleavage (Rnt1p) to provide an entry site for a process-
ing ‘hand over’ by the exosome subunits [134]. This processing is literally ‘timed’ by
the binding of yeast Lhp1p (human La) to poly(U)-rich tracks located close to the
RNA 3�-ends [134]. Displacement of La is concomitant with snoRNP assembly (the
core snoRNP proteins bind to the RNA, presumably conferring 3�-ends protection)
and allows final trimming by the exosome to produce the mature 3�-ends. The bind-
ing of La to the pre-snoRNAs presumably provides sufficient time for snoRNP
assembly to occur prior to the final action of the exosome complex. U3 additionally
requires the concomitant splicing of an intron.

Individually expressed Pol II snoRNA precursors are produced with a 5�-terminal
7-monomethylguanosine (m7G) cap that is retained in many snoRNAs and hyperm-
ethylated to 2,2,7-trimethylguanosine (m2,2,7G or TMG) by Tgs1p [186]; the timing of
this modification is not known. Tgs1p is also active on snRNAs. For U3, cap trime-
thylation is dependent on boxes C and D and is concomitant with 3�-end formation
and snoRNP assembly as 3�-extended forms of U3 are not bound by the core pro-
teins and are not precipitated by anti-TMG antibodies [134, 252, 253, 264]. In plants,
U3 is transcribed by Pol III and carries a -monomethyl phosphate cap [245].

3.2.6.2 Non-core snoRNP Proteins required for snoRNA 
Accumulation

Besides the core components, several proteins have been linked physically or func-
tionally to the snoRNPs but are not found in mature snoRNPs. Such proteins are the
Rvb2p(p50)/p55 putative NTPases [122], the putative DEAD-box helicase Sen1p [285],
the Naf1p/Shq1p complex [54, 68, 330] and Nopp140 [331]. These are required for
snoRNA accumulation, through presumed transient interactions, and are potentially
involved in snoRNA synthesis, snoRNP assembly, and/or nucle(ol)ar trafficking.

The nucleoplasmic p50/p55 complex is required for the stability of both box C+D
and box H+ACA snoRNAs as well as for proper nucleolar localization of the core
proteins Nop1p and Gar1p. Mammalian orthologs have DNA unwinding activity in
vitro and have been linked to chromatin remodeling and transcription (see Ref. [122]
and references therein).

Sen1p is required for snoRNA accumulation of both families as well as several
other classes of RNAs (including rRNAs, tRNAs, and snRNAs) [223, 285]. Nop1p is
mislocalized on Sen1p inactivation [284].

The Naf1p/Shq1p complex is specific to box C+D snoRNAs accumulation. Naf1p
is mostly localized to the nucleoplasm and can be co-precipitated at low levels with
several snoRNP components [54, 68, 330]. Naf1p interacts directly with the RNA in
vitro, and most interestingly, is found in association with the phosphorylated form
of the C-terminal domain (CTD) of Pol II. This provides a further link to RNA
synthesis [68].

Nopp140 (yeast Srp40p) [166, 168], a highly phosphorylated nucleolar- and CB-
specific protein, is found in association with both box C+D and box H+ACA
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Figure 3.2-6 U3 synthesis pathway. The box 
C+D snoRNA U3 is synthesized with 3�-exten-
sions; these are cleaved co-transcriptionally by 
Rnt1p/yeast RNase III. Yeast La (Lhp1p) binds 
to 3�-terminal poly(U) tracks. Lhp1p-bound 
precursors are monomethylated and are not 
assembled with the core proteins. SnoRNP 

assembly is concomitant with the displacement 
of La and the production of mature 3�-ends by 
the exosome; the cap is trimethylated by Tgs1p. 
The yeast U3 genes are unusual in that they 
contain an intron; this is spliced out from the 
3�-extended precursors. Adapted from 
Ref. [134].
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snoRNPs [108, 331]; association with the box H+ACA is more avid. The interaction
with the snoRNPs is dependent on Nopp140 phosphorylation [306]. The expression
of a dominant-negative allele of Nopp140 depletes core snoRNP proteins (NAP57,
Gar1p, and fibrillarin) from nucleoli and inactivates Pol I transcription [331].
Nopp140 was also coimmunoprecipitated with the largest subunit of Pol I; strength-
ening a link between snoRNP metabolism and transcription [41]. NAP57/Cbf5p was
originally isolated as a Nop140-associated protein [167]; Nopp140 is however not
required for in vitro pseudouridine formation [306]. Box H+ACA snoRNAs are lost
on srp40 deletion in a yeast synthetic lethal background [331].

3.2.6.3 Interactions between Cleavage Factors and Core 
snoRNP Proteins

Interaction between Rnt1p and Gar1p is required for optimal Rnt1p activity in pre-
rRNA processing, nucleolar localization of the core H+ACA proteins and pseudou-
ridylation. This provides a link between snoRNP synthesis and transport and
between RRPs involved in 3�-ETS co-transcriptional cleavage (Rnt1p) and 5�-ETS
pre-rRNA processing (Gar1p) [278]. This possibly ensures proper pre-rRNA kinetics
and coordinated cleavages on both ends of the primary transcript and prevents
processing of incomplete molecules.

In addition, Rnt1p accurately cleaves most of the snoRNA substrates in vitro in the
absence of other cofactors, with the exception of the U18 intron-encoded snoRNA,
which requires the additional presence of the box C+D snoRNP protein Nop1p;
Rnt1p and Nop1p interact with each other in pull-down experiments [89].

3.2.6.4 SnoRNAs Trafficking

The synthesis of the snoRNAs in the nucleoplasm but their function, in pre-rRNA
processing and/or modification, in the DFC of the nucleolus raise interesting ques-
tions as to their localization pathway. Nucleolar targeting and localization of the
snoRNAs is probably achieved by diffusion through the nucleoplasm followed by
retention through multiple interactions with nucleolar components.

The cis-acting elements involved in this nucleolar targeting have been identified
and, unsurprisingly, precisely map to the conserved boxes C and D and H and
ACA [148, 149, 192, 193, 232]. These are the only sequences conserved in the
snoRNAs and are, known or presumed, protein-binding sites. The ACA element
in the telomerase RNA is also required for its nucleolar trafficking [158, 192].

Trans-acting factors involved in this process have only started to be addressed in
yeast, with most attention being paid to the box C+D snoRNAs. All core proteins are
required as well as several nucleolar proteins of previously ill-defined or unknown
functions such as Srp40p (Nopp140 in rodents) and Nsr1p (human nucleolin). The
Ran cycle is not involved [191].

Nucleolar routing involves transit through the CB in plants and vertebrates and
their recently identified homolog in yeast, the NB [193, 243, 301, 302] (Fig. 3.2-7).
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Overexpression of artificial box C+D snoRNAs in yeast led to their accumulation
in a single, roughly spherical structure of ~200 nm in diameter always contiguous
to the fibrillar component of the nucleolus [302]. This structure was highly reminis-
cent to the CBs, also often found in close association with the nucleolus and
functionally linked to this nuclear locale ([24, 215, 250]; reviewed in Ref. [80]).
Expression of a human GFP-SMN reporter construct (a CB-specific antigen) specif-
ically co-localized with the NB strongly supporting this assumption. In addition,
the cap trimethyl-transferase Tgs1p, specifically localized to the CB and NB in yeast
and humans, respectively, providing further supporting evidences [301]. Most
importantly, NBs were later detected with endogenous snoRNAs, in the absence of
snoRNA overexpression, supporting the physiological importance of this novel
nuclear compartment [301].

Survival of motor neurons (SMN) is the causative agent for spinal muscular atro-
phy, a neurodegenerative disease and most frequent genetic cause of infant mortality
([152]; reviewed in Refs. [76, 194]). SMN is present in multiple RNP complexes and
notably interacts with core snoRNP proteins of both families (Nop1p and Gar1p), the
human telomerase RNP and the human cap trimethyl-transferase, hTgs1 [10, 116,
185, 208]. In the best-described complex, SMN is associated with Gemins 2–6 and is
involved in snRNP metabolism and pre-mRNA splicing ([209]; reviewed in Refs. [169,
203, 265]). In a Gemin 3 (a putative DEAD-box helicase), gemin 4 and eiF2C-specific
complex, SMN has also recently been linked to the metabolism of the micro RNPs
(miRNPs) [188].

The accumulation of snoRNAs in NBs on RNA overexpression suggested that
nucleolar targeting is a saturable, multi-step process (Fig. 3.2-7); snoRNAs would first
transit from transcription sites (TS) to NB/CB before being redistributed to the entire
nucleolus. Both Nsr1p and Srp40p were involved in the emergence of the NB [302].

Figure 3.2-7 Intra-nuclear trafficking of box C+D 
snoRNAs. A comparison between the yeast and 
vertebrate systems is provided. Box C+D snoRNA 
nucleolar targeting involves transit through a con-
served nuclear locale, the NB and CB, in yeast and 
vertebrates, respectively. The cap trimethyl-trans-
ferase (Tgs1p/hTgs1) is a specific antigen of this 
cellular compartment. SnoRNA nucleolar routing 

is a multi-step process. In mammals, PHAX, 
the phosphorylated adaptor for snRNA export, 
drives the snoRNAs from their transcription 
sites (TS) to the CB (E. Bertrand, pers. Comm.). 
SnoRNP assembly and captrimethylation presu-
mably occur in the NB/CB. Np, nucleoplasm; 
No, nucleolus.
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The first step in the nucleolar routing pathway has recently been successfully
uncoupled from the subsequent nucleolar distribution and imaged in time-lapsed
microscopy [27]. Transcription sites and CBs were relatively static as to their loca-
tions (at least within the time frame used, ~1 h); snoRNPs appeared to transit from
TS to the vicinity of CBs within minutes but strikingly lagged for up to 60 min
before being incorporated into this compartment [27].

PHAX (phosphorylated adaptor for snRNA export; [199]) is localized in the nucle-
oplasm and the CBs, binds specifically to box C+D 3�-extended precursors, and is
able to target artificial RNA substrates from their transcription sites to CB, support-
ing a direct role for this protein in the first step of nucleolar routing (Fig. 3.2-7).
PHAX interacts with the 15.5K (human Snu13p) in vitro and contact the snoRNPs,
at least in part in an hSnu13p-dependent fashion (E Bertand, pers. comm.). 15.5K is
also present in the spliceosomal U4 snRNP (see Sect. 3.2.5.4), raising interesting
questions as to the discrimination of snRNAs and snoRNAs for their trafficking.
Studies on the U3 box B+C motif, which is also bound by 15.5K, indicate that spe-
cific flanking sequences and/or structure, surrounding a conserved 15.5K-binding
site, probably provide the specificity for the recruitment of additional complex-
specific proteins [92].

The recent identification of box C+D and/or box H+ACA containing small RNAs
localized at steady-state in the CB [46], hence their name scaRNAs (small cajal bod-
ies specific RNAs) and active in snRNAs modifications raise additional questions
as to the presence of specific cis- or trans-acting determinants in these RNAs for
CB retention.

3.2.6.5 CB/NB are Conserved Sites of Small RNP Synthesis

Our current view is that NBs/CBs are conserved sites of small RNPs biogenesis;
maturation steps occurring in NBs/CBs include snoRNA cap trimethylation
(presence of Tgs1p), snRNA internal modification (identification of the scaRNAs)
and snoRNA 3�-end formation and snoRNP assembly (occurrence of unassem-
bled 3�-end-extended snoRNA precursors and core snoRNP proteins).

3.2.7 
Ribosome Intranuclear Movements and Ribosome Export

Once released from the nucleolus, pre-ribosomes transit through the nucleoplasm
to reach the NPC. The precise mechanisms of ribosomes intranucle(ol)ar move-
ments are unknown. This presumably occurs by diffusion and may involve unleash-
ing the pre-ribosomes from successive nucle(ol)ar retention sites.

Interestingly, three related couples of proteins, originally identified in a large Pol
I transcription-related nucleolar complex [66], have recently been involved in this
process. In these, Noc1p (Mak21p), Noc2p (Rix3p), and Noc4p share a 45-amino-
acid-long domain (Noc domain) [170, 171]. Noc2p organizes two distinct nucleolar
complexes, Noc1p/Noc2p and Noc2p/Noc3p (a related nucleolar protein which
does not show a Noc motif). The Noc complexes differ both in their intranuclear
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localization and association with the pre-ribosomes. Noc2p/Noc3p is mainly nucle-
oplasmic and interacts with 66S particles; Noc1p/Noc2p is nucleolar-enriched and
associates with the 90S and 66S pre-ribosomes [170]. The Noc1p/Noc2p and
Noc2p/Noc3p complexes are required for pre-60S export. The Noc1p homolog,
Noc4p, is associated with Nop14p (another unrelated nucleolar protein) [157]; the
Noc4p/Nop14p complex is nucleolar, associated with 90S and presumably 43S pre-
ribosomes and is involved in pre-40S export [171]. The dynamic intranuclear distri-
bution of the Noc proteins (potential to shuttle between the nucleolus and the
nucleoplasm) and their association with distinct species of pre-ribosomes supports
a role in intranuclear movements.

A problem faced with many RRP mutants defective in ribosome export (also
referred to as Rix, for ribosome export) is that they are, in addition, impaired in pre-
rRNA processing. Typically, strains defective for pre-60S export show inhibitions in
early pre-rRNA processing reactions (sites A0–A2). This suggests that efficient pre-
rRNA processing is dependent on ongoing ribosome export. Most importantly, in this
respect, overexpression of the Noc domain results in a dominant-negative phenotype
for growth and nuclear accumulation of the pre-ribosomes in the absence of pre-rRNA
processing defects [170]. In this case, pre-rRNA processing and transport defects were
efficiently uncoupled, strongly supporting a direct involvement of the Noc proteins in
intranuclear movement and nuclear exit of the ribosomes. Another RRPs, the riboso-
mal-like protein Rlp7p, has also been recently involved in pre-60S subunits release
from the nucleolus [79].

Export assays based on microinjections in Xenopus oocytes and the use of isolated
Tetrahymena nuclei concluded that ribosome nuclear exit is a unidirectional, satura-
ble (involvement of trans-acting factors, including components of the NPC), energy-
and temperature-dependent process [17, 88, 120, 218, 328]; subunits are believed to
transit to the nucleoplasm independently.

In yeast, the intranucle(ol)ar accumulation of pre-ribosomes is either monitored
in vivo by the use of fluorescent reporter RPs (e.g. Rps2p-eGFP, Rpl11p-GFP, and
Rpl25p-eGFP) [78, 106, 171, 56] or on fixed samples by FISH (e.g., a probe specific
to the 5�-portion of ITS1 has been used to follow pre-40S export) [189, 190].
Although none of these strategies is entirely satisfactory (the RPs assay relies on
proper incorporation of the reporter constructs in strains that are also potentially
defective for assembly; the FISH assay largely used a xrn1  strain that accumulates
high levels of cytoplasmic 20S and/or ITS1 D-A2 fragment but with a plethora of
associated phenotypes in unrelated processes as diverse as mRNA turnover, micro-
tubule function, DNA replication, telomere length, karyogamy, etc.; see discussion
in Ref. [189]), they nevertheless succeeded in identifying a role in ribosome export
for a subset of RPs, several nucleoporins, the Ran-system, as well as a, very large
number of known or novel RRPs. 

A well-characterized set of Rix proteins is the Rpl10p/Nmd3p/Xpo1p complex.
Rpl10p binds late to the pre-60S ribosomes and interacts with Nmd3p, a nucleo-cyto-
plasmic shuttling protein which serves as a transport adaptor providing a leucine-
rich nuclear export signal (NES) to the exportin Xpo1p/Crm1p ([78, 100, 255];
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reviewed in Refs. [1, 115]); the RRP Rsa1p was involved in facilitating the loading of
Rpl10p onto pre-ribosomes [129]. The Nmd3p-mediated pathway of LSU export is
conserved in metazoans [267, 279]. It is most probable that additional such NES are
provided, either directly or not, by the RPs. Consistently, Yrb2p, a Ran-GTP-binding
protein required for the efficient export of NES-containing protein has recently been
involved in 40S subunit export [190, 263]. In addition, a specific conditional inactiva-
tion of Mtr2p, which is required for mRNA export [233], led to the nuclear accumula-
tion of pre-60S ribosomes and was synthetic lethal with Nmd3p [14]; the mechanism
underlying these observation is not known at present.

Proteomic analyses of late nuclear pre-60S complexes revealed the presence of
the Rpl10p complex as well as several RRPs that were also isolated in NPC purifica-
tions [14, 229].

Since the size of the NPC is just about enough (~20–25 nm in diameter) to
accommodate that of individual ribosomal subunits (25–30 nm), it is anticipated
that extensive remodeling is needed prior to, during passage through the pore, and
following nuclear exit of such large RNPs. The recently identified AAA-ATPase
Rix7p is a good candidate to be involved in such structural rearrangements [77].

How late pre-rRNP cleavage, modification and assembly are coupled to intranu-
clear movements and translocation of pre-ribosomes through the NPC is the subject
of ongoing research.

3.2.8 
The Cytoplasmic Phase of Ribosome Maturation

Following nuclear exit, both the small and large ribosomal subunits undergo final
cytoplasmic maturation steps; these include structural rearrangements, the addi-
tion of late RPs, and possibly, late pre-rRNA processing and modification reactions.
These steps underlie the long-standing observation that ribosomal subunits
undergo a significant cytoplasmic lag before their incorporation into polysomes
[133, 276, 282, 314]. The recent identification of the first trans-acting factors
involved in these reactions led to an important novel concept in the field, several
RRPs follow the pre-ribosomes to the cytoplasm and, at least for some of them, are
recycled to the nucle(ol)ar pre-rRNA processing machinery [78, 100, 195, 240, 332].
Such nucleo-cytoplasmic shuttling was observed more than a decade ago for nucle-
olin/C23 and No38/B2, two important vertebrate nucleolar antigens [25]. However,
the interpretation of these data was not clear at that time.

The 20S pre-rRNA is exported to the cytoplasm where cleavage at site D, by an
unknown RRP, generates the 18S rRNA. A conclusion largely based on cell frac-
tionation experiments [276, 282] and indirectly supported by the following concur-
ring evidences: (i) strains deleted for the major cytoplasmic 5�–3� exoribo-
nucleolytic activity (Xrn1p) accumulates high levels of the D-A2 fragment in the
cytoplasm [189, 258]; (ii) strains genetically depleted for Rio1p or Rio2p, two puta-
tive protein kinases, accumulate increased amounts of cytoplasmic 20S pre-rRNAs
[295, 296]; and (iii) deletion of the translation initiation factor eIF3j (Hcr1p)
slightly impairs 20S pre-rRNA processing [286].
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Although cleavage at site D is certainly very closely linked to small subunit
export, it should be kept in mind that (i) Xrn1p works cooperatively with Rat1p in
multiple nuclear reactions (see above) and, consistently, Xrn1p has recently been
copurified with nucle(ol)ar pre-60S subunits [195], and that (ii) the D-A2 fragment,
or the 20S pre-rRNA (none of which has ever been directly detected in the cyto-
plasm in a wild-type strain, see Refs. [189, 190]) could be leaking through the NPC
in xrn1  backgrounds or rio mutants. Furthermore, although mostly located in the
cytoplasm, eIF3j is also detected within the nucleus. The formal possibility that
cleavage at site D occurs shortly prior to nuclear exit or during passage through the
NPC prevails. The Dim1p dimethylation was also reported to be a late, cytoplasmic
event based on crude cell fractionation and fingerprint analysis [28, 127, 160, 161].
Nucle(ol)ar pre-rRNA precursors are dimethylated when pre-rRNA processing
kinetics is altered [98, 139] and dimethylation too could still formally be a late
nucleoplasmic event closely linked to export in wild-type strains.

Elongation factor-like 1 (Efl1p), a cytoplasmic GTPase homologous to the riboso-
mal translocases EF-G and EF-2, has recently been involved in nucleolar pre-rRNA
processing at sites A0–A2 [240]. It turned out that in strains deficient for Efl1p, Tif6p
(a nuclear protein involved in early pre-rRNA processing [16]) is mislocalized to the
cytoplasm. We proposed that the pre-ribosomes exit the nucleus in association with
Tif6p and that the latter is unleashed from the particles and allowed to recycle to the
nucle(ol)us following a structural rearrangement mediated by the GTPase activity of
Efl1p [240] (Fig. 3.2-8). The homology between Efl1p and ribosomal translocases fur-
ther suggests that Efl1p may check on the pre-ribosomes that the binding sites for the

Figure 3.2-8 The cytoplasmic phase of ribosome maturation. 
Several RRPs follow the pre-ribosomes to the cytoplasm during the 
assembly process. A case is provided here for Tif6p. A structural 
rearrangement in cytoplasmic pre-ribosomes, mediated by the 
GTPase activity of Efl1p, is proposed to facilitate the release of Tif6p 
and its recycling to the nucle(ol)ar pre-rRNA processing machinery.
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elongation factors have the proper configuration for interaction before ribosomes
engage in translation. Furthermore, the nuclear exit of Tif6p has recently been shown
to be dependent on phosphorylation [15]. Finally, Lsg1p/Kre35p, another cytoplasmic
GTPase, may also be involved in recycling RRPs to the nucle(ol)us [118].

3.2.9 
Regulatory Mechanisms, all along

Many examples of what we currently interpret as ‘quality control’ mechanisms have
been provided here (coupling between early and late cleavages, the Dim1p dimethyla-
tion, involvement of Dhr1p in pseudoknot formation, Efl1p and late LSU structural
rearrangement, Rlp’s versus RPs binding, Noc’s in intranuclear movements, Rix’s in
nuclear exit, etc.).

In most cases, ‘quality control’ steps potentially circumvent premature, irrevers-
ible events to occur such as to drive properly the pre-rRNPs from one assembly step
to the next. To put it simply, cells have evolved complex strategies to keep the
‘assembly line’ in good order. In other instances, checkpoints possibly signal
upstream processing events to abort the production of what would be unfaithful and
non-productive synthesis. In wild-type cells, synthesis is presumably only delayed
until the proper event occurs (i.e., RRP or RP binding, a specific structural rear-
rangement, a cleavage, modification, or transport reaction).

3.2.10 
And Now … What’s Next?

The next few years will undoubtedly refine the ribosomal assembly pathway. Much
attention needs to be paid to the RPs; and as mass-spectrometry techniques develop,
to quantitation of the various components in distinct pre-rRNP particles.

It is probable that several dozens of novel RRPs will be identified adding to the
over increasing list of such factors and that, eventually, the endoribonucleases will
uncover. Their identification may, however, await the availability of in vitro reconsti-
tution assays.

It is quite surprising, considering the amount of work put into the functional
characterization of the snoRNAs, that we still barely have a clue to what they do in
pre-rRNA processing and ribosome assembly.

A major challenge will be to try to understand what the known RRPs are doing
and, as further connections between ribosome synthesis and other biosynthetic
pathways unfold, it will become essential to distinguish properly the primary versus
secondary effects of these trans-acting factors.

It will also become necessary to better define the relationships between the vari-
ous morphological subnucle(ol)ar compartments and the biochemical reactions that
occur during ribosome synthesis.

Ribosome turnover has not been properly addressed yet. (Pre)-ribosomal assembly
studies indicate that RRPs probably recycled but it is presently unclear whether this
also applies to some mature ribosomal components.
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Recent observations are suggesting the existence, in higher eukaryotes, of a
nuclear translation-like mechanism [107]. Are the particles involved fully matured,
considering the essential cytoplasmic synthesis steps described in yeast – these
steps are not known to occur in humans? What is the relationship, if any, between
this currently ill-defined process and ribosome synthesis? Does this add a further
level of complexity in the assembly process through a connection with pre-mRNA
metabolism?

3.2.11 
Epilogue

It is becoming more and more evident that ribosome synthesis is fully integrated
with respect to most other essential cellular pathways. The importance of these
connections is only starting to emerge and so far evidences have been provided for
a link to transcription, pre-mRNA splicing, mRNA turnover, translation and
telomere function (see above), as well as to the secretory pathway [179, 180, 280]
and the cell cycle (see, e.g., Refs. [58, 246, 247, 259, 305]). This is a promising and
exciting area of research for the future.

Remarkably, two proteins encoded within rDNA or rDNA-like sequences (Tar1p
and Ribin, respectively) have recently been identified; these are transcribed in the
antisense direction with respect to 25S or 25S-like sequences [43, 119]. Yeast Tar1p
is a mitochondrial protein that is capable of rescuing respiration-deficient strains.
Mouse Ribin is linked to rDNA transcription; its expression is regulated by physio-
logical changes. These are fascinating observations suggesting stringent coevolution
between these short proteins (14 and 32 kDa for Tar1p and Ribin, respectively) and
rDNA sequences and providing compelling evidences for a high level of integration
between ribosome synthesis and other biosynthetic pathways.

3.3.12 
Useful WWW links

>http://www.expasy.org/linder/proteins.html
• A comprehensive list of the yeast RRPs with a short description of their known

or putative functions.

>http://www.pre-ribosome.de/; http://yeast.cellzome.com/; http://genome-
www.stanford.edu; http://biodata.mshri.on.ca/yeast_grid/Servlet/Search Page

• A list of physical and functional interactions between RRPs and between RRPs

and proteins involved in unrelated biosynthetic pathways. These mostly rely on

data sets from extensive co-immunoprecipitation and two-hybrid schemes.

>http://www.umass.edu/molvis/pipe/ribosome/opinion/index.htm
• 3D maps of rRNA modifications.

>http://www.bio.umass.edu/biochem/rna-sequence/Yeast_snoRNA_Database/
snoRNA_DataBase.html

• A most useful database of the yeast snoRNAs.
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4 
tRNA and Synthetases

4.1 
tRNA: Structure and Function

Viter Marquéz and Knud H. Nierhaus

4.1.1 
Introduction

Even before deciphering the genetic code during the 1960s, Francis Crick had
postulated, in 1956, that protein synthesis is mediated by “adaptor” RNA molecules [1].
Two years later, Hoagland et al. [2] discovered a nucleic acid fraction of low molecular
weight that served as a carrier for amino acids, transporting them to the place where
polypeptides are synthesized. This fraction was termed soluble RNA (sRNA) and
was described as mixture of components, each with an adaptor ability for a particular
amino acid [3]. Nowadays, we know that the sRNA or adaptor molecules are the
transfer RNAs (tRNAs) and they are the linking factors between the RNA world,
deciphering the triplet code or codon encoded in the messenger RNA (mRNA), and
the protein world, because they carry amino acids to the ribosomes where they are
linked together to form proteins. The specificity of deciphering results from the fact
that tRNAs contain at one tip of their L-shaped tertiary structure an anticodon com-
plementary to a specific codon and at the other tip the corresponding aminoacyl res-
idue linked by an energy-rich ester bond ( G°� = ~ -6 kcal mol 1). It follows that the
charging of a tRNA with its amino acid is the true translation step, whereas it is the
astounding task of the ribosome to translate the sequence of codons of an mRNA
into the corresponding protein sequence in a fast and accurate fashion (see Chaps.
8.2 and 8.3). Charging of tRNAs is performed by synthetases (aaRS), and all tRNAs
that can carry the same amino acid (isoacceptor tRNAs) are usually recognized by
one and the same enzyme (see the next chapter).

Many milestones in molecular biology were achieved as a product of tRNA
research: 

(1) binding assays of tRNA to ribosomes were essential for deciphering the
genetic code [4];

(2) tRNAAla from yeast was the first nucleic acid molecule, whose complete
sequence was determined [5];

Protein Synthesis and Ribosome Structure. Edited by K. H. Nierhaus and D. N. Wilson
Copyright © 2004 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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(3) tRNAPhe from yeast was the first RNA molecule, for which the crystal struc-
ture could be resolved [6, 7];

(4) a tRNA gene (tRNAAla from yeast) was the first chemically synthesized gene
that showed activity in vivo [8];

(5) the structural motif called a pseudoknot was first described in studies of
tRNA-like structures.

In fact, for a long time tRNAs were the only RNA molecules that could be pro-
duced in large amounts and be obtained in homogenous form; thus many of the
techniques used nowadays in the study of RNA and RNA–protein interactions
were developed using tRNAs [9]. Additionally, the tRNA primary sequence carries
information about the age of the genetic code. By comparison of sequence align-
ments of tRNAs, applying a method called “statistical geometry in sequence
space”, it was possible to draw conclusions about phylogeny (common progenitor
of the kingdoms) and the origin of the genetic code. With the assumption that the
kingdom separation occurred around 2.5 0.5 billion years ago, the age of the genetic
code was determined to 3.8 ( 0.6) billion years [10]. Now the rRNAs have replaced
the tRNAs as the preferential tool to study evolutionary relationships.

The central role of tRNAs is to carry amino acids to the ribosome, but even beyond
this adaptor function, tRNAs also dictate the functional states of the ribosome. The
tRNA locations on the ribosome define the pre- and post-translocational states,
namely the two main conformations between which ribosomes oscillate during the
elongation cycle (see Chap. 8).

4.1.2 
Secondary Structure

Three main species of RNA molecules exist in all living cells: rRNA, mRNA and
tRNA. tRNA constitutes only 10–15% of the total RNA in Escherichia coli, each
tRNA has a molecular weight of about 25 kDa and a relative sedimentation coeffi-
cient of 4S giving rise to the original name “4S RNA”. The size of tRNAs is variable,
but on average they have a length of 76 nucleotides (nt), the longest tRNA identified
so far is tRNASer from E. coli having 93 nt whereas in nematode mitochondria very
short cripple tRNAs are found lacking either the D or the T C stem loop (about
56 nt, see Ref. [11]).

Holley et al. [5] proposed several possible secondary structures, when the first
tRNA sequence of tRNAAla from yeast was obtained. However, when the yeast tRNA
sequences of tRNASer [12], tRNATyr [13], and tRNAPhe [14] also became available, a
planar cloverleaf secondary structure was the only one that best satisfied all
sequences (Fig. 4.1-1). Sequence comparison of other tRNAs revealed that all tRNAs
adopt the cloverleaf secondary structure. Figure 4.1-2(a) shows a graphic representa-
tion of the distribution of conserved bases in elongator tRNAs [15] on the basis
of 932 sequences. Figure 4.1-2(b) shows the generally accepted numbering of the
tRNA nucleotides [16].
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The cloverleaf structure is characterized by three stem loops and four helices.
The acceptor helix (termed acceptor stem) is formed by seven base pairs combining
the 5� and 3�-end of the molecule. In all elongator tRNAs, the first base pair of the
acceptor stem is a G1-C72 Watson–Crick interaction. However, in eubacterial initi-
ator tRNAfMet, a mismatch between residue C1 and A72 is observed. This stem con-
tains, at the 3�-end, a single-strand sequence N73CCA-3, where N73 could be any
nucleotide representing a “discriminator” base important for the specificity and
efficiency of tRNA synthetase activity [17]. The universally conserved CCA seq-
uence carries at its 3�-end the aminoacyl residue via an ester link between the
ribose 2�- or 3�-OH group of the carboxyl group of the amino acid. Ten synthetases
are linking “their” amino acids to the 2�-end of the ultimate A, the other 10 at the
3�-end (see Chap. 4.2). This has no direct consequence to protein synthesis, since
the aminoacyl residue can trans-esterify between 2�- and 3�-OH groups with a rate
of 1–10 s 1 [18], which might be increased and fixed at the 3� position by elongation
factor EF-Tu·GTP (M. Sprinzl, pers. comm.). This factor carries an aminoacyl-
tRNA to the A-site of a ribosome (see Chap. 8). On the ribosome, the aminoacyl and
peptidyl residues are linked to the 3�-OH group via an ester bond; the 2�-OH group
is essential at least for the translocation of tRNAs on the ribosome from A- to the
P-sites as well as from the P- to the E-sites [19, 20].

The CCA ends are the docking sites of tRNAs at the A- and P-site regions of the
ribosomal peptidyl-transferase center on the 50S subunit (see Chap. 8.3). Eubacteria

Figure 4.1-1 Cloverleaf secondary structure of tRNA. The various 
secondary structure motifs are shown in different colors. Abbrev-
iations: R, purine base (A or G); Y, pyrimidine base (C or U); 
T, ribothymidine; Y, pseudouridine. Taken from Ref. [52] with 
permission.
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Figure 4.1-2 Features of the tRNA secondary 
structure. (A) Cloverleaf secondary structure of 
tRNA showing the distribution and conserved 
position of nucleotides found in all tRNA 
sequences known. The nucleotides are 
colored (A, blue; G, white; T(U), green; 

C, red) and their occurrence are indicated 
by the fractions of the circle area. According 
to Ref. [53] with permission, modified. 
(B) Conventional numbering of nucleotides 
according to Ref. [16], with permission.
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such as E. coli often encode the 3�-terminal CCA in the tRNA genes, whereas in
most organisms the CCA end is added post-transcriptional with a ATP (CTP): tRNA
nucleotidyl-transferase or CCase [21], thus representing the most common editing
mechanism. In all cells, the ATP (CTP):tRNA nucleotidyl-transferase is an essential
enzyme, since it functions also in the repair of damaged CCA ends.

The second stem-loop structure is the D stem loop, where the helical region con-
sists of 3–4 base pairs and the loop, between 8 and 11 nucleotides. The loop contains
two hydrouridine bases, hence the name dihydrouridine-stem-loop for this substruc-
ture. 

The anticodon stem loop at the opposite end of the molecule to the acceptor
stem contains the anticodon in the middle of its loop. The loop has a universal
length of 7 nt with a consensus sequence Py32-U33-XYZ-Pu (modified)-N38, where
Py represents a pyrimidine, XYZ is the anticodon, Pu a purine base and N any
nucleotide. The stem always contains 5 bps and the nucleotide at position 33 of the
anticodon loop is a universally conserved U in all tRNAs.

Like the anticodon stem loop, the fourth helix also comprises 5 bps with a 7 nt
loop. The loop contains the sequence T C that gives rise to the name “T C-loop”,
where T stands for ribose-thymidine and  for pseudouridine.

In addition to the defined substructures described above, a variable region exists
between the T-loop and the anticodon loop, which can be anywhere between 4 and
24 nts. According to the length of this variable loop, the tRNAs have been classified
(not extremely useful) as class I (4–5 nts, the vast majority) and class II (10–24 nts,
tRNALeu, tRNASer, tRNATyr in eubacteria and some organelles).

4.1.3 
Tertiary Structure

The crystal structures at 3 Å resolution of yeast tRNAPhe [6, 7] and later tRNAAsp [22]
confirmed that the tRNA molecule adopts an L shape. It is product of a double co-
axial stacking between the acceptor stem with its CCA end and the T stem loop
forming the short arm of the L arm, and the anticodon stem loop and the D stem-
loop forming the long arm (Fig. 4.1-3A). In this way, the cloverleaf structure of the
tRNA is transformed into two main domains: the acceptor and anticodon arms,
respectively (Fig. 4.1-3B), enclosing an angle of about 90°. The extremities of both
domains represent the functional “hot spots” of tRNAs: at the tip of the acceptor arm
the amino acid is covalently attached, whereas at the tip of the anticodon arm, the
anticodon is located, and are thus separated from each other by a distance of 75–
80 Å. This is precisely the distance from the decoding center on the 30S ribosomal
subunit to the peptidyl-transferase center on the 50S ribosomal subunit. Since a
rigid and straight rod-shaped molecule could also fulfill the distance requirement, it
raises the question as to why tRNAs have a universally conserved L shape?

The answer becomes clear when we consider other functions of the tRNAs on the
ribosome. We will see in the translocation chapter (Sect. 8.4), where there is good evi-
dence that during translocation the tRNAs are the handle to move the tRNA2•mRNA
complex, and thus there is a need to link the mRNAs tightly to the tRNAs via two
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Figure 4.1-3 Features of the tRNA tertiary 
structure. (A) Double coaxial stackings 
between the anticodon stem loop and D-stem 
loop (anticodon arm) and between the acceptor 
stem and the T-stem loop (acceptor arm) 
transform the cloverleaf secondary structure 
of a tRNA into a two domain structure that 
include an angle of about 90°. According to 
Ref. [30] with permission, modified. 
(B) The functional hot spots of a tRNA are the 
anti-codon and the CCA-3�-end that are 
separated by 75–80 Å in almost all canonical 
L-shape tRNAs. The aminoacyl or peptidyl 
residue is linked to the CCA-3�-end via an 
ester bond. This precise architecture allows 
codon–anticodon interaction at the decoding 

center of the small ribosomal subunit and 
contacts of the aminoacyl-(peptidyl) residue 
with the peptidyl transferase center on the 
large ribosomal subunit. From Ref. [47] with 
permission, modified. The colors correspond
to those in (A). 
(C) Base stacking (gray blocks) is an important 
element for the stability of the tertiary L-shaped 
tRNA. Colored lines indicate base interactions 
(mostly base pairs), the colors indicate 
secondary-structure motifs such as acceptor 
stem or D arm. Four bases (16, 17, 20, and 
47) that are not involved in base stacking are 
not included in the figure for the sake of clarity. 
According to Ref. [54] with permission, 
modified.
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adjacent codon–anticodon interactions. However, since a tRNA has a diameter of
20 Å (that of a double helix) but a codon length of only ~10 Å, it is immediately
apparent that it is the L shape that prevents a steric clash of the tRNA bodies and
allows simultaneous codon–anticodon interaction of both tRNAs at one end and at
the same time a neighborhood of the CCA ends at the A- site and P-site regions of
the peptidyl-transferase center at the other end. In fact, an angle of about 40° has
been detected between the planes defined by the two L-shaped tRNAs at A- and
P-sites [23–25] and about 140° between the A- and P-site codons [26].

A tRNA in solution is rigid and stable – features that are more typical for a pro-
tein than for an RNA of 76 nt. Aside from the Watson–Crick interactions seen in
the cloverleaf structure and the base-stacking effects of the helices, a multitude of
unusual interactions are involved in establishing the tertiary structure of a tRNA.
One important feature at the tRNA elbow is the interspersed base stacking between
the two main domains of the tertiary structure of tRNA: the D-arm is participating
with two bases G18 and G19 in the coaxial stacking of the acceptor and the T C
arms, and the reverse is also true: the T C arm participates with C60 and U59
(tRNAPhe) in the coaxial stacking of the anticodon and D-arms (Fig. 4.1-3C). Other
unusual features are listed below:

(1) At the junction of T- and D-loops, the elbow of the tRNA, a cross-strand
stacking of four purines form a “base zipper structure” [27], which is important for
stabilizing the “elbow architecture” of a tRNA (see Fig. 4.1-4A).

(2) Non-canonical Watson–Crick base pairs such as G:U are quite common in
RNA helices (see Fig. 4.1-4B), but also more rare interactions such as the
iminoG26:A44 base pair are observed (see Fig. 4.1-4C). Hoogsteen base pairs are
formed when the nitrogen N7 of the imidazole ring of the adenine base is involved
in the hydrogen-bonding interaction instead of the pyrimidine edge as in the nor-
mal Watson–Crick base pairing. These non-canonical base pairs are observed
between the conserved residues U8 and A14 organizing the sharp turn of the D-loop
(see Fig. 4.1-4D). Another example is the base pairing between the universally con-
served ribothymidine residue T54 and A58 (see Fig. 4.1-4E).

(3) Non-Watson–Crick base pairs from residues located in a single-stranded
region with a base pair within a helix, form base triplet interactions. For example,
residue G45 of the variable loop interacts with the base 10 of base pair m2 G10-C25
of tRNAPhe from yeast (Fig. 4.1-4F).

(4) The sugar-phosphate backbone participates in complex interactions to hold
the tRNA compact. Single-stranded regions in the tRNA can adopt the C2�-endo
configuration, although the C3�-endo configuration is found in the helical regions
(A-form) [28]. Furthermore, the 2�-OH of the ribose and the oxygen of the anionic
phosphates groups are involved in a series of hydrogen bonds, which contribute to
the stability of the tRNA tertiary structure. For instance, the N1 of the conserved
base A21 interacts with the 2�-OH of the highly conserved U8 and the 2�-OH of the
residue A58 donates a proton to an anionic oxygen of the phosphate at position 60
(Fig. 4.1-4G).
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Figure 4.1-4 Unusual interactions involved in establishing the 
tertiary structure of tRNA. (A) “Base-zipper structure” character-
ized by the stacking of four purines coming from different 
secondary-structure motifs, viz. the D-loop (G18 and G19) and the 
T-loop (G57 and m1A58); (B) cis Watson–Crick G4–U69 pair; 
(C) cis Watson–Crick G26–A44 inter-action (imino G-A pair); 
(D) trans Hoogsteen U8–A14 pair; (E) trans Hoogsteen T54-A58 
pair; (F) base triplet interaction m2G10-C25-G45; (G) hydrogen-
bonding formation between sugar phosphate backbone and a 
nitrogen base or an anionic oxygen of a phosphate. Two examples 
are shown, the U8(2�OH)-A21(N1) and C60(PO)-m1A58(2�OH) 
hydrogen bonds. H, the U turn around U33 is essential for an 
optimal presentation of the bases of the anticodon loop, the 2�OH 
is important for an effective translocation of the tRNA from the P- 
to the E-Site (see text for details). All figures were prepared using 
6tna pdb files processed by RasMol software.
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(5) Finally, Mg2+ and polyamines interact with the phosphate backbone of RNA
through electrostatic interactions to stabilize the folded backbone structure of the
tRNA. The binding of the Mg2+ ion is coordinated by six molecules of water, some of
which form hydrogen bonds with phosphate oxygens. The magnesium ions can also
be directly coordinated by one or two phosphate oxygens and the rest of the sites can
be occupied by water molecules which participate in hydrogen bonding with nitro-
gens or oxygens of the bases (Fig. 4.1-5).

As mentioned already, U33 in the anticodon loop is universally conserved, and
this residue is of prominent importance for protein synthesis, including the reac-
tions of tRNA binding to the P and A sites and translocation. U33 is instrumental for
the “U-turn”, a sharp 180° turn within a short stretch of three nucleotides in the anti-
codon loop that was in fact the first structural motif recognized in this loop (Figure
4.1-4H). The U-turn is characterized by two hydrogen bonds and a stacking inter-
action of U33 with O-P of residue 35 leading to a sharp turn in the phosphodiester
bond following U33. The first hydrogen bond goes from U33 N3-H to O-P of residue
36 and the second from O2� of U33 to N7 of A35 (or O4 of uracil or N4 of cytosine, if
residue 35 is a U or C, respectively; [29]). The 2�-OH group of U33 is of outstanding

Figure 4.1-5 Coordinated Mg2+ ions and polyamines interact with 
the tRNA sugar-phosphate backbone where unusual folding of 
tRNA might be stabilized by these interactions. According to 
Ref. [55], modified.
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importance for P site binding and translocation, and less important for A site bind-
ing. Replacing the 2�-OH with a hydrogen or a 2�-O-methyl group reduces the P site
binding by 50- and 100-fold, respectively [30, 31]. Similarly, a 2�-deoxy substitution
impairs the translocation reaction by 50-fold, whereas the A site binding is reduced
only by a factor of 7 [32]. U33 is also instrumental for the 3�-stack conformation of
the anticodon loop, where the anticodon is stacked on the 3�-side of the loop. This
seems to be the anticodon conformation being present under all binding conditions
of a tRNA (see Ref. [34] for review).

4.1.4 
tRNA Modifications

tRNAs are the most modified RNA molecules; almost 25% of the nucleotides of
a tRNA are modified. Eighty nucleoside modifications out of a total of 95 reported
modifications in all RNA molecules have been observed in tRNAs. Specific enzymes
modify tRNAs during their maturation. Table 4.1-1 lists all types of known RNA
modifications, and those that are found in tRNAs are indicated [34].

Usually the modification reaction is an alteration of, or addition to, existing bases
in the tRNA, an exception being the base queuosine. This base is found 5� to the
anticodon at position 34 of tRNAs that read NAU or NAC codons (where N is any
nucleotide), and the modification requires an enzyme that exchanges free queuosine
with guanosine. Many examples of tRNA modifications include ribose/base methy-
lations (Gm, Cm / m5C), base isomerization (U to pseudouridine ), base reduction
(U to D; dihydro-uridine), base thiolation (s2C, s2U, s4U) and base deamination
(inosine). Some modifications are conserved features of all tRNA molecules (D resi-
dues that give rise to the name of the D-arm,  found in the T C sequence).

Several functions have been attributed to tRNA modifications such as tertiary
structure stabilization, increase in the specificity of the tRNA for its cognate tRNA
synthetase, increase in the surface exposure of the tRNA, increase of interaction with
initiation factors and elongation factors and involvement in the decoding of the RNA
on the ribosome. The most direct effect of modification is seen in the anti-codon.
Inosine, which is generated by deamination of adenine (I, instead of A), is often
present at the first position of the anticodon (pairs with third position of the codon),
where it is capable of pairing with any one of three bases: U, C, and A (wobble posi-
tion). Curiously, although the inosine base is derived from adenine, its behavior is
most similar to that of guanine in terms of potential base-pairing formation.

4.1.5 
Recognition of tRNA by tRNA synthetase: Identity Elements

An important feature warranting the transfer of the genetic information is seen in
the bridge function that a tRNA has, i.e., serving as linker between the RNA world
and the protein world. Although codon:anticodon is the key interaction that directs
the translational process, the correct recognition and aminoacylation of the tRNA by
its cognate tRNA synthetase is of comparable importance. Mis-charging of tRNAs
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can lead to the incorporation of the wrong amino acid into the polypeptide, thus
impairing the fidelity of the translational process, which can lead to production of
inactive or worse, toxic protein products.

Table 4.1-1 Abbreviations and chemical names of modified nucleosides found in RNA 
Data taken from Ref. [34].

Symbol Name Found in 
tRNA

1 Am 2�-O-methyladenosine +

2 m2A 2-Methyladenosine +

3 m6A N6-methyladenosine +

4 m62A N6,N6-dimethyladenosine

5 m6Am N6,2�-O-dimethyladenosine

6 m62Am N6, N6,2�-O-trimethyladenosine

7 ms2m6A 2-Methylthio-N6-methyladenosine +

8 i6A N6-isopentenyladenosine +

9 ms2i6A 2-Methylthio-N6-isopentenyladenosine +

10 io6A N6-(cis-hydroxyisopentenyl)-adenosine +

11 ms2io6A 2-Methylthio-N6-(cis-hydroxyisopentenyl)-adenosine +

12 g6A N6-glycinylcarbamoyladenosine +

13 t6A N6-threonylcarbamoyladenosine +

14 m6t6A N6-methyl-N6-threonylcarbamoyladenosine +

15 ms2t6A 2-Methylthio-N6-threonylcarbamoyladenosine +

16 hn6A N6-hydroxynorvalylcarbamoyladenosine +

17 ms2hn6A 2-Methylthio-N6-hydroxynorvaylcarbamoyladenosine +

18 Ar(p) 2�-O-ribosyladenosine (phosphate) +

19 m1A 1-Methyladenosine +

20 I Inosine +

21 Im 2�-O-methylinosine

22 m1I 2�-O-methylinosine +

23 m1Im 1,2�-O-dimethylinosine +

24 Um 2�-O-methyluridine +

25 s2U 2-Thiouridine +

26 s2Um 2-Thio-2�-O-methyluridine +

27 m3U 3-Methyluridine

28 m3Um 3,2�-O-dimethyluridine

29 acp3U 3-(3-Amino-3-carboxypropyl)uridine +

30 s4U 4-Thiouridine +

31 m5U Ribosylthymine +

32 m5Um 5,2�-O-dimethyluridine +

33 m5s2U 5-Methyl-2-thiouridine +
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34 ho5U 5-Hydroxyuridine +

35 mo5U 5-Methoxyuridine +

36 cmo5U Uridine 5-oxyacetic acid +

37 mcmo5U Uridine 5-oxyacetic acid methyl ester +

38 cm5U 5-Caboxymethyluridine

39 mcm5U 5-Methoxycarbonylmethyluridine +

40 mcm5Um 5-Methoxycarbonylmethyl-2�-O-methyluridine +

41 mcm5s2U 5-Methoxycarbonylmethyl-2-thiouridine +

42 ncm5U 5-Carbamoylmethyluridine +

43 ncm5Um 5-Carbamoylmethyl-2�-O-methyluridine +

44 chm5U 5-(Carboxyhydroxymethyl)uridine +

45 mchm5U 5-(Carboxyhydroxymethyl)uridinemethyl ester +

46 nm5s2U 5-Aminomethyl-2-thiouridine +

47 mnm5U 5-Methylaminomethyluridine +

48 mnm5s2U 5-Methylaminomethyl-2-thiouridine +

49 mnm5se2U 5-Methylaminomethyl-2-selenouridine +

50 cmnm5U 5-Carboxymethylaminomethyluridine +

51 cmnm5Um 5-Carboxymethylaminomethyl-2�-O-methyluridine +

52 cmnm5s2U 5-Carboxymethylaminomethyl-2-thiouridine +

53 D Dihydrouridine +

54 m5D Dihydroribosylthymine

55 Pseudouridine +

56 m 2�-O-methylpseudouridine +

57 m1 1-Methylpseudouridine +

58 m3 3-Methylpseudouridine

59 m1acp 1-Methyl-3-(3-amino-3-carboxypropyl)pseudouridine

60 Gm 2�-O-methylguanosine +

61 m1G 1-Methylguanosine +

62 m2G N2-methylguanosine +

63 m22G N2,N2-dimethylguanosine +

64 m2Gm N2,2�-O-dimethylguanosine +

65 m22Gm N2,N2,2�-O-trimethylguanosine +

66 Gr(p) 2�-O-ribosylguanosine (phosphate) +

67 m7G 7-Methylguanosine +

68 m2,7G N2,7-dimethylguanosine

69 m2,2,7G N2,N2,7-trimethylguanosine

70 imG Wyosine +

71 mimG Methylwyosine +

72 OHyW* Undermodified hydroxywybutosine +

Symbol Name Found in 
tRNA
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There is a distinct synthetase that recognizes every tRNA that participates in the
decoding of the same amino acid, and this group of tRNAs are termed “isoaccept-
ing” tRNAs. For such a situation to exist, the isoaccepting tRNAs must carry identi-
cal signals for the recognition of their synthetase. These common signals define the
recognition identity of the isoacceptor tRNAs and accordingly represent the “identity
elements”, which have been discovered in the past 15 years by many groups (see
Table 4.1-2). An identity element or positive element is defined as a recognition site
on the tRNA that allows the unique aminoacylation by its cognate aaRSs. Table 4.1-2
gives a survey of the currently known identity elements described in Ref. [35].

An interesting case is the so-called “negative determinants”: these modifications
do not improve the recognition by the cognate synthetase (i.e., the corresponding,
correct synthetase), but prevent or impair recognition by a non-cognate synthetase
and thus mis-charging by a non-cognate synthetase [35].

73 yW Wybutosine +

74 OHyW Hydroxywybutosine +

75 o2yW Peroxywybutosine +

76 Q Queuosine +

77 oQ Epoxyqueuosine +

78 GalQ Galactosyl-queuosine +

79 manQ Mannosyl-queuosine +

80 PreQ0 7-Cyano-7-deazaguanosine +

81 gQ(G+) Archaeosine (alternate name 7-formamidino-
7-deazaguanosine)

+

82 PreQ1 7-Aminomethyl-7-deazaguanosine +

83 Cm 2�-O-methylcytidine +

84 m4C N4-methylcytidine

85 m4Cm N4,2�-O-dimethylcitidine

86 ac4C N4-acetylcytidine +

87 ac4Cm N4-acetyl-2�-O-methylcytidine +

88 m5C 5-Methylcytidine +

89 m5Cm 5,2�-O-dimethylcytidine +

90 hm5C 5-Hydroxymethylcytidine

91 f5C 5-Formylcytidine +

92 f5Cm 2�-O-methyl-5-formylcytidine +

93 m3C 3-Methylcytidine +

94 s2C 2-Thiocytidine +

95 k2C Lysidine +

Symbol Name Found in 
tRNA
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Table 4.1-2 Identity elements in tRNAs aminoacylated by class I (A) and class II (B) synthetases 
Data taken from Ref. [35]

E. colia S. cerevisiaeb T. thermophilusc Othersd

(A) Aminoacylated by class I synthetases

Val

(a) A73 A73

G3:C70, U4:A69 –

(b) A35, C36 A35

Ile

(a) A73

C4:G69

(b)L/G34, A35, U36 I34,A35,U36

t6A37, A38

(c) U12:A23, C29:G41

Leu

(a) A73 A73 A73

C3:G70,
A4:U69

G5:C68

(b) – A35

G37 –

(c) U8•A14 C20a

Met
(fMet)

(a) A73 A73

(G2:C71,C3:G70)

U4:A69,A5:U68

(b) C34,A35,U36 C34,A35,U36

(C32,U33,A37) & the 4 other AC 
loop nts

(c) D-arm

Cys

(a) U73 U73

G2:C71,C3:G70

(b) G34,C35,A36

(c) G15•G48,A13•A22

Tyr

(a) A73 A73

C1:G72 C1:G72

(b) U35 G34, 35

Trp

(a) G73 G73

A1:U72,G2:C71 A1:U72

G3:C70 G5:C68,A9

(b) C34,C35,A36 C24,C35 C34,C35,C36
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Glu

(a) 

G1:C72,U2:A71

(b) s4U34,U35

A37

(c) U11:A24

U13:G22-A46, 47

Gln

(a) G73

U1:A72, G2:C71

G3:C70

(b) Y34,U35,G36

A37,U38

(c) G10

(a) A/G73

Arg (b) C35,U/G36 C35,U/G36

(c) A20

(B) Aminoacylated by class II synthetases

Ser

(a) G73 G73

C72,G2:C71,
A3:U70

C11:G24,R4:Y69

(c) C11:G24 Variable loop Variable loop

Variable loop

Thr

(a) U73

G1:C72,C2:G71 G1:C72 G1:C72,U3:A70

(b) G34,G35,U36 G35,U36 G35,U36

Pro

(a) A73

G72

(b) G35,G36 G35,G36

(c) G15•C48

Gly

(a) U73 A73 U73 A73

G1:C72,C2:G71 C2:G71, G3:C7O G1:C72, C2:G71 C2:G71

G3:C70 (G3:C70)

(b) C35,C36 C35,C36 C35,C36

(c) (G10:C25)

His

(a) C73 A73

G-1 G-1

(b) anticodon G34,U35

E. colia S. cerevisiaeb T. thermophilusc Othersd
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The tRNAs are listed according to the synthetase classification in two 
classes with subclasses. Identity elements are classified according to their 
location in the amino acid accepting stem (a), anticodon region (b), and 
other tRNA domains (c). Identity nucleotides in bold were identified by 
the in vitro approach, those in italics by the in vivo approach, and those 
in normal scripts by both approaches; when underlined, the identity 
element is the modified nucleotide. Numbering of residues is according 
to Ref. [16] and nomenclature of modified nucleotides according to 
Ref. [56]. In the case of base pair, (:) denotes WC pair, (:) non-WC 
pairs, and (-) tertiary pairs; (/) indicates that two residues can be identity 
elements at the same position. R, purine; Y, pyrimidine.

4.1.6 
Is the tRNA Cloverleaf Structure a Pre-requisite for the L-shape?

The answer to this question is “no”, since there are a number of structures that
mimic the tertiary structure of an L-shaped tRNA but do not contain the canonical
secondary cloverleaf structure. These variant tRNA structures can be recognized and
aminoacylated by the cognates aaRSs.

Examples are tRNA-like molecules such as bacterial tmRNA (= 10Sa) that contain
about 350 nt (cf. 75 nt for a tRNA –>4 � larger!), but 5�- and 3�-regions form a tRNA-
like structure without T stem loop and the anticodon loop. The tmRNA contains an
mRNA “module” that codes for about 9–30 amino acids; it is charged by alanine-
tRNA synthetase (AlaRS) [36]. This RNA displays both tRNA and mRNA functions

Asp

(a) G73 G73 G73

G2:C71

(b) G34,U35,C36 G34,U35,C36 G34,U35,C36

C38 C38 C38

(c) G10 G10•U25 G10

Lys

(a) A73

(b) U34,U35,U36

(mnm5s2U)34

Asn
(a) G73

(b) G34,U35,U36

Phe

(a) A73 A73 A73 A73

(b) G34,A35,A36 G34,A35,A36 G34,A35,A36 G34,A35,A36

G27:C43,G28:C42 i6A37 G30:C40

(c) U20 G20 A31:U39,G20

G44,U45,U59,U60

Ala

(a) A73

G2:C71,G3•U70 G3•U70 G3•U70

G4:C69

(c) G20

E. colia S. cerevisiaeb T. thermophilusc Othersd
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(hence the name tmRNA) and plays an important role in recycling 70S ribosomes
that are stuck at the 3�-end of fragmented mRNAs lacking a stop codon. The mRNA
part of the tmRNA encodes an oligopeptide sequence that is tagged onto the incom-
plete polypeptide, targeting it for rapid degradation (see Sect. 8.2.5)

Another example is the tRNA-like structure in 5�-untranslated region of thrS
mRNA (regulatory domain of threonyl-tRNA synthetase gene), which is recognized
by ThrRS [37]. The tRNA-like structure at the 3�-end of the RNA from the turnip
yellow mosaic virus (TYMV) can be charged by ValRS [38] and seems to play a role
during replication of the virus [39]

Here we should also mention the “crippled” tRNAs that are found in the mito-
chondria of nematodes [40, 11], where the T-loop has been reduced to few base pair
or deleted completely, whereas the tRNASer in this organelle is lacking the D stem
loop instead of the T-loop, and also possesses its own EF-Tu factor. Human tRNASer

with the anticodon GCU is another example where T-stem is not present at all, simi-
lar to nematode tRNASer [41].

4.1.7 
Other Functions of tRNA outside the Ribosomal Elongation Cycle

In addition to the main role of the tRNAs in protein synthesis during the ribosomal
elongation cycle, tRNAs are also involved in a series of other reactions beyond pro-
tein synthesis.

1. Viral reverse transcriptase of the human immunodeficiency virus (HIV) uses

tRNA  as a primer for the synthesis of DNA [42]. 
2. Some tRNAs induce the formation of anti-termination structures of the non-

translated region upstream (UTR) of the structural genes of some amino acid oper-
ons (ilv-leu, his, trp) and of some tRNA synthetase genes (thrS, tyrS, lueR, pheS).
Under starvation conditions, deacylated tRNA seems to base-pair via its anticodon
and the NCCA-3�-end with complementary sequences in the leader UTR promoting
the formation of anti-termination structures in these systems (reviewed in Ref. [43]).

3. Under nutrient deprivation conditions, bacterial cells down-regulate the
transcription of genes that belong to the fields of molecular genetics such as repli-
cation, transcription, and translation. This most important regulation circuit in
bacteria is called the “stringent response” and is mediated by the synthesis of
(p)ppGpp. Binding of a deacylated tRNA to the ribosomal A-site activates via the
ribosomal protein L11 the ribosome-bound enzyme, RelA, which synthesizes the
signaling molecule (p)ppGpp [44] (see Chapter 11.2.3).

4. Glu-tRNAGlu is an activated intermediate in the biosynthetic pathway of -
aminolevulinate (ALA), a tetrapyrrole precursor of porphyrins in plants and bacteria.
The ALA biosynthesis starts with the aminoacylation of tRNAGlu by GluRS, then a
NADPH-dependent reduction reaction catalyzed by glutamyl-tRNA reductase occurs
on Glu-tRNAGlu to yield glutamate 1-semialdehyde. Finally, the amino group of
glutamate 1-semialdehyde is transferred to its terminal carbon by an intramolecular
reaction catalyzed by a specific aminotransferase forming ALA [45].

Lys
3
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5. Amino acid residues from aminoacyl-tRNAs are used in a cross-linking
reaction that occurs during peptidoglycan synthesis of the bacterial cell wall. By this
reaction, the pentapeptide moieties attached to the N-acetyl muramic acid residue
of both the disaccharides, N-acetyl muramic acid-N-acetyl glucosamine units,
become covalently bound [46, 47].

6. RNA polymerase III activity in silkworm depends on several transcription
factors. Among these transcription factors, TFIIIR stands out since it contains a
tRNAIle with the anticodon IAU, where I stands for inosine [48].

7. Aminoacyl-tRNAs are involved in a proteolytic pathway, the so-called the “N-
end rule” pathway. The N-end pathway governs the half-life of a protein in a cell with
respect to the identity of its N-terminal amino acid residue. For instance, arginine-
tRNA-protein transferase (R-transferase) is an enzyme that uses Arg-tRNAArg to
“arginylate” polypeptides whose N-terminal residue is Asp or Glu in bacteria and
Cys in mammals. This arginylation is the signal for the proteolytic machinery for the
protein degradation [49].

8. Many tRNA-like structures are specifically aminoacylated and participate
actively in protein synthesis. An example of such structures is found at the 3�-end of
the genome of several plant viral RNAs. In the case of 3�-untranslated region of tur-
nip yellow mosaic virus (TYMV), a tRNA-like structure aminoacylated with valine is
involved in virus replication and indispensable for virus viability [34]. More recently,
a tRNA-like molecule (sRNA85) was identified in the trypanosomatid signal recog-
nition particle in addition to the canonical 7SL RNA homolog. The complex has an
S-value of ~14S and binds to the ribosomes [50].

4.1.8 
Human Neurodegenerative Disorders Associated with 
Mitochondrial tRNAs

In mammals, many diseases are known that are caused by tRNA defects in the mito-
chondria. Often they are related to human neurodegenerative disorders. Table 4.1-3
summarizes mutations in human mitochondrial tRNA genes associated with the
corresponding disease or phenotype.

Table 4.1-3 Disease-related mutations in human mitochondrial tRNA genes
Data taken from Ref. [51]

tRNA mutation

Amino acid 
specificity

Gene 
mutation

Domain Position Related 
pathologies

Ala A5628G AC stem 31–39 CPEO

Asn A5692G AC loop 38 CPEO

C5698T AC loop 32 PEO

C5703T AC stem 27–43 CPEO, MM

Asp A7543G AC stem 29–41 MS
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Cys A5814G D stem 13–22 EM, MELAS, PEO

Gln C4332T acc. stem 3–70 EM, D

A4336G acc. stem 7–66 ADPD

instT4370 AC loop After 31 MM, CD

Glu A14709G AC loop 37 MM, EM, D

Gly T9997C acc. stem 7–66 MHCM

A10006G D loop 18 CIPO

T10010C D stem 12–23 EM

A10044G T loop 59 EM

Ile A4269G acc. stem 7–66 FICP, EM

T4274C D stem 13–22 CPEO

T4285C AC stem 27–43 PEO

G4298A AC stem 30–40 CPEO

G4309A T stem 51–63 CPEO

A4317G T loop 59 FICP

C4320T T stem 52–62 ECM

Leu (CUN) T12297C AC loop 33 DCM

G12301A AC loop 37 AISA

G12415A T stem 52–62 CPEO

A12320G T loop 57 MM

Leu (UUR) A3243G D loop 14 MELAS, DMDF

A3243T D loop 14 PEM, MM

G3249A D loop 19 KS

T3250C D loop 20 MM

A3251G D loop 20:01 MM

A3252G D loop 21 MELAS

C3254G D stem 12–23 MM

C3256T D stem 10–25 MERRF-like, MELAS

T3258C AC stem 27–43 LA, E1

A3260G AC stem 29–41 MMC

T3264C AC loop 33 DM

T3271C AC stem 30–40 MELAS, DM

delT3272 AC stem 29–41 PEM

T3273C AC stem 28–42 O: EI

C3275A Var. region 44 LHON

A3280G T stem 49–65 MM

A3288G T loop 57 MM

tRNA mutation

Amino acid 
specificity

Gene 
mutation

Domain Position Related 
pathologies
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T3291C T loop 60 MELAS

A3302G acc. stem 2–71 MM

C3303T acc. stem 1–72 MMC

Lys A8296G acc. stem 2–71 DMDF, MERRF

G8313A D stem 12–24 MNGIE

T8316C AC stem 27–43 MELAS

G8328A AC stem 31–39 EM

G8342A T stem 53–61 PEO, MS

A8344G T loop 55 MERRF

T8355C T stem 50–64 PEO, SM

T8356C T stem 49–65 MERRF

T8362G acc. stem 2–71 SM

G8363A acc. stem 1–72 MICM, D, MERRF, LS

Met T4409C acc./D stem 8 MM

G4450A T stem 53–61 MM

Phe G583A acc. Stem 7–66 MELAS

A606G AC stem 29–41 M

T618C AC stem 29–41 MM

Pro T15965C T stem 50–64 ADPD

G15990A AC loop 36 MM, O

Ser (AGY) C12246A T loop 55 CIPO

C12258A acc. stem 7–66 DMDF

Ser (UCN) insG7472 Var. region 46 PEM

C7497T D stem 13–22 MM, PEM, RRF, LA

A7511G acc. stem 4–69 DEAF, SNHL

A7512G acc. stem 3–70 PEM

Thr G15915A AC stem 30–40 MM

A15923G AC loop 38 LIMM

delT15940 T loop 60 MM

G15950A acc. stem 3–70 ADPD

Trp G5521A D stem 10–25 MM

insT5537 AC stem After 27 MILS

G5540A AC stem 30–40 PEM, CD

G5549A AC stem 31–39 DEMCHO, D, A

Tyr A5874G D stem 13–22 EI, LW, CD

Val G1606A acc. stem 5–68 AMDF

tRNA mutation

Amino acid 
specificity

Gene 
mutation

Domain Position Related 
pathologies
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tRNA genes are listed by amino acid specificity in alphabetical order. 
“Gene mutation” refers to the nucleotide substitution and position of the 
mutation in human mt genome. “tRNA mutation” refers to the location 
of the mutation in the gene product. Structural domains affected by the 
mutations refer to loops and stems, with AC for anticodon; acc., acceptor; 
Var., variable. Nucleotide numbering is according to classical tRNA 
numbering [16]. Pathologies are abbreviated as follows: 
A, ataxia; 
ADPD, Alzeimer’s disease and Parkinsons disease; 
AISA, acquired idiopathic sideroblastic anemia; 
AMDF, ataxia, mental deterioration, deafness; 
CD, Cox deficiency; 
CIPO, chronic instestinal pseudoobstruction with myopathy; 
CPEO, chronic progressive external ophtalmoplegia; 
D, diabetes; 
DCM, dilated cardiomyopathy; 
DEAF, maternally inherited deafness or aminoglycoside-induced deafness; 
DEMCHO, DEMentia; 
Chorea; 
DM, diabetes mellitus; 
DMDF, diabetes mellitus, Deafness; 
ECM, encephalocardiomyopathy; 
EI, exercise intolerance; 
EM, encephalomyopathy; 
FICP, fatal infantile cardiomyopathy plus a melas-associated cardiomyopathy; 
HCM, hypertrophic cardiomyopathy; 
KS, Kearns–Sayre syndrome; 
LA, lactic acidose, 
LHON, leber hereditary 
optic neuropathy; 
LIMM, lethal infantile mitochondrial myopathy; 
LS, leigh syndrome; 
LW, limb weakness; 
M, myoglobinuria; 
MELAS, mitochondrial encephalomyopathy, lactis acidose, Stroke-like episodes; 
MERRF, myoclonic epilepsy and ragged red muscle fibers; 
MHCM, maternally inherited hypertrophic cardiomyopathy; 
MICM, maternal, inherited cardiomyopathy; 
MILS, maternal inherited leigh syndrome; 
MM, mitochondrial myopathy; 
MMC, maternal myopathy and cardiomyopathy; 
MNGIE, mitochondrial neurogastrointestinal encephalomyopathy; 
MS, myoclonic seizures; 
O, ophtalmoplegia; 
PEM, progressive encephalomyopathy; 
PEO, progressive external ophtalmoplegia; 
SM, skeletal myopathy; 
SNHL, sensorineural hearing loss.

G1642A AC stem 27–43 MELAS

G1644T Var. region 45 LS

tRNA mutation

Amino acid 
specificity

Gene 
mutation

Domain Position Related 
pathologies
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4.2 
Aminoacylations of tRNAs: Record-keepers for the Genetic Code

Lluís Ribas de Pouplana and Paul Schimmel

4.2.1
Introduction

Aminoacyl-tRNA synthetases (ARS) catalyze aminoacylation reactions and therefore
are essential components of the genetic code [1, 2]. These enzymes aminoacylate
each transfer RNA with its cognate amino acid, thus establishing the amino acid–
trinucle-otide relationships of the code. Each synthetase recognizes its specific
amino acid and all its isoacceptor tRNAs. The reaction takes place in two steps:

E + AA + ATP E(AA-AMP) + PPi

E(AA-AMP) + tRNA E + AA-tRNA + AMP

First, the enzyme (E) activates the cognate amino acid by condensing it with ATP
to form a transient aminoacyl adenylate (AA-AMP) that remains bound to the
enzyme’s active site. Secondly, the enzyme catalyzes the formation of an ester link-
age between the carboxyl group of the amino acid and a hydroxyl of the ribose of the
terminal 3� adenosine of the tRNA. The aminoacylated tRNAs (AA-tRNAs) are then
recognized by translation factors that place them in the ribosome’s active site, where
protein synthesis takes place.

Every cell requires a synthetase for each of the 20 amino acids of the genetic code.
Thus, all cells contain at least 20 synthetases (eukaryotic cellular organelles use an
additional set of synthetases) [3]. With minor exceptions, all aminoacyl-tRNA syn-
thetases with the same amino acid specificity are orthologs. For example, all extant
aspartyl-tRNA synthetases (the enzymes responsible for aminoacylating tRNAAsp

with aspartate) are related to a single ancestor, which has been conserved through-
out all speciation events since the last universal common ancestor (LUCA) of all
organisms [4].

The concept of LUCA refers to the biological entity that constituted the genetic
basis of all extant forms of life. That such a common ancestor existed follows from
the universal distribution and composition of the genetic code and its components.
Any gene that is found in all extant living species plausibly has an origin that pre-
cedes LUCA (this assumption would be false in the case of later-appearing genes
transferred to all living species through lateral gene transfer). Most individual ARS
are universally distributed. In many cases, the phylogenetic tree derived from their
sequences coincides with the evolutionary tree derived from 16S RNA sequences [5, 6].
Hence, most individual synthetases probably predate the separation of the three
kingdoms of life – archaea, bacteria, and eukarya.

In addition to the individual evolutionary history of each synthetase, the 20 known
ARSs are divided into two classes of homologs, each containing 10 enzymes [7–9].
Each class is identified by a common active site fold, and by certain sequence motifs,
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shared by all its members [2, 10]. All enzymes of each class evolved from a common
ancestor, which gave rise to the extant 10 types through gene duplication events.
Since most ARS may be older than LUCA, most of these duplications took place
before LUCA.

Interestingly, a few synthetases had not completely evolved at the time of
LUCA [11]. These enzymes are the outcome of branches of the synthetase evolution-
ary tree that were only fixed in evolution after the separation of the three main
branches of life. A particularly interesting subset of this late evolution is that related
to the endosymbiotic events that generated mitochondria and chloroplasts. The
cohabitation of organelle genomes within eukaryotic cells resulted in selection of
new recognition mechanisms between tRNAs and ARS [11]. Among the forces
behind these selections is the requirement to preserve faithful recognition of two
independent sets of tRNAs. Simultaneously, the recognition mechanisms between
tRNAs and ARS might have been influenced by the significant reduction in genome
size observed in animal mitochondria. The analysis of these exceptional ARSs pro-
vides information about the origin of extant cells after the separation of the three
branches of life, as well as about the events that determined the selection of their
extant phenotypes [12, 13].

Thus, the origin of aminoacyl-tRNA synthetases is ancient, predating the appear-
ance of the last common ancestor to all living species. The intimate functional link
between synthetases and the genetic code suggests a common evolutionary path-
way. The evolutionary history of these enzymes can be inferred from structural,
sequence, and phylogenetic comparisons. In turn, every aspect of ancient ARS evo-
lution that is solved invariably provides information about general aspects of the
origin of life. In this regard, aminoacyl-tRNA synthetases can be used as markers
of essential transitions in evolution. Current understanding of the evolution of
aminoacyl-tRNA synthetases and the relationship to the development of the code is
summarized here.

4.2.2
The Operational RNA Code

The aminoacyl-tRNA synthetases are the actual translators of the genetic code. Their
faithful recognition of cognate tRNAs ensures the correct coupling of triplet
sequences and amino acids. The recognition of the tRNA molecules by these
enzymes depends on the specific interactions between the proteins and identity ele-
ments present in the tRNA sequences and structures (see Refs. [23, 25] for a review
of identity elements of tRNAs). In some instances, however, the identity elements of
tRNAs recognized by ARS do not include the anticodon bases of the tRNA, and are
located in the tRNA acceptor stem (Fig. 4.2-1).

For instance, a major identity element of tRNAAla is a single G:U base pair at the
3 :70 position in the acceptor stem of that tRNA [14, 15]. This single G3 :U70 base
pair is necessary and sufficient to convey alanine acceptance upon many tRNA
sequences. Alanine-tRNA synthetase (AlaRS) does not recognize the anticodon
region of its cognate tRNA [16].



4.2 Aminoacylations of tRNAs: Record-keepers for the Genetic Code 171

A second example of an ARS that does not recognize the anticodon region is
seryl-tRNA synthetase (SerRS). The crystal structure of Thermus thermophilus
SerRS, complexed with tRNASer, revealed that this enzyme does not interact with
the anticodon triplet [8, 17]. The main identity element in the acceptor stem of
tRNASer is the discriminator base G73 [18, 19]. The elbow region of the tRNA is also
recognized by the enzyme through interactions with an idiosyncratic coiled-coil
domain at the N-terminus of SerRS [17].

In these cases, the relationship between an anticodon triplet and an amino acid is
indirect, because tRNA recognition is achieved via identity elements embedded in
the acceptor stems and not in the anticodons. This set of interactions is known as
the operational RNA code [20]. It relates specific RNA sequences/structures in
acceptor stems to specific amino acids [20–22]. Indeed, small RNA helices that reca-
pitulate acceptor stems are charged with specific amino acids.

At least 10 synthetases have been shown to aminoacylate specifically RNA mini-
helices that are based on the acceptor stems of their cognate tRNAs (Fig. 4.2-1) [19,
22–32]. Although the efficiency of aminoacylation of these minimalist structures
can be significantly decreased with respect to the full-length tRNA, these mini-
helices are specifically recognized and aminoacylated by their cognate synthetases.
Thus, the set of interactions that constitute the operational RNA code today are
possibly the molecular remnants of the set of identity elements that ruled the recog-
nition of the molecular ancestors of tRNA (minihelices).

Figure 4.2-1 Secondary and tertiary structure models of an RNA 
minihelix and a tRNA. The minihelix dumbbell and the correspon-
ding region of the tRNA structure are colored in orange. The rest 
of the tRNA structure is colored green.



4 tRNA and Synthetases 172

The operational RNA code might be a testimony of earlier times in genetic code
evolution, when RNA stem-loop structures (precursors of modern tRNAs) were ami-
noacylated by ribozymes in primitive peptide synthesis mechanisms [20, 33, 34]. The
modern tRNA shape has been proposed to arise from the fusion of such RNA mini-
helices, causing in the process the translocation of the early identity signals to the
anticodons and acceptor stems of modern tRNAs [34–39]. Thus, identity elements in
the acceptor stem and the genetic code are directly linked through the evolutionary
history of tRNA [36].

4.2.3
Extant Aminoacyl-tRNA Synthetases

Aminoacyl-tRNA synthetases (ARS) are classified into two distinct structural fami-
lies: class I and class II [7–9, 40, 41]. Of the twenty aminoacyl-tRNA synthetases, 10
are found in each family (Table 4.2-1) [9]. All the enzymes in each class evolved from
a unique single-domain protein that evolved into the active-site characteristic of each
class [20, 42]. The only known exception is lysyl-tRNA synthetase (LysRS), which
exists as a class I or as a class II enzyme in different organisms [43].

Genetic dissections showed that aminoacyl-tRNA synthetases developed from their
ancestral catalytic cores through the addition of domains and insertions [44, 45]. Crys-
tallographic studies confirmed this scheme [2, 10, 46]. The active-site domain recog-
nizes the acceptor stem end of the tRNA, where the amino acid is attached. Most of the
class I and II enzymes also recognize the anticodon stem-loop structure of their cog-
nate tRNAs using additional domains that are idiosyncratic to each enzyme [47].

Table 4.2-1 Classes and subclasses of aminoacyl-tRNA synthetases

a The classification of ARS is based on sequence and structural information.

Subclass Class I Class II Subclass

LeuRS AlaRS

IleRS GlyRS

ValRS ThrRS

Ia MetRS SerRS IIa

CysRS ProRS

ArgRS HisRS

GluRS AspRS

GlnRS AsnRS

Ib LysRS LysRS IIb

TyrRS PheRS

Ic TrpRS IIc
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All members of class I ARS share an active-site domain that forms a Rossmann
nucleotide-binding fold. Members of class II have an active-site domain that con-
tains an unusual anti-parallel -sheet flanked by two long -helices [2, 10, 46]. The
two folds are fundamentally different. Thus, the two classes evolved from two dis-
tinct ancestors. Nevertheless, each class is unlikely to have evolved independently,
because the composition and tRNA-binding mechanisms of each class are related
and complementary (see below).

Within each class, structural classifications further divide the members into
three distinct subclasses (Table 4.2-1) [2]. The amino acids recognized by the
enzymes in each subclass are chemically related. Each subclass within class I has a
matching subclass in class II that recognizes similar amino acids and contains a
similar number of enzymes. Class I ARS are subdivided into three subclasses: Ia,
Ib, and Ic. Subclass Ia contains enzymes that are specific for the amino acids leu-
cine, isoleucine, valine, methionine, cysteine, and arginine. Subclass Ib enzymes
recognize glutamate, glutamine and lysine. Subclass Ic ARS are specific for
tyrosine and tryptophan [2].

Similarly, class II enzymes are subdivided into subclasses IIa, IIb, and IIc. Sub-
class IIa enzymes are specific for serine, threonine, glycine, alanine, proline, and
histidine. Subclass IIb enzymes recognize aspartate, asparagine, and lysine. Sub-
class IIc contains the enzyme specific for phenylalanine [47]. The active-site
domains of class I ARS bind the tRNA from the minor groove side of the acceptor
stem. In contrast, the active-site domains of class II ARS bind to the tRNA acceptor
stem but, in this case, class II enzymes approach the tRNA molecule from its
major groove side. These interactions relate acceptor stem sequences/structures to
specific amino acids.

These structural observations are consistent with early work showing that most
class I ARS (which bind the minor groove of the tRNA acceptor stem) attach their
respective amino acid to the 2� OH group of the terminal ribose of tRNA, whereas
most class II ARS (which bind the major groove of the tRNA acceptor stem) attach
the amino acid to the 3� OH [48, 49]. Important exceptions are synthetases that
bind aromatic residues. Tyrosyl- and tryptophanyl-tRNA synthetases (TyrRS and
TrpRS) are class Ic enzymes, but they bind the tRNA from the major groove side
and indistinctly catalyze the attachment of the amino acid to the 2�  or 3� OH of
the tRNA [48, 49]. On the other hand, phenylalanyl-tRNA synthetase (PheRS), a
class IIc enzyme, binds the tRNA on the minor groove side and catalyzes the attach-
ment of the amino acid to the 2� OH [48, 49]. These exceptions give strong support
to the ‘symmetrical model’ for the origin of the two ARS classes (see below).

In addition to their aminoacylation activity, several subclass Ia enzymes possess
an editing activity to prevent misacylation of their cognate tRNAs. Valyl-, leucyl-,
and isoleucyl-tRNA synthetases activate cognate amino acids that are difficult to
discriminate from stereochemically similar ones [50]. In these enzymes, the
hydrolysis of noncognate aminoacyl adenylates or misacylated tRNAs is catalyzed
by an independent domain [51]. This editing domain is inserted into the catalytic
domain for aminoacylation, thereby creating a separate active site [51, 52]. Class II
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enzymes glycyl-, alanyl-, prolyl-, and threonyl-tRNA synthetases (GlyRS, AlaRS,
ProRS, and ThrRS) also contain editing activities [53–58]. In the cases of AlaRS,
ThrRS, and ProRS, these activities are localized to domains that are appended to
the catalytic unit of the enzyme, rather than inserted into the active site [56–58].
Those editing domains are completely different in structure than those found in
class I enzymes [54].

4.2.4
The Origin of Aminoacyl-tRNA Synthetase Classes: 
Two Proteins bound to one tRNA

The homology between extant groups of universal ARS implies that several rounds
of gene duplication and divergence took place before LUCA to give rise to most of
the enzymes that constitute each class. Given that the role of ARS is intrinsically
linked to the development of the genetic code, this observation is consistent with the
genetic code being completely defined by the time of LUCA.

Because class I and class II synthetases evolved symmetrically to generate two fam-
ilies that display striking similarities and complementarities, their early evolution was
probably driven by common constraints. These evolutionary forces shaped the sym-
metrical nature of the two classes. Based on the analysis of the crystal structures of
complexes between ARS and tRNAs, and the structure of the genetic code, a proposal
has been put forward that can explain this feature of the ARS classes [59, 60].

The ‘symmetry theory’ for the origin of the two classes of ARS proposes that the
two classes evolved from an ancestral complex where a single tRNA molecule was
recognized simultaneously by a class I and a class II ancestor [59]. The extant sub-
classes would have originated from duplications of the genes coding for these two
proteins. This scenario can explain several features displayed by extant ARS. For
example, the equivalence in sizes of the two classes, and their subclasses, would
result from coupled evolution. Thus, each event of gene duplication and divergence
that generated a new tRNA species was followed by the duplication and divergence
of the genes coding for the class I- and class II-type active-site domains (Fig. 4.2-4).
This process would result in an equivalent numbers of class I and class II ARS. Sim-
ilarly, the association of a class I and a class II ARS active site with a given tRNA can
explain why the synthetases resulting from the evolution of this initial complex rec-
ognize sterically similar residues (see below).

The ‘symmetry theory’ requires that formation of a complex between a single
tRNA and two ARS be sterically possible. The association of two extant ARS on a
single tRNA would be prevented by steric clashes caused by domains that surround
the enzyme’s active sites. However, the ARS ancestors were small proteins that
contained only the active-site domain [42]. To investigate the possibility that two
ancestral ARS active-site domains formed a complex with a single tRNA molecule,
the two-synthetase–one-tRNA interactions were modeled using available crystallo-
graphic data [59].

The structures of ARS–tRNA complexes were edited to obtain the coordinates of
each tRNA bound only to the respective active site domain [52, 54, 61–67]. The
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available structures cover at least one representative from each subclass. (Owing of
close similarities between enzymes of the same subclass, the mode of binding to
the acceptor stem is thought to be the same for each subclass member.) The struc-
tures for all possible subclass Ia–c subclass IIa–c pairs bound to tRNA were individ-
ually generated. The resulting structures were inspected for steric compatibility of
the bound active-site domains. Not all superimpositions generated sterically com-
patible models. Several pairs, Similar to that of AspRS (subclass IIb) and IleRS
(subclass Ia), generated severe steric clashes between large parts of the respective
active sites [59].

Several superimpositions generated compatible pairs where two synthetases cover
the tRNA acceptor stem without major steric clashes. Remarkably, these pairs link
together specific ARS subclasses. In particular, the only combinations that accom-
modated all enzymes followed exactly a pairing of subclasses. Thus, subclass Ia
enzymes (IleRS or ValRS) pair best with subclass IIa enzymes (SerRS or ThrRS). A
subclass Ib enzyme (GlnRS) forms a compatible pair with a subclass IIb enzyme
(AspRS). Finally, TyrRS (subclass Ic) can only form a compatible pair with PheRS
(subclass IIc) [59] (Fig. 4.2-2).

Large translational and rotational differences between the different pairs (with
respect to the axis of the tRNA acceptor stem) are an important feature of these com-
plexes. The differences are particularly evident in the Ic–IIc pair (TyrRS and PheRS),
which binds the tRNA acceptor stem at a 90º angle of rotation with respect to the
other pairs (Fig. 4.2-2). Thus, ancestral ARS pairs have large variations in their ori-
entations around the tRNA acceptor stem [59].

This analysis supported the idea that the two extant classes of synthetases can be
interpreted as a consequence of an early interaction of specific synthetase pairs in
complex with tRNA. Among the correct predictions derived from the ‘symmetry the-
ory’ was the assignment of class I LysRS to the subclass Ib prior to the crystallo-
graphic evidence. LysRS is an exception among ARS in that it can be found as a class I
or class II enzyme (see below). Class I LysRS were discovered recently, in certain
archaebacteria and bacteria. Based on the symmetrical pairings of synthetases that
recognize similar residues, we predicted that this new enzyme would be a member
of the subclass Ib [59]. The crystal structure of the complex between a class I LysRS
and tRNALys confirmed our prediction, and showed that the complete structures of a
class I and class II LysRSs can form a complex around a single tRNALys molecule,
with almost no steric hindrance [68] (Fig. 4.2-3).

Moreover, the ‘symmetry theory’ can also explain the uncanny sequence similari-
ties that have been observed between tRNAs that are charged by ARS of opposite
classes (i.e., tRNATyr and tRNAPhe, or tRNAAsp and tRNAGlu). The symmetrical pairs
may have formed initially to cover and protect the acceptor stem, in a hostile envi-
ronment where the structure of RNA was susceptible to chemical degradation or
denaturation, or where the ester link between the tRNA molecule and its attached
amino acid was particularly labile.

Interestingly, the ‘symmetry theory’ links the evolution of the two ARS families to
the development of the genetic code. If the distribution of the two ARS classes
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Figure 4.2-2 Graphical representation of complexes formed, res-
pectively, between subclasses Ia–c (green) and IIa–c (blue) synt-
hetase active sites bound simultaneously to a tRNA acceptor stem 
[59]. The tRNA is depicted in yellow, and each complex is shown in 
two different orientations. The left complexes are oriented with the 
plane of the page defined by the axes of the tRNA acceptor stem 
and anticodon stem helices. The views to the right of the figure 
show the same molecules along the axis of the anticodon stem-
loop, as seen from the acceptor stem side.
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directly followed the duplications of anticodons, then the ARS paired by the theory
are predicted to recognize tRNAs that have related codons. This prediction is largely
fulfilled [60], and it produces a general framework within which the growth in com-
plexity of tRNAs and codon families can be examined [60]. The ‘symmetrical’ theory,
however, does not consider the question of the origination of the two class ancestors.

4.2.5
A Common Genetic Origin for all Aminoacyl-tRNA Synthetases ?

Rodin and Ohno [69] first noticed that the coding sequences of class I ARS active
sites could be aligned with complementary DNA sequences coding for class II ARS
active sites (Fig. 4.2-4). Based on this observation, the genes for the ancestors of the
two ARS classes were proposed to be encoded by complementary sequences of RNA
or DNA. This proposal offered a mechanistic explanation for the linked duplication
of class I and class II ancestral ARS, as stated by the ‘symmetry theory’.

More recently, Carter and Duax [70] reported that, in the freshwater mold Achlya
klebsiana, complementary genes code for proteins having the same folds as class I
and II ARS. These genes are complementary to each other in a double-stranded
DNA region, with each being transcribed and translated independently. Thus, DNA
or RNA complementary strands could have originally coded for the two ARS folds.

The combination of the Rodin–Ohno model and the ‘symmetry theory’ offers a
more detailed explanation for the emergence and evolution of ARS (Fig. 4.2-4). A
region of double-stranded RNA or DNA, with complementary coding sequences,
would be the starting point. A primitive translation mechanism (possibly RNA-

Figure 4.2-3 Graphical representation of the modeled complex 
between class I and II LysRSs, and tRNALys (modified from 
Ref. [68]). The two proteins were found to be complementary 
in their mode of binding tRNALys [68]. The tRNA molecule is 
depicted in orange, and the complex is shown in two different 
orientations as in Fig. 4.2-2.
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Figure 4.2-4 Evolutionary scheme of the origin 
and separation of synthetase genes and synth-
etase pairs, according to the Rodin–Ohno 
model and the ‘symmetry theory’ [59, 69]. Panel 
(1) depicts complementary genes that code for 
proteins having the same folds as class I and II 
ARS [70]. These complementary genes code for 
a pair of ancestral synthetase active sites that 
bind to a single tRNA (in green) [59]. In this de-
piction, the class I ancestral domain is shown 
in yellow on the left side of the complex, and 
the class II ancestral domain is on the right 
side in red. During growth of the genetic code, 

duplication of the complementary genes 
generates new synthetases that evolve to 
recognize emerging tRNAs with new identities 
[59]. Panel (2) represents the idiosyncratic 
evolution of the new complexes to achieve 
tRNA and amino acid specificities. Finally, in 
Panel (3), the ancestral synthetase domain 
involved in amino acid recognition incorpo-
rates other domains (shown as encircled) that 
allow it to recognize other regions of the tRNA 
better, giving rise to the modern synthetase 
structure. The second component of the 
ancestral pair is lost [60].
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based) synthesized two peptides with different folds. These emerging peptides were
initially selected for their ability to bind RNA stems simultaneously. Eventually,
perhaps through their ability to bring ATP molecules to a pre-existing reaction,
these two peptides became functionally involved in the aminoacylation of ancestral
tRNA molecules (perhaps minihelix-like structures). The duplication of these tRNA
molecules, and divergence of their anticodon sequences, drove the emergence and
expansion of the genetic code. Simultaneously, duplication and divergence of the
double-stranded region coding for the two ARS ancestors would double the num-
ber of available synthetases-like folds, and allow for the evolution of tRNA-specific
binding.

It is conceivable that the physical association of the two ARS complementary
genes extended to the tRNA genes themselves. Indeed, a comparative sequence anal-
ysis of tRNAs suggests that ancestral tRNA genes were coded in pairs by comple-
mentary strands of DNA or RNA [36, 69, 71]. This same analysis supported the
concept that anticodon sequences arose from duplications of portions of the acceptor
stems, thus supporting the idea that the operational RNA code was a precursor to the
genetic code.

The proposal that ancestral ARS genes formed complementary DNA or RNA
strands has implications for the study of the origin of life. In a primitive RNA world,
where metabolic complexity is expected to be lower than in extant organisms, ‘dou-
ble-coding’ RNA genomes might have been the norm rather than the exception. If
RNA genes evolved to code simultaneously for functional RNA molecules and pep-
tides, a direct physical link could be established between the ancestral machinery for
RNA translation (based on ribozymes) and the emerging protein synthesis machin-
ery. More generally, the concept could be extended to other ancient protein families
to determine if protein-coding genes can simultaneously code for ribozymes that
have the same activities as the proteins they encode. For example, in this scenario,
the RNA sequences that code for primitive synthetases might themselves be ribo-
zymes that catalyze aminoacylation.

4.2.5.1 Evolution of Extant Enzymes prior to LUCA

As discussed above, most of the gene duplications that gave rise to extant ARS had
been accomplished by the time of appearance of the last universal common ancestor
[72–74]. In contrast with phylogenies of whole species, which are not informative
about pre-LUCA events, details of pre-LUCA biology might be obtained by analyzing
the internal relationships among ARS. Additionally, establishing the order of the dupli-
cations that gave rise to the different members of each ARS family would allow us to
link this process to the evolution and establishment of the genetic code.

A good example of this type of analysis was provided by studies of sequences of
lysyl-tRNA synthetase (LysRS) and tRNALys. The analysis of the complete genomic
sequence of Methanococcus jannaschii made apparent that this organism does not
contain a gene coding for a canonical class II LysRS [75]. Because all ARSs are
essential enzymes, a search was initiated to find the missing activity in related spe-
cies [43]. The enzyme catalyzing the aminoacylation of tRNALys with lysine in
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M. maripaludis turned out to be a member of the class I family of ARSs. So far,
LysRS represents the only instance of an aminoacylation activity that is catalyzed by
a class I, or class II ARS, depending on the species.

The realization that LUCA might have possessed two genes coding for two dis-
tinct LysRSs offered, for the first time, the possibility of determining the time of
establishment of a tRNA identity relative to the appearance of its cognate ARS. A
phylogenetic analysis of the relationships among sequences of tRNALys from spe-
cies bearing class I or class II LysRSs supports the idea that at least one of the extant
forms of these enzymes was established in the context of a pre-existing tRNALys,
which remained universally distributed throughout the phylogenetic tree [76]. This
prediction subsequently received support from the biochemical analysis of the ami-
noacylation properties of class I lysyl-tRNA synthetase [77, 78].

Class I LysRSs are mostly limited to archaebacterial species and a small number
of eubacteria. On the other hand, class II LysRS are present in all kingdoms of life,
including some archaeal species [43, 76]. Explanations for this gene distribution
based on a hypothetical late lateral gene transfer of the class I lysS genes from bacte-
ria to archaea (or vice versa) are not consistent with the phylogenetic analysis of
LysRS sequences [43, 76]. More likely, the extant distributions of class I and II
LysRSs arose from a situation where an ancestral organism possessed both genes.
This redundancy was resolved through the elimination of one of the two genes,
either through genetic drift, or by the appearance of selective pressures in favor of
one of the two molecules [76].

This situation is, once again, clearly compatible with the ‘symmetry’ theory. Ini-
tially, tRNALys was bound by two synthetases, each with the capacity of charging this
tRNA with lysine or, at least, of evolving this catalytic activity. As mentioned above,
crystallographic studies support the possibility of a complex between tRNALys and
two LysRSs of opposite classes. The separation of this complex into extant tRNA–
ARS interactions took place after LUCA. Most organisms retained the class II fold as
LysRS, but some selected the class I LysRS.

4.2.5.2 Changes in Acceptor Stem Identity Elements 
Correlate with Changes in the Code

The genetic code was first defined as a ‘frozen accident’ by Francis Crick, who
argued that its current structure was due to the fact that its evolution had reached an
evolutionary dead-end [79]. Emerging from this cul-de-sac was not possible because
the system was incapable of assimilating new changes. This notion of a ‘frozen’ code
has been challenged by the discovery of variations in the code of certain organisms
and, more notably, in eukaryotic organelles [80–82]. Nevertheless, the genetic code
has remained mostly invariable across the phylogenetic tree. This supports the
notion that, for the most part, the code has reached a degree of complexity that does
not accept new variations with ease.

As stated above, the ‘operational RNA code’ for amino acids is the relationship
between sequences and structures of acceptor stems and specific amino acids [20,
22, 83]. Through variations of the ‘operational RNA code’ the genetic code can
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change from organism to organism, because any change in the codon–amino acid
equivalence has to be adopted by the ‘operational RNA code’. Thus, it is conceivable
that the frozen state of the genetic code is a consequence of the limitations of the
‘operational RNA code’.

Misacylation errors are lethal to cells, and they are prevented through two dif-
ferent mechanisms. On the one hand, potential errors of amino acid recognition
(caused by misrecognition of similar residues like isoleucine and valine) are cor-
rected via editing domains contained in the error-prone synthetases [2, 58, 84–88]. On
the other hand, potential errors in tRNA recognition are prevented by positive
and negative identity elements in each tRNA [31, 32]. But the repertoire of iden-
tity elements might have limits. If the capacity of the ‘operational RNA code’ is
limited then new variations in tRNA recognition mechanisms are not possible,
because they would result in unacceptable levels of tRNA mischarging by the
existing synthetases.

We propose that the fixed state of the genetic code is due to intrinsic limitations of
the recognition of tRNAs by aminoacyl-tRNA synthetases. Expansion of the set of
tRNAs is restricted because it runs the risk of causing acylation errors. However,
incorporation of modifications to the genetic code requires changes in the cellular
tRNA set. If the total set of tRNAs in a given organism is reduced, the discrimina-
tion problems faced by their cognate synthetases are decreased. This process would
facilitate the evolution of tRNA sequences, because the available evolutionary space
would increase. In turn, the divergence of tRNA sequences would open the possibility
of changes in the genetic code.

Many of the genetic codes found to contain exceptions to the universal codon–
amino acid assignments are in animal mitochondria. The first exception to the uni-
versal code was detected in the genomes of vertebrate mitochondria, where AUA
codes for methionine instead of isoleucine, and UGA codes for tryptophan instead
of being a stop triplet. Since that discovery, exceptions to the code have been
detected in a large variety of organisms and organelles (reviewed in Ref. [82]). Most
of the exceptions, however, are concentrated in metazoans (animals), involving
changes of 11 different codons [82].

Additionally, animal mitochondria have experienced a dramatic reduction in their
genome size and, in particular, in the number of tRNA genes [89]. If, as we pro-
pose, an initial requirement for changes in the code is the relaxation of the recog-
nition constraints between ARS and tRNAs, then the large amount of variations in the
genetic code of animal mitochondria should correlate with a large amount of changes
in the ‘operational RNA code’ imbedded in their acceptor stem sequences.

As it can be seen in Table 4.2-2, the percentage of tRNA sequences in mitochon-
dria that contain the recognition elements that are operational in bacteria or eukary-
otes is significantly decreased for 16 amino acids. Remarkably, all tRNAs whose
identity has been reported to change in mitochondria (tRNAIle, tRNAArg, tRNAMet,
tRNALys, and tRNASer) show important decreases in the conservation of identity ele-
ments (Table 4.2-2). Thus, in animal mitochondria, a reduction of tRNA genes is
correlated with changes in the mechanisms of recognition between tRNAs and ARS
and, simultaneously, with the largest concentration of changes in the genetic code.
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This situation was possibly initiated by the reduction of total tRNA genes. This
reduction simplified the recognition problem for the mitochondrial synthetases, and
allowed the recognition elements to drift into new sequence spaces, thus changing
the types of identity elements and ‘melting’ the genetic code. This process promoted
the appearance of new tRNA sequences, because new tRNA variations did not neces-
sarily result in gross aminoacylation errors. These new tRNAs were then capable of
acquiring new codon meanings, allowing the genetic code of these organelles to
start evolving at a faster pace.
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Table 4.2-2 Drift of acceptor stem identity elements in animal mitochondrial tRNAs

a Identity elements in bacterial or eukaryotic tRNAs for review (see Refs. [31, 32]).
b Percentages calculated using all sequences in the Bayreuth tRNA database [90].

Amino acid Identity elements in 
acceptor stema

Conservation in non-animal 
mitochondria (%)b

Conservation in animal 
mitochondria (%)b

Ala G3:U70 85 21

Arg A20 42 5

Asp G73, G10 92, 80 13, 8

Gln G2:C71 72 4

Gly C2:G71, G3:C70 66, 79 46, 0

His G1 62 0

Ile C4:C69, C29:G41 47, 52 8, 2

Leu A73, U8:A14 97, 100 68, 59

Lys A73, G2:U71 86, 33 70, 10

Met U4:A69 41 2

Phe G15:C48 84 2

Pro G15:C48, A73 37, 88 6, 8

Ser G73, G2:C71 86, 100 24, 11

Thr C2:G71 100 38

Tyr A73 96 86

Val G3:C70, U4:A69 95, 30 17, 9



References 183

References

1 P.R. Schimmel, D. Söll, Ann. Rev. 
Biochem. 1979, 48, 601–648.

2 S. Cusack, Curr. Opin. Struct. Biol. 
1997, 7, 881–889.

3 A. Tzagoloff, D. Gatti, A. Gampel, 
Prog. Nucl. Acid. Res. Mol. Biol. 1990, 
39, 129–158.

4 C.R. Woese, G.J. Olsen, M. Ibba et al., 
Microbiol. Mol. Biol. Rev. 2000, 64, 
202–236.

5 C. Woese, Proc. Natl. Acad. Sci. USA 

1998, 95, 6854–6859.

6 C.R. Woese, Microbiol. Rev. 1987, 51, 
221–271.

7 T. Webster, H. Tsai, M. Kula et al., 
Science 1984, 226, 1315–1317.

8 S. Cusack, C. Berthet-Colominas, 

M. Hartlein et al., Nature 1990, 347, 
249–255.

9 G. Eriani, M. Delarue, O. Poch et al., 

Nature 1990, 347, 203–206.

10 D. Moras, Trends Biochem. Sci. 
1992, 17, 159–164.

11 L. Ribas de Pouplana, P. Schimmel, 

J. Biol. Chem. 2001, 276, 6881–6884.

12 T. Hashimoto, L.B. Sanchez, 

T. Shirakura et al., Proc. Natl. Acad. 
Sci. USA 1998, 95, 6860–6865.

13 J.W. Chihade, J.R. Brown, P.R. Schimmel 

et al., Proc. Natl. Acad. Sci. USA 2000, 
97, 12153–12157.

14 Y.M. Hou, P. Schimmel, Nature 1988, 
333, 140–145.

15 W.H. McClain, K. Foss, Science 1988, 
240, 793–796.

16 S.J. Park, P. Schimmel, J. Biol. Chem. 
1988, 263, 16527–16530.

17 A.D. Yaremchuk, M.A. Tukalo, 

I.A. Krikliviy et al., J. Mol. Biol. 
1992, 224, 519–522.

18 H. Himeno, T. Hasegawa, T. Ueda 

et al., Nucl. Acid. Res. 1990, 18, 
6815–6819.

19 M.E. Saks, J.R. Sampson, EMBO J. 
1996, 15, 2843–2849.

20 P. Schimmel, R. Giegé, D. Moras 

et al., Proc. Natl. Acad. Sci. USA 

1993, 90, 8763–8768.

21 C. de Duve, Nature 1988, 
333, 117–118.

22 K. Musier-Forsyth, P. Schimmel, 
Acc. Chem. Res. 1999, 32, 368–375.

23 C. Francklyn, P. Schimmel, Nature 

1989, 337, 478–481.

24 M. Frugier, C. Florentz, R. Giegé, 
Proc. Natl. Acad. Sci. USA 1992, 89, 
3990–3994.

25 M. Frugier, C. Florentz, R. Giegé, 
EMBO J. 1994, 13, 2219–2226.

26 S.A. Martinis, P. Schimmel: 

in tRNA, Structure, Biosynthesis, 
and Function, eds D. Soll, 

U.L. RajBhandary, ASM Press, 

Washington, DC 1994, 349–370.

27 M.E. Saks, J.R. Sampson, J.N. Abelson, 
Science 1994, 263, 191–197.

28 O. Nureki et al.: in The Translational 
apparatus, eds K.H. Nierhaus, 

F. Franceschi, A.R. Subramanian 

et al., Plenum, New York 1993, 59–66.

29 C.S. Hamann, Y.M. Hou, Biochemistry 

1995, 34, 6527–6532.

30 B. Felden, R. Giegé, Proc. Natl. Acad. 
Sci. USA 1998, 95, 10431–10436.

31 R. Giegé, M. Sissler, C. Florentz, 
Nucleic Acids Res 1998, 26, 5017–5035.

32 P.J. Beuning, K. Musier-Forsyth, 
Biopolymers 1999 52, 1–28.

33 P. Schimmel, B. Henderson, Proc. Natl. 
Acad. Sci. USA 1994, 91, 11283– 11286.

34 B.S. Henderson, P. Schimmel, Bioorg. 
Med. Chem. 1997, 5, 1071–1079.

35 W. Moller, G.M. Janssen, J. Mol. Evol. 
1992, 34, 471–477.

36 S. Rodin, S. Ohno, A. Rodin, Orig. Life 
Evol. Biospys. 1993, 23, 393–418.

37 M. Di Giulio, Orig. Life Evol. Biosph. 
1994, 24, 425–434.

38 T.P. Dick, W.A. Schamel, J. Mol. Evol. 
1995, 41, 1–9.

39 S. Rodin, A. Rodin, S. Ohno, 
Proc. Natl. Acad. Sci. USA 

1996, 93, 4537–4542.

40 C. Hountondji, P. Dessen, S. Blanquet, 
Biochimie 1986, 68, 1071–1078.

41 S.W. Ludmerer, P. Schimmel, 
J. Biol. Chem. 1987, 
262, 10801–10806.

42 P. Schimmel, L. Ribas de Pouplana, 
Cell 1995, 81, 983–986.



4 tRNA and Synthetases 184

43 M. Ibba et al., Science 1997, 278, 
1119–1122.

44 M. Jasin, L. Regan, P. Schimmel, 
Nature 1983, 306, 441–447.

45 K. Shiba, P. Schimmel, Proc. Natl. 
Acad. Sci. USA 1992, 89, 1880–1884.

46 C.W. Carter, Jr., Ann. Rev. Biochem. 
1993, 62, 715–748.

47 S. Cusack, Biochimie 1993, 75, 
1077–1081.

48 M. Sprinzl, F. Cramer, Proc. Natl. 
Acad. Sci. USA 1975, 72, 3049–3053.

49 T.H. Fraser, A. Rich, Proc. Natl. Acad. 
Sci. USA 1975, 72, 3044–3048.

50 P. Schimmel, E. Schmidt, Trends 
Biochem. Sci. 1995, 20, 1–2.

51 L. Lin, S.P. Hale, P. Schimmel, 
Nature 1996, 384, 33–34.

52 O. Nureki et al., Science 1998, 280, 
578–582.

53 W.C. Tsui, A.R. Fersht, Nucleric. Acid. 
Res. 1981, 9, 4627–4637.

54 R. Sankaranarayanan et al., Cell 
1999, 97, 371–381.

55 P.J. Beuning, K. Musier-Forsyth, 
Proc. Natl. Acad. Sci. USA 2000, 
97, 8916–8920.

56 A. Dock-Bregeon et al., Cell 2000, 
103, 877–884.

57 P.J. Beuning, K. Musier-Forsyth, 
J. Biol. Chem. 2001, 276, 30779–30785.

58 K. Beebe, L. Ribas de Pouplana, 

P. Schimmel, EMBO J. 
2003, 22, 668–675.

59 L. Ribas de Pouplana, P. Schimmel, 
Cell 2001, 104. 

60 L. Ribas de Pouplana, P. Schimmel, 
Trends Biochem. Sci. 2001, 26, 
591–596.

61 V. Biou, A. Yaremchuk, M. Tukalo 

et al., Science 1994, 263, 1404–1410.

62 S. Fukai, O. Nureki, S. Sekine et al., 
Cell 2000, 103, 793–803.

63 H. Bedouelle, Biochimie 

1990, 72, 589–598.

64 L.F. Silvian, J. Wang, T.A. Steitz, 
Science 1999, 285, 1074–1077.

65 M.A. Rould, J.J. Perona, D. Söll 

et al., Science 1989, 246, 1135–1142.

66 M. Ruff et al., Science 1991, 252, 
1682–1689.

67 Y. Goldgur, L. Mosyak, L. Reshetnikova 

et al., Structure 1997, 5, 59–68.

68 T. Terada, O. Nureki, R. Ishitani et al., 
Nat. Struct. Biol. 2002, 9, 257–262.

69 S.N. Rodin, S. Ohno, Orig. Life Evol. 
Biospys. 1995, 25, 565–589.

70 C.W. Carter, W.L. Duax, Mol. Cell 
2002, 10, 705–708.

71 S. Rodin, S. Ohno, A. Rodin, Proc. Natl. 
Acad. Sci. USA 1993, 90, 4723–4727.

72 G.M. Nagel, R.F. Doolittle, Proc. Natl. 
Acad. Sci. USA 1991, 88, 8121–8125.

73 G.M. Nagel, R.F. Doolittle, J. Mol. Evol. 
1995, 40, 487–498.

74 J.R. Brown, W.F. Doolittle, Proc. Natl. 
Acad. Sci. USA 1995, 92, 2441–2445.

75 C.J. Bult et al., Science 1996, 273, 
1058–1073.

76 L. Ribas de Pouplana, R.J. Turner, 

B.A. Steer et al., Proc. Natl. Acad. Sci. 
USA 1998, 95, 11295–11300.

77 M. Ibba, H.C. Losey, Y. Kawarabayasi 

et al., Proc. Natl. Acad. Sci. USA 

1999, 96, 418– 423.

78 P. Schimmel, L. Ribas de Pouplana, Proc. 
Natl. Acad. Sci. USA 1999, 96, 327–328.

79 F.H. Crick, J. Mol. Biol. 
1968, 38, 367–379.

80 S. Osawa, D. Collins, T. Ohama et al., 
J. Mol. Evol. 1990, 30, 322–328.

81 M.A. Santos, T. Ueda, K. Watanabe 

et al., Mol. Microbiol. 1997 26, 423–431.

82 M.A.S. Santos, M.F. Tuite: in 

The Genetic Code and the Origin 
of  Life, eds L. Ribas de Pouplana, 

Landes Biosciences, Houston 

2003, in press.

83 P. Schimmel, J. Mol. Evol. 
1995, 40, 531–536.

84 E.W. Eldred, P.R. Schimmel, 
Biochemistry 1972, 11, 17–23.

85 A.A. Schreier, P.R. Schimmel, 
Biochemistry 1972, 11, 1582–1589.

86 A.R. Fersht, C. Dingwall, Biochemistry 

1979, 18, 2627–2631.

87 E. Schmidt, P. Schimmel, Science 1994, 
264, 265–267.

88 L. Lin, S.P. Hale, P. Schimmel, Nature 

1996, 384, 33–34.

89 C.G. Kurland, Bioessays 1992, 
14, 709–714.

90 M. Sprinzl, K.S. Vassilenko, 

J. Emmerich et al., http://www.uni-

bayreuth.de/departments/biochemie/

trna/ 1999.



185

5
mRNA Decay and RNA-degrading Machines 
in Prokaryotes and Eukaryotes

Agamemnon J. Carpousis and Marc Dreyfus

5.1 
Summary

Research over the past two decades has elucidated the pathways for mRNA decay in
Escherichia coli and Saccharomyces cerevisiae. The study of these model organisms has
given us a general overview of mRNA decay in both prokaryotes and eukaryotes.
Although the two pathways are largely divergent, some common features are also
apparent. Amongst the novel discoveries made in the course of this work was the
identification and characterization of the E. coli RNA degradosome and the S. cerevi-
siae exosome, which are multienzyme RNA-degrading machines involved in the
maturation of stable RNA and the degradation of mRNA. In this chapter, we
describe and compare the E. coli and S. cerevisiae mRNA decay pathways, we discuss
the role of RNase E and the RNA degradosome in procaryotic RNA degradation, and
then we compare the degradosome to RNase E-based complexes found in other bac-
teria, and to the eukaryotic exosome.

5.2 
Introduction

The ribosome, which decodes genetic information and synthesizes protein, is not the
only multicomponent machine that uses RNA as a substrate. Other examples include
eukaryotic systems involved in mRNA splicing, 3�-polyadenylation and export from
the nucleus as well as eukaryotic and procaryotic complexes involved in RNA matura-
tion and degradation. The E. coli RNA degradosome and the S. cerevisiae exosome are
multienzyme RNA-degrading machines involved in the maturation of stable RNA
and the degradation of mRNA. The best-known stable RNAs are the transfer and
ribosomal RNAs, which are processed from precursor transcripts to their mature
forms. Messenger RNAs are unstable with half-lives in E. coli ranging from 30 s to
20 min at 37° C. In eukaryotic cells, mRNA turnover is slower, but the half-lives are
usually shorter than the generation time. The instability of mRNA is an important
property permitting timely adjustments to changes in growth conditions or to geneti-
cally controlled programs of expression. Until recently, transfer and ribosomal RNAs
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were believed to be protected from degradation by their rapid folding and assembly
into compact structures. This simplistic view seems unlikely since the RNA-degrad-
ing machinery is more robust than imagined previously. Another widely held pre-
conception was that the enzymes involved in the processing of stable RNA are
distinct from those in the degradation of mRNA. With the discovery, in E. coli and S.
cerevisiae, that ribonucleases involved in the maturation of ribosomal RNA are also
important in the degradation of mRNA, it is now evident that these processes are
closely connected. Several articles at the beginning of the references are recom-
mended for reviews on the degradation of mRNA in bacteria [1–4] and eukaryotes
[5–7].

5.3 
mRNA Decay in E. coli

In E. coli, the degradation of mRNA is mediated by the combined action of endo-
and exoribonucleases (Fig. 5-1A). The endonucleases initiate mRNA decay by creat-
ing fragments that are then degraded by the exonucleases. It is now generally
believed that the principal endonuclease involved in mRNA decay is RNase E. Argu-
ments supporting this contention have been marshalled in a recent review [8]. In a
subsequent step, two enzymes, RNase II and PNPase, degrade the RNA fragments
in a 3� 5� pathway. Enzymes related to RNase II and PNPase are widespread in
bacteria and eukaryotes [9, 10]. RNase II is a hydrolytic enzyme producing nucle-
otide monophosphates (AMP, etc.). PNPase, which is a phosphorylase, uses inor-
ganic phosphate yielding nucleotide diphosphates (ADP, etc.). Although we
sometimes speak of PNPase as a phosphate-dependent ribonuclease, this is not
strictly correct since nucleases are hydrolytic by definition. A strain of E. coli with
mutations in the genes encoding RNase II and PNPase, which is conditionally
lethal, accumulates mRNA fragments under conditions that are non-permissive for
growth [11]. This result is the principal experimental evidence for mRNA fragments
as intermediates in decay. The 3�-ends of many bacterial mRNAs, such as those
formed by rho-independent termination, are sequestered in stem-loop structures
that protect them from degradation. Intercistronic regions in polycistronic tran-
scripts can also harbor protective RNA structures and nascent transcripts have 3�-
ends protected by the RNA polymerase. Thus, RNase II and PNPase are believed to
be generally incapable of initiating the decay of an intact mRNA. The endonucle-
olytic cleavage of an mRNA can remove protective RNA structures or sever the
nascent transcript from the RNA polymerase, thus producing a single-stranded 3�-
end upstream of the cleavage that is a binding site for the exonucleases. Further-
more, the possibility that a cleavage by RNase E might ‘trigger’ exonuclease-medi-
ated decay of the downstream mRNA fragment is discussed below. The idea that
the initial attack by an endonuclease is followed by exonucleolytic decay of mRNA
fragments was an important advance in our concept of the degradation of mRNA in
E. coli [12, 13]. 
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In Fig. 5-1(A) (step 5), poly(A) polymerase assists in the degradation of the mRNA
fragments by RNase II and PNPase. RNA 3�-polyadenylation has been implicated in
E. coli mRNA decay [14–17]. In the PNPase/RNase II double mutant, under non-per-
missive conditions, the polyadenylation of mRNA decay intermediates is easily
detected. In vivo and in vitro work has shown that 3�-poly(A) addition promotes the
exonucleolytic degradation of RNAs whose 3�-ends are sequestered in secondary
structure [18–20]. Since the exonucleases are single-strand-specific, the addition of a
3�-poly(A) tail creates a binding site for the exonucleases (see Refs. [21–23] for
reviews). Furthermore, in vitro experiments using purified PAP I, PNPase and ATP

Figure 5-1 Messenger RNA decay in E. coli 
(A) and S. cerevisiae (B). The degradation of a 
hypothetical polycistronic transcript encoding 
genes A, B, and C is shown in (A). The order of 
decay depicted here is B, A and then C, but this 
is an arbitrary choice. The pattern of decay of a 
real polycistronic transcript in E. coli depends 
on the transcription unit. RNAP (step 1) is the 
DNA-dependent RNA polymerase. The open 
circles (steps 2–4) indicate 5�- and 3�-UTRs, 
and intergenic regions that contain elements 
controlling translation and mRNA decay. 
Dashed lines (steps 3–4) indicate cistrons 
where translation has been arrested and the 
mRNA has been fragmented by RNase E. 

The degradation of a hypothetical eukaryotic 
mRNA is shown in (B). The 5�-cap and 
3�-poly(A) complexes are important for trans-
lation and mRNA stability. Their removal 
arrests translation initiation and triggers 
the degradation of the body of the message. 
RNase II (A, step 5) and Xrn1p (B, step 4) 
are hydrolytic enzymes that use water to 
produce nucleotide monophosphates 
(NMPs). PNPase (A, step 5) is a phosphory-
lase that uses inorganic phosphate to 
produce nucleotide diphosphates (NDPs). 
The exosome (B, step 4) has both 
phosphorylytic and hydrolytic activity.
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have demonstrated the degradation of a structured RNA in a reaction involving mul-
tiple cycles of polyadenylation [20]. Based on these results, it has been suggested that
repeated rounds of polyadenylation and exonucleolytic attack might be necessary for
certain hard-to-degrade intermediates. Taken together, this work has shown that
RNA 3�-polyadenylation facilitates the decay of certain highly structured mRNA frag-
ments and it suggests that polyadenylation could have a general role in accelerating
degradation by the exonucleases.

5.4 
mRNA Decay in S. cerevisiae

In eukaryotes, the endonucleolytic decay of mRNA appears to be less important
although it could be involved in regulating the stability of certain messages [24–26].
Two exonucleolytic pathways have been described in S. cerevisiae: 3� 5� and 5� 3�

pathways [27–31]. Eukaryotic mRNAs are protected by 5�-cap structures and 3�-
poly(A) tails. Both elements bind specific proteins that can interact with each other,
so that the mRNA is effectively circular (Fig. 5-1B). The cap and poly(A) complexes
are important for translation and mRNA stability. Deadenylation by a poly(A)-spe-
cific nuclease, followed by decapping, are prerequisites for degradation of the body
of the message. Decapping is deadenylation-dependent. In the 5� 3� degradation
pathway, the mRNA is degraded by the exonuclease encoded by XRN1, a hydrolytic
enzyme producing nucleotide monophosphates. The 3� 5� degradation pathway
involves a multiprotein complex, the exosome (see below), which contains both
hydrolytic and phosphorylytic enzymes. Note that since deadenylation promotes
decapping and thus the arrest of translation initiation, the  5� 3� and 3� 5� path-
ways are ordered processes in which no new translation can occur during the degra-
dation of the body of the mRNA. In S. cerevisiae, the 5� 3� pathway is apparently the
predominant mode of degradation. Whether this is the case in other eukaryotes
remains to be clarified. A recent in vitro study suggests that the 3� 5� pathway
mediated by the human exosome has an important role in the degradation of short-
lived mRNAs encoding certain cytokines and oncogenes [32].

5.5 
A Comparison of mRNA Decay in E. coli and S. cerevisiae

A comparison of the E. coli and S. cerevisiae pathways in Fig. 5-1 shows that bacterial
and eukaryotic mRNA decays are considerably divergent. This probably reflects fun-
damental differences in the organization of transcription units and the mechanism of
translation initiation. E. coli does not have a 5� 3� degradation pathway. The 5�-ends
of its mRNA are neither capped nor are there known 5� 3� ribo-exonucleases.
Homologs of the yeast capping enzyme and Xrn1p are found only in other eukary-
otes. Thus, capping and the 5� 3� degradation pathway are apparently specific fea-
tures of the eukaryotic cell. Eukaryotic messages are generally monocistronic and
translation initiation usually involves scanning from the 5�-cap complex to the AUG.
Bacterial messages are often polycistronic and translation initiation involves
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sequence-specific binding of the ribosome just upstream of the initiating AUG.
Owing to this internal mode of entry, the frequency of translation initiation can be
independent for each cistron of a polycistronic mRNA. In addition, the inactivation
by endonucleolytic cleavage can trigger the decay of a cistron without disrupting
neighboring cistrons. Thus, in a bacterial transcription unit with a single promoter,
the yield of protein as well as the level of steady-state mRNA can vary considerably
from cistron to cistron even though the transcription rate is equivalent. It is difficult
to imagine how the independent decay of individual cistrons within a polycistronic
transcript could be achieved without the action of an endonuclease. In contrast, there
is no obvious advantage in initiating the decay of a monocistronic eukaryotic tran-
script with an endonuclease although an endonucleolytic cleavage in a 3�-UTR could
serve as an alternative pathway for deadenylation.

It has been argued that the E. coli mRNA decay pathway outlined in Fig. 5-1(A) is
inherently flawed since, in principle, a translated message might be cleaved inter-
nally leading to a truncated mRNA without a stop codon and thus a stalled ribosome
with an incomplete nascent polypeptide. In the next section, we discuss possible
mechanisms whereby many E. coli mRNAs may in fact decay via an orderly process
in which initiation of decay is coordinated with the arrest of translation, as is the
case for eukaryotic mRNAs. Nevertheless, E. coli and other bacteria have a mecha-
nism for rescuing ribosomes stalled on an mRNA fragment. The tmRNA, with both
tRNA and mRNA function, permits a trans-translation step in which the tmRNA ini-
tially binds to the stalled ribosome as a tRNA, then it serves as a short mRNA tem-
plate providing a stop codon [33–35] (see Chap. 11 for more details). Briefly, in this
process, the mRNA fragment is released and the truncated polypeptide receives a
short C-terminal addition encoded by the tmRNA. The tmRNA-encoded C-terminal
tag contains a signal that directs the proteolysis of the incomplete polypeptide. Fac-
tors associated with the tmRNA include RNase R, a ribonuclease related to RNase II
[36]. Further work is required to establish if RNase R is involved in the decay of the
mRNA fragment. It should be noted that a related process, involving the exosome,
has been described in yeast [37]. In eukaryotic ‘non-stop decay’, the exosome
degrades the mRNA fragment, although the fate of the stalled ribosome and the
associated polypeptide remains to be elucidated. Whereas the tmRNA in E. coli can
rescue a ribosome stalled at the 3�-end of a non-stop mRNA, it can also release ribo-
somes that are stalled internally on an intact mRNA. Thus, the emerging view is that
the tmRNA has a general role in the rescue of stalled ribosomes [33].

5.6 
RNase E Specificity: A Role in Translation Arrest?

The RNase E of E. coli is a single-strand specific endo-ribonuclease with a preference
for AU-rich sequences [38–41]. In vitro work has shown that although RNase E is an
endonuclease, its activity is influenced by the 5�-end of the RNA [42]. The hybridiza-
tion of an oligonucleotide to the 5�-end of a small RNA substrate inhibits endonucle-
olytic cleavage by RNase E at a downstream site suggesting that single-stranded 5�-
ends facilitate substrate binding. These results could explain previous in vivo work
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which showed that RNA stem loops, sequestering the 5�-end into double-stranded
structure, impede RNase E-mediated degradation [43]. Furthermore, the in vitro
work showed that the initial rate of cleavage is faster with a 5�-monophosphate end
than with a 5�-triphosphate, and that covalently closed circular RNAs are resistant to
cleavage by RNase E. Thus, RNase E ‘senses’ RNA topology presumably by recogni-
tion of the 5�-end although other results suggests that the 3�-end could be involved
as well [44]. The remarkable stability of covalently closed circular mRNA in vivo is
further evidence for the importance of the RNA ends in controlling degradation [45].
Nevertheless, mRNA that is fully protected at the 5�-end by a stem-loop structure can
still be degraded in a slow RNase E-dependent pathway that apparently involves
‘internal entry’, i.e., via an end-independent mechanism [46].

The interaction of RNase E with the ends of its substrate could help to give an
overall direction to mRNA decay. The model in Fig. 5-2 shows how RNase E could
help to reinforce a 5� 3� directionality if the initial cleavage is in the 5�-end. RNase
E, which is known to be oligomeric, is generally presumed to be a dimer. After the
initial cleavage, RNase E is envisioned to remain tethered to the 5�-end of the decay
product (Fig. 5-2). Since the enzyme is dimeric, it could remain bound to the 5�-end
and simultaneously interact with a downstream site by ‘looping out’ the intervening
RNA [1]. Repeated cycles of tethering and looping could produce a rapid, processive
reaction in which RNase E fragments the message. If the initial cleavage inactivates
translation, this could help to resolve the translation-decay conflict by facilitating
RNase E cleavage as the ribosomes clear from the message. A 5� 3� directionality of
mRNA decay was first proposed by Apirion as a means of avoiding conflicts between
translation and decay [12]. This directionality is indeed evident in long cistrons such
as lacZ, in which the 5� region starts decaying before the 3�-end is made [47]. The
localization of RNase E to the inner periphery of the E. coli cell [48] could also con-
tribute to this directionality, since the most recently synthesized RNA, being associ-
ated with the nucleoid in the interior of the cell, might not be accessible to RNase E:
it is the 5�-end of the growing transcript that would first reach RNase E.

The model in Fig. 5-2 is probably an oversimplification. Recent work with short
synthetic RNAs suggests that RNase E has a preference for distal cleavage sites giving
an overall 3� 5� directionality in vitro [49]. The basis for this preference is not known
but it could involve recognition of the 3�-end by RNase E. Furthermore, our under-
standing of the decay of two well-studied mRNAs is at odds with the model in Fig. 5-
2. In the rpsO message, the initial cleavage by RNase E is 10 nucleotides downstream
of the translation termination codon and in the rpsT message, in the 3� half of the
coding sequence [50, 51]. Thus, there is no evidence that RNase E cleaves the 5�-
UTRs of these messages. Whether our understanding of the rpsO and rpsT messages
can be generalized to other messages is not clear since both are short transcripts
whose translation is self-regulated by the binding of their cognate proteins to transla-
tional operators in their 5�-UTRs. Regardless of these considerations, other mecha-
nisms for avoiding the translation-degradation conflict are possible. For instance, a
relatively minor modification of the scheme depicted in Fig. 5-2 would be that RNase
E binds to, but does not cleave, the translation-initiation region in an initial step that
arrests translation. Indeed, it has been proposed that RNase E (or other RNA-binding
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proteins) could arrest translation and sequester the message in an inactive form
before initiating nucleolytic degradation [52]. Translation initiation sites are unstruc-
tured and by definition contain binding sites for the ribosomal protein S1. RNase E is
single-strand-specific and contains an S1 RNA-binding domain. Thus, 5�-UTRs and
intergenic regions containing translation-initiation regions could be targets for
RNase E binding. Other non-nucleolytic models for translation arrest have been pro-
posed. For instance, it has been suggested that decay might be initiated by a ‘collapse’

Figure 5-2 A hypothetical scheme in which a slow initial cleavage 
by dimeric RNase E leads to a rapid processive fragmentation of 
the mRNA (see text). In this model, the initial cleavage in the 
5�-UTR inactivates translation initiation. The subsequent 
cleavages by RNase E tethered to the monophosphate 5�-end 
of the decay products occur as the ribosomes clear from the 
transcript. In this process, RNase E remains bound to the 
5�-monophosphate end in a reaction that involves the ‘looping 
out’ of the RNA substrate as RNase E searches for cleavage sites. 
For simplicity, the mRNA is represented as a monocistronic 
transcript with protective structures in the 5�- and 3�-UTRs 
(open circles), but this model could also apply to a cistron 
within a polycistronic message.
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of the translation-initiation region into RNA secondary structure that inhibits ribo-
some binding [53, 54]. In research on E. coli mRNA decay, sorting out the connection
between mRNA degradation and translation arrest is an important challenge.

The ideas presented in this section are based principally on the study of short
RNA substrates in vitro or short monocistronic messages in vivo. How these ideas
apply to more complicated polycistronic mRNAs remains to be elaborated; however,
it seems probable that the intergenic regions of polycistronic transcripts will contain
elements that act as initiators of the decay as well as elements that serve as barriers
preventing the spread of decay from a cistron to its neighbors.

5.7 
The E. coli RNA degradosome

Two temperature-sensitive mutations, now known as rne3071 and rne1, were identi-
fied because of their effect on the maturation of 5S ribosomal RNA [55] and the deg-
radation of mRNA [56]. Subsequent studies showed that both mutations are in the
structural gene for RNase E [57–59]. It is now generally accepted that RNase E has a
role in both the maturation of ribosomal RNA and the degradation of mRNA. Recent
work has shown that RNase E is also essential for tRNA maturation and evidence
from these studies suggests that tRNA deficiency is the ultimate cause of lethality in
RNase E mutant strains [60, 61]. It is striking that RNase E appears to have a role in
the processing and degradation of nearly every transcript in E. coli. RNase E is a
large, multidomain enzyme that is part of a complex called the RNA degradosome.
Figure 5-3 shows a schematic representation of the primary structure of RNase E. Its

Figure 5-3 The RNase E/G family of enzymes. The RNase E 
and RNase G of E. coli are paralogues in which the N-terminal 
S1 RNA-binding domain and the endo-ribonuclease catalytic 
site are conserved [59]. RNase E differs from RNase G by its 
long C-terminal non-catalytic region containing proline ‘hinge’ 
regions, sites that bind RNA, and a ‘scaffold’ involved in 
protein–protein interactions with other components of the 
RNA degradosome (see text). Homologs of RNase G (catalytic 
domain only) and RNase E (non-catalytic extensions) are found 
throughout the eubacterial kingdom and in the plant chloroplast 
[71, 72, 110].
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nucleolytic activity resides in the N-terminal half of the protein, which also contains
an S1 RNA-binding domain [62–66]. The C-terminal half (CTH) of the protein con-
tains several proline-rich regions, two arginine-rich RNA-binding regions and sites
for protein–protein interactions with the other components of the RNA degrado-
some. E. coli encodes a paralogue, now called RNase G, that is about half the size of
RNase E [67–69]. Although their catalytic domains are related, RNase G lacks the
region corresponding to the CTH of RNase E (Fig. 5-3). It is noteworthy that RNase
G is also 5�-end-dependent. This thus appears to be a general property of the RNase
E/G family and the determinants involved in the 5�-end preference are apparently
part of the conserved N-terminal catalytic domain. Proteins related to RNases E and
G are found throughout the eubacterial kingdom and in certain plants [70–72]. The
plant homologs are presumably in the chloroplast, which is an organelle of eubacte-
rial origin. The ‘RNase E/G’ family can be divided into two groups: the large RNase
E-like enzymes that can form degradosome complexes and the small RNase G-like
proteins that presumably act alone. Although related, these enzymes are not func-
tionally equivalent since in E. coli, RNase E is essential for viability whereas RNase G
is dispensable. Nevertheless, it has been shown recently that if RNase G is over-
expressed, it can complement a knockout of the gene encoding RNase E [73].

A multienzyme complex, now called the RNA degradosome, was discovered during
the purification and characterization of E. coli RNase E [39, 74–76]. The major compo-
nents of the RNA degradosome include RNase E, PNPase, and the DEAD-box RNA
helicase, RhlB [77–79]. The RNA degradosome also contains enolase, a glycolytic
enzyme, as an integral component. Associated proteins, present in substoichiometric
amounts, include polyphosphate kinase (PPK), DnaK, and GroEL. Inter-actions with
other enzymes such as E. coli poly(A) polymerase and the ribosomal protein S1 have
also been reported [80, 81]. The role of enolase, PPK and other associated proteins in
the degradation of mRNA remains to be clarified. The non-catalytic CTH of RNase E
has been shown to contain the protein ‘scaffold’ upon which the other components of
the RNA degradosome assemble [70, 82]. A functional ‘minimal’ degradosome con-
taining RNase E, RhlB, and PNPase can be reconstituted from purified components
[83, 84].

The association of RNase E and PNPase in a complex could provide a direct physi-
cal link for their cooperation in degradation. Indeed, there is in vivo evidence for coor-
dination between endonucleolytic cleavage at the 5�-end by RNase E and attack at the
3�-end by PNPase [19, 21, 85]. RNA I, a small 108 nucleotide molecule, is a repressor
of ColE1 plasmid replication with a short lifetime similar to that of an mRNA.
Although the primary transcript with a 5�-triphosphate end and 3�-RNA stem-loop
structure is resistant to PNPase attack, removal of five nucleotides from the 5�-end by
RNase E triggers the decay of the RNA I-5 intermediate in a pathway that involves 3�-
polyadenylation and degradation by PNPase. It has been suggested that poly(A) poly-
merase and PNPase might be recruited to RNA I-5 by their interaction with RNase E
in the degradosome. Indeed, with the rne131 mutant (see below), which disrupts the
RNA degradosome, there is significant stabilization of the RNA I-5 intermediate
(M. Dreyfus, unpublished results). The decay of other small regulatory RNAs, such as
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Sok, controlling R1 plasmid partition, and CopA, controlling R1 plasmid replication,
are also controlled by an initial cleavage at the 5�-end by RNase E followed by a 3�

attack by PNPase [86, 87]. Although it is tempting to believe that the decay of these
small regulatory RNAs could serve as a model for mRNA degradation, as discussed
above, there is little evidence supporting the idea that RNase E initiates decay by
cleavage in the 5�-end of an mRNA. However, a coordination between RNase E cleav-
age and subsequent steps involving polyadenylation and PNPase attack could be part
of a pathway mediating the degradation of structured mRNA decay intermediates or
mRNA 3�-end-fragments blocked by stem-loop structures.

The nuclease activity of RNase E is essential, but strains expressing protein with
C-terminal truncations are viable. An allele, now known as rne131, directing the syn-
thesis of a protein lacking the non-catalytic part of RNase E, was isolated in a screen
for extragenic suppressors of a temperature-sensitive mukB allele [88]. The suppres-
sion resulted from overexpression of the mutant MukB protein. Several other rne
mutants were obtained, all of them resulting in a truncated protein. The rne131
mutation was extensively characterized in a subsequent study which showed that the
maturation of 5S ribosomal RNA was normal, whereas there was a small but detect-
able slowdown in the decay of bulk mRNA [89]. It was also demonstrated that certain
messages such as the endogenous thrS mRNA or messages synthesized by bacte-
riophage T7 RNA polymerase were preferentially stabilized compared with bulk
mRNA. These messages, in which the coupling of transcription and translation is
disrupted, might be degraded by RNase E in an alternative pathway distinct from
that involving normally translated mRNA (see the next paragraph). Recent work
with mutants disrupting various regions in the non-catalytic part of RNase E has
demonstrated that it contains both positive and negative elements affecting mRNA-
degrading activity [90]. This work also showed that (i) the autoregulation of RNase E
synthesis (see the next section) compensates, at least partly, for the defective activity
of the mutant enzyme in vivo; (ii) the rne131 mutant has a significant growth defect
in the absence of autoregulation; and (iii) even with autoregulation, the mutant
strains are less fit than an isogenic wild-type strain in growth competition experi-
ments. Thus, it seems reasonable to suggest that the non-catalytic part of RNase E is
involved in fine-tuning RNA-degrading activity although the specific role of each ele-
ment remains to be elucidated.

It is noteworthy that bacteriophage T7 expresses a protein kinase that phosphory-
lates a number of E. coli proteins including two components of the RNA degrado-
some, RNase E and RhlB [91]. The target in RNase E, which is heavily
phosphorylated, is the non-catalytic region containing the RNA-binding domains
and protein scaffold. Bacteriophage T7 encodes its own RNA polymerase. In unin-
fected cells, mRNA synthesized by this polymerase is exceptionally sensitive to inac-
tivation by RNase E [92]. Since the transcription-elongation rate of the T7 RNA
polymerase is 5- to 10-fold faster than its E. coli counterpart, it largely exceeds the
rate of translation elongation. This leads to long stretches of ribosome-free mRNA
proximal to the RNA polymerase. The inactivation of these messages by RNase E
appears to involve ‘internal entry’, i.e., via a 5�-end-independent mechanism [46, 91].
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Expression of the T7 protein kinase in uninfected cells stabilizes mRNA transcribed
by the T7 RNA polymerase [91]. Thus, during a T7 infection, phosphorylation could
help to stabilize the bacteriophage messages although this has not been demon-
strated directly. It should be interesting to elucidate the mechanism by which the
phosphorylation of RNase E controls 5�-end-independent mRNA decay and to ask if
there are cellular protein kinases, perhaps regulated as part of a signal transduction
pathway, which modulate RNase E activity depending on conditions of growth or
stress.

5.8 
The Autoregulation of RNase E and PNPase Synthesis: 
A Link between Bulk Translation and mRNA Stability

The expressions of RNase E and PNPase are both autoregulated in posttranscrip-
tional pathways that involve the control of mRNA stability via elements in the 5�-
untranslated region (UTR) of their messages (Fig. 5-4). The mRNA encoding RNase
E contains a 361 nt 5�-UTR region that controls the stability of the rne message in
response to RNase E levels [93, 94]. Experiments in which fusions were constructed
between the 5�-UTR and a lacZ reporter gene demonstrated that the rne leader regu-
lates functional stability by a mechanism that ‘senses’ RNase E activity in the cell.
More recent work has identified a stem-loop structure in the rne leader that is essen-
tial for autoregulation and it has been proposed that binding to this site tethers
RNase E to the mRNA and promotes its degradation [95, 96]. In the presence of high
levels of RNase E, its mRNA would be destabilized thus decreasing expression,
whereas low levels would provoke mRNA stabilization and increased expression.
The control of RNase E expression can be viewed as a homeostasis that assures ade-
quate RNase E activity. Indeed, recent in vivo results have confirmed that this auto-
regulatory system responds to changes in the demand for RNase E activity [97, 98].
This work shows that the RNase E message is particularly sensitive to changes in
RNase E concentration, i.e., it is only partially inactivated at concentrations where
other cellular targets are already saturated. How this is achieved remains to be eluci-
dated, but it suggests that the activity of RNase E on its own message is weaker than
its activity on other messages or precursors of stable RNA.

PNPase is expressed as part of a polycistronic transcript that begins with the rpsO
gene encoding the small ribosomal protein, S15 [99]. Maturation of the pnp message
involves RNase III processing of a double-stranded RNA structure encoded in the
intergenic space between rpsO and pnp. The processing by RNase III is essential for
autoregulation [100] and recent work has revealed a novel mechanism for the control
of PNPase expression [101]. RNase III processing yields a mature pnp mRNA with
its 5�-UTR hybridized to an oligoribonucleotide that stabilizes the mRNA (Fig. 5-4B).
The degradation of this oligoribonucleotide by PNPase destroys the duplex thus
exposing the 5�-monophosphate end and destabilizing the pnp message, which is
presumably degraded by RNase E although this has not been established. Thus, the
oligoribonucleotide acts as a sensor of the level of exonucleolytic activity in the cell.
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Figure 5-4 The autoregulation of RNase E (A) and PNPase (B) 
synthesis. The green regions represent coding sequences whereas 
the red represent untranslated regions (UTRs). In the mechanisms 
described in both panels, autoregulation involves a process that 
‘senses’ nuclease activity in the cell and controls expression by 
modulating mRNA stability. In (A), the rne mRNA has a long, 
361 nt, 5�-UTR that is specifically targeted by RNase E in a process 
involving ‘tethering’ to an element in the 5�-UTR (see text). In (B), 
PNPase expression is regulated in a two-step process. The primary 
polycistronic transcript encoding rpsO and pnp is processed to a 
mature pnp message in a pathway that involves degradation of the 
rpsO message (not shown) and the processing of an intergenic 
RNA stem loop by RNase III. The product of RNase III cleavage is 
drawn to emphasize that the processed message has a 5�-end that 
is protected in a double-stranded RNA structure. The 
oligoribonucleotide hybridized to the 5�-UTR of the pnp mRNA has 
a short protruding 3�-end that is sensitive to attack by PNPase. 
Degradation of the protective oligoribonucleotide by PNPase 
promotes the decay of the pnp mRNA, which could be mediated by 
RNase E although this has not been demonstrated.
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It should be mentioned that the other major exo-ribonuclease in E. coli mRNA
decay, RNase II, is also autoregulated and that there is cross-regulation between
RNase II and PNPase [102]. The effect of RNase II on PNPase expression could
involve degradation of the oligoribonucleotide that stabilizes the pnp message
although this remains to be tested. The mechanism by which RNase II is autoregu-
lated has not yet been elucidated.

The fact that the stability of the rne and pnp mRNAs varies with the concentration
of their cognate proteins suggests that PNPase and RNase E are never present in
excess in the cell. Rather, these proteins must be able to adjust continuously their
concentration through autoregulation. Consistent with this view, a burst in the syn-
thesis of an RNase E substrate causes a transient stabilization of the rne mRNA until
the RNase E pool has expanded to meet the new demand [97]. Similarly, even
though poly(A) tails usually destabilize mRNA fragments, overexpression of poly(A)
polymerase leads, paradoxically, to the stabilization of the pnp and rne mRNAs, pre-
sumably because the need to degrade the extra poly(A) tails increases the demand
for PNPase and RNase E [103]. Interestingly, the homeostatic regulation of RNase E
and PNPase expression may be responsible for a seemingly unrelated phenomenon,
i.e., the well-known stabilization of bulk mRNA that follows a block in translation.
This phenomenon is generally attributed to a protection of mRNAs by stalled ribo-
somes. However, even untranslated mRNAs are protected from degradation under
these circumstances, showing that the stabilization must somehow reflect the
reduced activity of the degradation machinery itself. In particular, RNA I and its
RNase E cleavage product, RNA I-5, are stabilized, suggesting that both RNase E and
PNPase are inhibited under these circumstances [85]. The homeostasy of RNase E
and PNPase can provide a straightforward explanation for these effects. Following a
translation block, the synthesis of ribosomal RNA is known to be boosted. Moreover,
the newly synthesized ribosomal RNA is unstable since it cannot assemble into ribo-
somes due to the lack of new ribosomal proteins [104]. This results in an increased
demand for RNase E and PNPase under conditions where the pools of these
enzymes cannot expand. Their titration by the ribosomal RNA thus explains the sta-
bilization of bulk mRNA [85, 97]. Interestingly, a block in translation also causes
stabilization of many and perhaps most mRNAs in yeast and higher eukaryotic cells
[105]. It will be interesting to learn if the expression of components of the eukaryotic
mRNA degradation machinery is also autoregulated.

5.9 
RNA-degrading Machines in other Organisms

Several other degradosome-like complexes have been identified and characterized
over the past decade (Table 5-1). All act in a 3� 5� degradation pathway. An RNase
E-based complex has been characterized in Rhodobacter capsulatus, which is a photo-
synthetic Gram-negative bacteria that is only distantly related to E. coli [106].
Although a PNPase-like activity co-purified with this complex, none of the major
polypeptides identified by protein sequencing corresponded to a PNPase homolog.
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Thus, it has been suggested that PNPase might only be loosely associated with this
complex. Curiously, two DEAD-box RNA helicases and the transcription termina-
tion factor Rho, which is also an RNA helicase, were shown to be associated with
RNase E. The role of multiple helicases in the complex is unclear although these
proteins might act as adaptors that target the degradosome to specific substrates.
The link with Rho is intriguing. In E. coli, Rho is an essential factor that is responsi-
ble for rho-dependent transcription termination [107]. One manifestation of Rho
activity is ‘polarity’, a phenomenon in which a mutation terminating translation
within a cistron provokes transcription termination. The association of Rho with
RNase E suggests a link between rho-dependent transcription termination and mRNA
degradation, which could involve targeting the degradosome to rho-terminated
mRNA. Message decay in the plant chloroplast, an organelle of eubacterial origin, has
also been suggested to involve a degradosome. However, despite an earlier report of
a degradosome-like association, 100RNP, which is a PNPase homolog, appears to be
a hexamer of identical subunits forming a large 600 kDa enzyme [108]. Whether
other enzymes associate with the chloroplast PNPase is an open question. In Strep-
tomyces coelicolor, a Gram-positive bacteria, an RNase E-like activity was described
several years ago [109] and an authentic homolog, RNase ES, has recently been
identified [110]. Intriguingly, RNase ES has been shown to associate physically with
the PNPase from S. coelicolor, suggesting the existence of a degradosome-like com-
plex. Further work will be required to characterize the putative Streptomyces degrado-
some including the identification of other proteins that associate with RNase ES.
Considering the very large evolutionary distance between E. coli and S. coelicolor,
these results suggest that the physical association of RNase E and PNPase to form
degradosome-like complexes might be widespread in bacteria.

In the yeast S. cerevisiae, two complexes have been described, the mtEXO complex
and the exosome. The mtEXO complex (Table 5-1), located in the mitochondria, is
required for the degradation of introns [111, 112]. Dss1p, in the mtEXO complex,
is an exoribonuclease related to RNase II. The RNA helicase Suv3p, an integral com-
ponent, is required for mtEXO activity both in vitro and in vivo. The yeast exosome
(Table 5-1), with both hydrolytic and phosphorylytic activity, exists in a cytoplasmic
form that degrades mRNA and a nuclear form that processes ribosomal RNA and
small nuclear RNAs [6]. The nuclear form is also involved in the degradation of pre-
mRNA and the rescue of read through transcripts that fail to be cleaved and polyade-
nylated at the normal processing site [113, 114]. It is from their function in ribosomal
RNA processing that many of the components of the exosome derive their “Rrp”
nomenclature. A number of co-factors are named “Ski” for the observed super killer
phenotype due to overexpression of a toxin from an endogenous RNA. Mtr4p and
Ski2p are DEvH-box RNA helicases. Exosome-like complexes have been found in a
broad spectrum of eukaryotes ranging from humans to trypanosomes, thus suggest-
ing that they are a highly conserved feature of eukaryotic stable RNA maturation and
mRNA decay [115, 116].

A key similarity between eubacterial PNPase and the yeast exosome is that they
both have phosphorylytic activity. In addition to PNPase, E. coli has a second phos-
phorylytic RNA-degrading enzyme, RNase PH, which is implicated in the maturation
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of tRNA [117, 118]. This phosphorylase is the founder of a superfamily of RNase PH-
like enzymes, which include PNPase as well as components of the catalytic core of
the eukaryotic exosome [10, 119]. The PNPase of E. coli is a trimer of identical sub-
units. Sequence analysis has suggested that each subunit contains two RNase PH-
like domains acquired as the result of an ancient gene-duplication-fusion event [119].
In addition to the two RNase PH domains, PNPase also contains S1 and KH RNA-
binding domains in the C-terminal region of the protein (Fig. 5-5A). The recent crys-
tal structure of the PNPase from Streptomyces antibioticus has revealed for the first
time the architecture of the catalytic site of a member of the RNase PH superfamily
[120]. This work shows that the RNase PH domains in the PNPase monomer fold
independently and pack closely together to form an intramolecular dimer. These
dimers then assemble into a ring structure. Thus, the catalytic core of the PNPase
trimer can be viewed as a hexameric ring assembled from the RNase PH domains
(Fig. 5-5B). In the X-ray diffraction pattern, the S1 and KH domains were not

Figure 5-5 The eubacterial PNPase and the 
yeast exosome. (A) The E. coli PNPase subunit 
contains two RNase PH domains (yellow: PH1 
and PH2) and C-terminal KH and S1 RNA-
binding domains (red). It has been suggested, 
based on protein sequence comparisons, that 
the pnp gene arose from a duplication fusion of 
an ancient gene encoding an RNase PH-like 
enzyme (see text). (B) X-ray analysis [120, 121] 
has revealed that the catalytic core of PNPase 
can be viewed as a hexameric ring of RNase PH 
domains. In the model for PNPase presented 
here, the PH domains are in yellow; dashed lines 
indicate the domain boundaries; bold lines, 
the subunit boundaries. The ‘tails’ represent 

the C-terminal extensions containing the 
KH and S1 RNA-binding domains (red). 
The hexameric domain organization of the 
eubacterial PNPase can serve as a model for the 
phosphorylytic core of the yeast exosome, which 
is composed of six RNase PH-like subunits 
(yellow). The order of the exosome subunits 
in the hexameric ring (Rrp41p, Rrp43p, Rrp42p, 
Rrp46p, Rrp45p, and Mrt3p) is taken from a 
recent prediction [122].  Proteins associated with 
the exosome core, such as Rpr4p, Rpr40p, and 
Cs14p (red), contain S1 and KH RNA-binding 
domains that could serve the same function as 
the KH and S1 domains that are an integral part 
of the PNPase subunit.
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detected suggesting that they could be part of a flexible structure. Nevertheless,
molecular modelling indicates that the S1 and KH domains can form a ‘crown’, cap-
ping the catalytic core, which might serve to ‘feed’ RNA into the active site. It has
been suggested that the ring structure of the catalytic core of PNPase could serve as a
model for the organization of the RNase PH-like enzymes in the exosome [121]. A
low-resolution structure of the yeast exosome, based on electron microscopy, and the
mapping of protein–protein interactions by two-hybrid analysis supports this conten-
tion [122,123]. To transform PNPase into the exosome, the RNase PH domains forming
the catalytic core of PNPase are replaced by the Rpr41p, 42p, etc., subunits (Fig. 5-5B). It
is interesting to note that the non-phosphorylytic subunits of the exosome, Rpr4p,
Rpr40p and Cs14p, contain RNA-binding motifs, including the S1 and KH domains
found in eubacterial PNPase. Thus, whereas in PNPase, the PH1, PH2, S1 and KH
domains are fused into a single polypeptide, in the exosome these domains exist in
separate polypeptides. These considerations suggest that PNPase and the exosome
might have evolved from an ancient phosphorylytic enzyme with a hexameric ring
structure. Considering protein sequence alignments, an archeal ‘exosome’ has been
predicted [124]. Two RNase PH-like proteins as well as a protein related to Rpr4p
have been identified as part of an ‘operon’ in several different archeabacteria. It
will be interesting to learn if these proteins actually assemble into an exosome-like
complex.

5.10 
DEAD-box ATPases

The identification of the DEAD-box ATPase, RhlB, in the E. coli degradosome was
one of the first indications that RNA helicases could have an active role in the degra-
dation of mRNA. The DEAD-box proteins are a family of putative ATP-dependent
RNA helicases that have a conserved core sequence containing eight motifs includ-
ing the amino acids D-E-A-D [125, 126]. Members of this family have been implicated
in a variety of processes involving RNA including ribosome assembly, translation ini-
tiation and RNA splicing. The advantage of having an RNA helicase in an RNA-
degrading complex was demonstrated in vitro with the RNA degradosome [77, 83].
RNAs with internally structured regions often impede the progress of enzymes such
as PNPase, forcing the enzyme to pause. RhlB in the degradosome facilitates
PNPase-mediated degradation of structured substrates in an ATP-hydrolysis-depen-
dent reaction that is believed to involve the unwinding of RNA double strands. The
ATPase activity of RhlB is strongly activated by its interaction with the CTH of RNase
E and polypeptides derived from this region can form a complex with RhlB that is
capable of unwinding short RNA helices in vitro [82]. Thus, the interaction between
RNase E and RhlB controls ATPase activity and it could serve to give RhlB specificity
via its physical association with an RNA-degrading complex. Since the degradosome,
exosome and mtEXO complex all contain putative RNA helicases (Table 5-1), a role
for these enzymes appears to be a common feature of complexes involved in 3� 5�

RNA degradation.
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In the mtEXO complex, Suv3p, which is a DEAD-box ATPase, is required for
RNA-degrading activity both in vitro and in vivo, and a requirement for ATP hydroly-
sis has clearly been demonstrated in vitro [112, 127]. Thus, Suv3p appears to be pro-
viding more than a simple RNA helicase function. It is conceivable that Suv3p could
serve as a ‘motor’ that translocates the RNA substrate. The PNPase of E. coli has
RNA-degrading activity by itself. However, the enzyme works close to the chemical
equilibrium for the reaction. In the presence of low phosphate and high nucleotide
concentrations, it can catalyse the reverse reaction, i.e., synthesis of polynucleotides
from nucleotide diphosphates. Indeed, in mutant strains of E. coli deficient in
poly(A) polymerase activity, an RNA synthetic activity attributed to PNPase has been
described [128]. It was suggested that under certain ‘micro conditions’ within the
cell, PNPase could work synthetically for brief periods in which short 3� extensions
are added to mRNA decay intermediates. This raises the issue of whether RhlB
might have a role in regulating the degradative versus synthetic activity of PNPase.
Although RhlB cannot alter the chemical equilibrium of the phosphorolysis reac-
tion, it is conceivable that the energy of ATP hydrolysis could be coupled with the
activity of PNPase in a kinetic control that promotes degradation.

5.11 
Perspective

In E. coli, mRNAs are often polycistronic, and transcription and translation are cou-
pled. Decay is initiated by endonucleases that fragment the mRNA. The principal
endonuclease in E. coli mRNA decay is RNase E, which is 5�-end-dependent. Never-
theless, recent work suggests that RNase E can also initiate the decay of untranslated
or poorly translated mRNA via an ‘internal entry’ pathway that is 5�-end-indepen-
dent. RNase II and PNPase, the principal exonucleases in E. coli mRNA decay,
degrade mRNA fragments to nucleotides in a 3� 5� pathway. Poly(A) polymerase,
which can add 3� single-strand extensions to mRNA fragments, facilitates attack by
the exonucleases. Internal regions of RNA structure that impede exonuclease activ-
ity can be unwound by RNA helicases. Thus, the main points for the control of deg-
radation of E. coli mRNA are RNA structures in 5�- and 3�-UTRs, and in the
intergenic regions of polycistronic messages, which modulate the activity of RNase
E and the exonucleases. Whether E. coli is a model organism for the entire eubacte-
rial kingdom is debatable. Notably, B. subtilis and related Gram-positive bacteria do
not have identifiable RNase E homologs [71, 72]. RNase II, which is hydrolytic, and
PNPase, which is phosphorylytic, seem to have redundant functions. Nevertheless,
related proteins are widespread in the eubacteria and the eukaryotes, suggesting that
there must be some advantage in having both types of 3� 5� exonucleases.

The pathway of mRNA decay in S. cerevisiae differs considerably from that of
E. coli. In yeast and other eukaryotes, the messages, which are monocistronic, are
part of ribonucleoprotein complexes containing a wide diversity of RNA-binding
proteins [129]. The 5�-cap and 3�-poly(A) structures are important for translation and
mRNA stability. Messenger RNA decay is an orderly process in which 3� deadenyla-
tion promotes 5� decapping; this in turn leads to the arrest of translation initiation
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and the degradation of the body of the mRNA. Thus, translation and mRNA stability
are intimately linked. Nonsense-mediated mRNA decay, in which messages with
premature stop codons are targeted for degradation, and non-stop mRNA decay, in
which messages lacking stop codons are targeted for degradation, are examples of
the importance of ‘translatability’ in mRNA stability [130–132]. The body of the
mRNA is degraded to nucleotides by two distinct exonucleolytic pathways: 3� 5�

degradation involving the exosome and 5� 3� degradation involving Xrn1p. The
mRNA 5�-cap and the 5� 3� exoribonuclease Xrn1p are specific features of the
eukaryotic mRNA decay pathway. Many of the components involved in mRNA decay
in yeast appear to be conserved in higher eukaryotes. It is thus generally believed
that the yeast system will serve as a general model for mRNA decay. In higher
eukaryotes, the lifetime of specific mRNAs can vary from minutes to days. The chal-
lenge now confronting researchers interested in eukaryotic mRNA decay is, in the
framework of the established pathways, to elucidate how lifetimes are controlled.
The eukaryotic mRNA-binding proteins probably to have a critical role in controlling
the stability of specific messages.

In E. coli, RNase E and PNPase associate into a complex known as the RNA
degradosome, which also contains the DEAD-box ATPase, RhlB. Related com-
plexes, which are RNase E-based, have been described in other eubacteria suggest-
ing that the degradosome-like machinery might be widespread. PNPase is a
member of the RNase PH superfamily of phosphorylytic RNA-degrading enzymes,
which includes six subunits of the yeast exosome. The crystal structure of a eubacte-
rial PNPase and a recent low-resolution structure of the yeast exosome suggest that
the RNase PH-like domains in these complexes have a conserved structure and that
they assemble into a conserved hexameric ring architecture. Thus, despite consider-
able differences between mRNA decay in E. coli and S. cerevisiae, the core of the
phosphorylytic RNA-degrading machinery appears to be conserved in eubacteria
and eukaryotes.

Acknowledgements

Research in our laboratories has been supported by the Centre National de la
Recherche Scientifique (CNRS) with additional funding from the Cancer Research
Association (ARC) and the Fundamental Microbiology Program of the Ministry of
Education and Research (MENRT). We thank L. Poljak for critical reading of this
manuscript.



5 mRNA decay and RNA-degrading machines in prokaryotes and eukaryotes 204

References

1 G. A. Coburn, G. A. Mackie, 

Prog. Nucleic Acid Res. Mol. Biol. 
1999, 62, 55–108.

2 M. Grunberg-Manago, Annu. Rev. 
Genet. 1999, 33, 193–227.

3 P. Regnier, C. M. Arraiano, Bioessays 
2000, 22, 235–244.

4 D. A. Steege, RNA 
2000, 6, 1079–1090.

5 M. Tucker, R. Parker, Annu. Rev. 
Biochem. 2000, 69, 571–595.

6 P. Mitchell, D. Tollervey, Nat. Struct. 
Biol. 2000, 7, 843–846.

7 C. J. Wilusz, M. Wormington, 

S. W. Peltz, Nat. Rev. Mol. Cell. Biol. 
2001, 2, 237–246.

8 S. R. Kushner, J. Bacteriol. 
2002, 184, 4658–4665.

9 I. S. Mian, Nucleic Acids Res. 
1997, 25, 3187–3195.

10 Y. Zuo, M. P. Deutscher, 

Nucleic Acids Res. 2001, 
29, 1017–1026.

11 W. P. Donovan, S. R. Kushner, 

Proc. Natl. Acad. Sci. USA 
1986, 83, 120–124.

12 D. Apirion, Mol. Gen. Genet. 
1973, 122, 313–322.

13 J. G. Belasco, C. F. Higgins, Gene 
1988, 72, 15–23.

14 E. B. O’Hara, J. A. Chekanova, 

C. A. Ingle et al., Proc. Natl. Acad. 
Sci. USA 1995, 92, 1807–1811.

15 C. A. Ingle, S. R. Kushner, Proc. Natl. 
Acad. Sci. USA 1996, 93, 12926–12931.

16 E. Hajnsdorf, F. Braun, J. Haugel-

Nielsen et al., Proc. Natl. Acad. 
Sci. USA 1995, 92, 3973–3977.

17 J. Haugel-Nielsen, E. Hajnsdorf, 

P. Regnier, EMBO. J 1996, 
15, 3144–3152.

18 E. Blum, A. J. Carpousis, C. F. Higgins, 

J. Biol. Chem. 1999, 274, 4009–4016.

19 F. Xu, S. N. Cohen, Nature 
1995, 374, 180–183.

20 G. A. Coburn, G. A. Mackie, 

J. Mol. Biol. 1998, 279, 1061–1074.

21 S. N. Cohen, Cell 1995, 80, 829–832.

22 A. J. Carpousis, N. F. Vanzo, 

L. C. Raynal, Trends Genet. 
1999, 15, 24–28.

23 M. Dreyfus, P. Regnier, Cell 
2002, 111, 611–613.

24 J. Ross, Microbiol. Rev. 
1995, 59, 423–450.

25 J. Ross, Trends. Genet. 
1996, 12, 171–175.

26 R. E. Dodson, D. J. Shapiro, 

Prog. Nucleic Acid Res. Mol. Biol. 
2002, 72, 129–164.

27 A. Jacobson, S. W. Peltz, Annu. Rev. 
Biochem. 1996, 65, 693–739.

28 C. A. Beelman, R. Parker, Cell 
1995, 81, 179–183.

29 C. A. Beelman, A. Stevens, 

G. Caponigro et al., Nature 
1996, 382, 642–646.

30 T. E. LaGrandeur, R. Parker, 

EMBO J 1998, 17, 1487–1496.

31 J. S. Jacobs, A. R. Anderson, 

R. P. Parker, EMBO J. 
1998, 17, 1497–1506.

32 C. Y. Chen, R. Gherzi, S. E. Ong et al., 

Cell 2001, 107, 451–464.

33 J. H. Withey, D. I. Friedman, Curr. 
Opin. Microbiol. 2002, 5, 154–159.

34 R. Gillet, B. Felden, EMBO J. 
2001, 20, 2966–2976.

35 A. W. Karzai, E. D. Roche, R. T. Sauer, 

Nat. Struct. Biol. 2000, 7, 449–455.

36 A. W. Karzai, R. T. Sauer, Proc. Natl. 
Acad. Sci. USA 2001, 98, 3040–3044.

37 A. van Hoof, P. A. Frischmeyer, 

H. C. Dietz et al., Science 2002, 295, 
2262–2264.

38 R. S. Cormack, G. A. Mackie, 

J. Mol. Biol. 1992, 228, 1078–1090.

39 C. P. Ehretsmann, A. J. Carpousis, 

H. M. Krisch, Genes Dev. 
1992, 6, 149–159.

40 S. Lin-Chao, T. T. Wong, 

K. J. McDowall et al., J. Biol. 
Chem. 1994, 269, 10797–10803.

41 K. J. McDowall, S. Lin-Chao, 

S. N. Cohen, J. Biol. Chem. 
1994, 269, 10790–10796.

42 G. A. Mackie, Nature 1998, 
395, 720–723.

43 P. Bouvet, J. G. Belasco, Nature 
1992, 360, 488–491.

44 H. Huang, J. Liao, S. N. Cohen, 

Nature 1998, 391, 99–102.



References 205

45 G. A. Mackie, J. Biol. Chem. 
2000, 275, 25069–25072.

46 K. E. Baker, G. A. Mackie, Mol. 
Microbiol. 2003, 47, 75–88.

47 V. J. Cannistraro, D. Kennell, 

J. Bacteriol. 1985, 161, 820–822.

48 G. G. Liou, W. N. Jane, S. N. Cohen 

et al., Proc. Natl. Acad. Sci. USA 
2001, 98, 63–68.

49 Y. Feng, T. A. Vickers, S. N. Cohen, 

Proc. Natl. Acad. Sci. U S A 2002, 99, 
14746–14751.

50 E. Hajnsdorf, O. Steier, L. Coscoy et al., 

EMBO J. 1994, 13, 3368–3377.

51 G. A. Mackie, J. Bacteriol. 
1991, 173, 2488–2497.

52 D. P. Nierlich, G. J. Murakawa, 

Prog. Nucleic Acid Res. Mol. Biol. 
1996, 52, 153–216.

53 C. Petersen, Mol. Microbiol. 
1992, 6, 277–282.

54 M. Dreyfus, S. Joyce, The interplay 
between translation and mRNA decay in 
procaryotes: a discussion on current 
paradigms, Landes Bioscience, 

Georgetown 2002.

55 B. K. Ghora, D. Apirion, Cell 
1978, 15, 1055–1066.

56 M. Ono, M. Kuwano, J. Mol. Biol. 
1979, 129, 343–357.

57 E. A. Mudd, H. M. Krisch, 

C. F. Higgins, Mol. Microbiol. 
1990, 4, 2127–2135.

58 P. Babitzke, S. R. Kushner, Proc. Natl. 
Acad. Sci. USA 1991, 88, 1–5.

59 K. J. McDowall, R. G. Hernandez, 

S. Lin-Chao et al., J. Bacteriol. 
1993, 175, 4245–4249.

60 Z. Li, M. P. Deutscher, RNA 
2002, 8, 97–109.

61 M. C. Ow, S. R. Kushner, Genes Dev. 
2002, 16, 1102–1115.

62 S. Casaregola, A. Jacq, D. Laoudj 

et al., J. Mol. Biol. 
1992, 228, 30–40.

63 R. S. Cormack, J. L. Genereaux, 

G. A. Mackie, Proc. Natl. Acad. 
Sci. USA 1993, 90, 9006–9010.

64 L. Taraseviciene, G. R. Bjork, 

B. E. Uhlin, J. Biol. Chem. 
1995, 270, 26391–26398.

65 K. J. McDowall, S. N. Cohen, 

J. Mol. Biol. 1996, 255, 349–355.

66 M. Bycroft, T. J. Hubbard, M. Proctor 

et al., Cell  1997, 88, 235–242.

67 Z. Li, S. Pandit, M. P. Deutscher, 

EMBO J. 1999, 18, 2878–2885.

68 M. R. Tock, A. P. Walsh, G. Carroll 

et al., J. Biol. Chem. 2000, 
275, 8726–8732.

69 X. Jiang, A. Diwa, J. G. Belasco, 

J. Bacteriol. 2000, 182, 2468–2475.

70 V. R. Kaberdin, A. Miczak, 

J. S. Jakobsen et al., Proc. Natl. 
Acad. Sci. USA 1998, 95, 11637–11642.

71 C. Condon, D. Brechemier-Baey, 

B. Beltchev et al., RNA 
2001, 7, 242–253.

72 C. Condon, H. Putzer, Nucleic Acids 
Res. 2002, 30, 5339–5346.

73 K. Lee, J. A. Bernstein, S. N. Cohen, 

Mol. Microbiol. 2002, 43, 1445–1456.

74 A. J. Carpousis, G. Van Houwe, 

C. Ehretsmann et al., Cell 
1994, 76, 889–900.

75 B. Py, H. Causton, E. A. Mudd et al., 

Mol. Microbiol. 1994, 14, 717–729.

76 A. J. Carpousis, A. Leroy, N. Vanzo 

et al., Meth. Enzymol. 
2001, 342, 333–345.

77 B. Py, C. F. Higgins, H. M. Krisch et al., 

Nature 1996, 381, 169–172.

78 A. Miczak, V. R. Kaberdin, C. L. Wei 

et al., Proc. Natl. Acad. Sci. USA 
1996, 93, 3865–3869.

79 E. Blum, B. Py, A. J. Carpousis et al., 

Mol. Microbiol. 1997, 26, 387–398.

80 L. C. Raynal, A. J. Carpousis, Mol. 
Microbiol. 1999, 32, 765–775.

81 Y. Feng, H. Huang, J. Liao et al., J. Biol. 
Chem. 2001, 276, 31651–31656.

82 N. F. Vanzo, Y. S. Li, B. Py et al., 

Genes Dev. 1998, 12, 2770–2781.

83 G. A. Coburn, X. Miao, D. J. Briant 

et al., Genes Dev. 1999, 13, 2594–2603.

84 G. A. Mackie, G. A. Coburn, X. Miao 

et al., Meth. Enzymol. 2001, 
342, 346–356.

85 P. J. Lopez, I. Marchand, O. Yarchuk 

et al., Proc. Natl. Acad. Sci. USA 
1998, 95, 6067–6072.

86 F. Soderbom, U. Binnie, M. Masters 

et al., Mol. Microbiol. 1997, 
26, 493–504.

87 N. Dam Mikkelsen, K. Gerdes, Mol. 
Microbiol. 1997, 26, 311–320.



5 mRNA decay and RNA-degrading machines in prokaryotes and eukaryotes 206

88 M. Kido, K. Yamanaka, T. Mitani et al., 

J. Bacteriol. 1996, 178, 3917–3925.

89 P. J. Lopez, I. Marchand, S. A. Joyce 

et al., Mol. Microbiol. 1999, 33, 188–199.

90 A. Leroy, N. F. Vanzo, S. Sousa et al., 

Mol. Microbiol. 2002, 45, 1231–1243.

91 I. Marchand, A. W. Nicholson, 

M. Dreyfus, Mol. Microbiol. 
2001, 42, 767–776.

92 I. Iost, M. Dreyfus, EMBO J. 
1995, 14, 3252–3261.

93 E. A. Mudd, C. F. Higgins, Mol. 
Microbiol. 1993, 9, 557–568.

94 C. Jain, J. G. Belasco, Genes Dev. 
1995, 9, 84–96.

95 A. Diwa, A. L. Bricker, C. Jain et al., 

Genes Dev. 2000, 14, 1249–1260.

96 A. A. Diwa, J. G. Belasco, J. Biol. Chem. 
2002, 277, 20415–20422.

97 S. Sousa, I. Marchand, 

M. Dreyfus, Mol. Microbiol. 
2001, 42, 867–878.

98 C. Jain, A. Deana, J. G. Belasco, Mol. 
Microbiol. 2002, 43, 1053–1064.

99 P. Regnier, M. Grunberg-Manago, 

C. Portier, J. Biol. Chem. 
1987, 262, 63–68.

100 M. Robert-Le Meur, C. Portier, 

EMBO J. 1992, 11, 2633–2641.

101 A. C. Jarrige, N. Mathy, C. Portier, 

EMBO J. 2001, 20, 6845–6855.

102 R. Zilhao, F. Cairrao, P. Regnier et al., 

Mol. Microbiol. 1996, 20, 1033–1042.

103 B. K. Mohanty, S. R. Kushner, Mol. 
Microbiol. 2002, 45, 1315–1324.

104 V. Shen, H. Bremer, J. Bacteriol. 
1977, 130, 1098–1108.

105 G. Brawerman: mRNA Degradation in 
Eukaryotic Cells: An Overview, Academic 

Press, San Diego 1993.

106 S. Jager, O. Fuhrmann, C. Heck et al., 

Nucleic Acids Res. 2001, 29, 4581–4588.

107 T. Platt, Mol. Microbiol. 
1994, 11, 983–990.

108 S. Baginsky, A. Shteiman-Kotler, 

V. Liveanu et al., RNA 
2001, 7, 1464–1475.

109 J. M. Hagege, S. N. Cohen, Mol. 
Microbiol. 1997, 25, 1077–1090.

110 K. Lee, S. N. Cohen, Mol. Microbiol. 
2003, 48, 349–360

111 A. Dziembowski, P. P. Stepien, Meth. 
Enzymol. 2001, 342, 367–378.

112 S. P. Margossian, H. Li, 

H. P. Zassenhaus et al., Cell 
1996, 84, 199–209.

113 C. Torchet, C. Bousquet-Antonelli, 

L. Milligan et al., Mol. Cell 
2002, 9, 1285–1296.

114 C. Bousquet-Antonelli, C. Presutti, 

D. Tollervey, Cell 2000, 102, 765–775.

115 C. Allmang, E. Petfalski, 

A. Podtelejnikov et al., Genes 
Dev. 1999, 13, 2148–2158.

116 A. M. Estevez, T. Kempf, C. Clayton, 

EMBO J. 2001, 20, 3831–3839.

117 K. O. Kelly, N. B. Reuven, Z. Li et al., 

J. Biol. Chem. 1992, 267, 16015–16018.

118 Z. Li, M. P. Deutscher, J. Biol. Chem. 
1994, 269, 6064–6071.

119 A. Bateman, E. Birney, R. Durbin et al., 

Nucleic Acids Res. 2000, 28, 263–266.

120 M. F. Symmons, G. H. Jones, 

B. F. Luisi, Struct. Fold Des. 
2000, 8, 1215–1226.

121 M. F. Symmons, M. G. Williams, 

B. F. Luisi et al., Trends Biochem. Sci. 
2002, 27, 11–18.

122 P. Aloy, F. D. Ciccarelli, 

C. Leutwein et al., EMBO Rep. 
2002, 3, 628–635.

123 R. Raijmakers, W. V. Egberts, 

W. J. van Venrooij et al., J. Mol. Biol. 
2002, 323, 653–663.

124 E. V. Koonin, Y. I. Wolf, L. Aravind, 

Genome Res. 2001, 11, 240–252.

125 S. R. Schmid, P. Linder, Mol. Microbiol. 
1992, 6, 283–291.

126 N. K. Tanner, P. Linder, Mol. Cell 
2001, 8, 251–262.

127 J. Min, R. M. Heuertz, 

H. P. Zassenhaus, J. Biol. Chem. 
1993, 268, 7350–7357.

128 B. K. Mohanty, S. R. Kushner, 

Proc. Natl. Acad. Sci. USA 
2000, 97, 11966–11971.

129 G. Dreyfuss, V. N. Kim, N. Kataoka, 

Nat. Rev. Mol. Cell Biol. 
2002, 3, 195–205.

130 L. E. Maquat, Curr. Biol. 
2002, 12, R196–197.

131 C. J. Wilusz, W. Wang, S. W. Peltz, 

Genes Dev. 2001, 15, 2781–2785.

132 S. Vasudevan, S. W. Peltz, C. J. Wilusz, 

Bioessays 2002, 24, 785–788.



207

6
tRNA Locations on the Ribosome

Knud H. Nierhaus

6.1 
tRNAs Move through Functional Sites on the Ribosome

The ribosome harbors three well-defined binding sites for tRNAs: the A- and P-sites,
where the aminoacyl- and peptidyl-tRNAs reside before peptide-bond formation,
respectively, and the E-site, a site specific for deacylated tRNA from which the tRNA
exits the ribosome. Localization of tRNA-related functional centers such as the PTF
center or the decoding center on the ribosome has always been an important issue
in the translational field. Many techniques have been used, developed and even
invented to probe the interaction of tRNAs with the ribosome long before high-reso-
lution structures became available.

Site-directed crosslinking (reviewed in Ref. [1]) of tRNAs identified the decoding
site on the 30S and the PTF ring in the 50S subunit as functional centers. The antic-
odon loop of P-site bound tRNA crosslinks to C1400 (h44) of the 16S rRNA [2] and
benzophenone attached to the amino acid of the P-site peptidyl-tRNA crosslinks to
A2451 and C2452 and from the A-site peptidyl-tRNA to U2584 and U2585 with high
yields [3]. In addition, various groups have shown that G2553 is located near the
CCA end of an A-site substrate in the PTF center. This topological feature was con-
vincingly confirmed by crosslinking the antibiotic puromycin, which functions as an
analog of the tRNA acceptor end, to G2553. After crosslinking, the attached puromy-
cin could still undergo peptide-bond formation [4]. A compilation of tRNA crosslinks
can be found in the ribosomal crosslinking database (RDB [5] ).

Distinct sets of rRNA bases have been assigned to contact tRNAs in A-, P- or E-
sites by applying various techniques (Table 6-1). From the crystal structures of the
70S ribosome and the 30S subunit in the presence of tRNAs or tRNA fragments it
is clear that most protections can be explained either by direct contacts with bases
or by local conformational changes within the binding regions (discussed in depth
in Ref. [6]). On the other hand, some of the P-site protections on the 30S subunit
are actually E-site contacts. Protections of bases 1339, 1340 and 1381 are most
probably caused by the backbone of the E-site tRNA and the protections in the 690
loop (h23) are caused by the anticodon loop of E-site bound tRNA (34–36). The 790
loop is a contact site for both E- and P-site tRNAs and the protection might result
from either of these tRNAs. This mis-assignment has implications for the role of
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the E-site in ribosome function and consequences for the hybrid states model of
elongation, a model that is interpreted on the basis of these protection experi-
ments (see Chap. 8.1.1).

A ribosome discriminates tRNAs according to the coding sequence of the mRNA;
however, during the translation process, they must be capable of binding between 33
and more than 50 (45 in Escherichia coli) different tRNA species; note that a tRNA
species is defined solely by its anticodon. Thus the ribosome has to utilize conserved
features of a tRNA to bind it. One such feature is the universally conserved CCA 3�-
end of the tRNAs, which plays an important role in ribosome binding. Seventeen
out of the 20 protections observed in the 23S rRNA with complete tRNAs are also
seen with CCA fragments alone [7]. Furthermore, the binding of deacylated tRNAs
to the E-site is dependent on an intact CCA end [8].

The first evidence that tRNAs do not interact exclusively using the anticodon
loop and the CCA acceptor end, but instead are embedded in a ribosomal matrix,
derives from phosphorothioate cleavage experiments. Iodine cleavage of phospho-
rothioated tRNAs bound to the ribosome yielded characteristic protection
patterns [9, 10]. Since all tRNAs are conserved in terms of tertiary structure, at least
some of the phosphate groups in the backbone might provide important binding
determinants. In contrast with the protection pattern of the phosphorothioated
mRNA, which locates only within the codon region [11], the cleavage patterns of

Table 6-1 tRNA contacts with rRNA bases in the A-, P-, and E-sites

tRNA location / method 16S or 23S RNA / residues Reference

A-site / protection 16S/530 loop: G529, G530, U531; 
helix 44: A1408, A1492, A1493, G1494; 
enhanced reactivity, helix 27: A892, G1405 
23S/ A1439, C2254, A2439, A2451, G2553, 
pseudoU2555, A2602, U2609

37, 38, 7

A-site / site-directed 
muta-genesis

C74 of A-site tRNA base-pairs with G2553 39

P-site / protection 16S/ A532, G693, A794, C795, G926, G966, 
G1338, A1339, U1381 and in helix 44: 
C1399, C1400, G140123S/ A1916, A1918, 
U1926, G2251, G2253, A2439, A2451, G2505, 
U2506, U2584, U2585, A2602 (enhanced), 
and G2252 in the loop of H80, the P-loop

37, 38, 7

P-site / site-directed
 mutagenesis

C74 of P-site tRNA base-pairs with G2252 of 
H80 (P-loop)

40

P-site / interference 23S/modification of G2252, A2451, U2506, 
and U2585 prevents tRNA binding to the 
P-site

37

E-site / protection 23S/ G2112, G2116, A2169 at the L1-binding 
site; modification of C2394 interferes with 
E-site binding

7, 41, 
42, 47
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tRNAs bound to the ribosome are characteristic for their binding position and the
functional state of the ribosome and cover the whole structure of a tRNA [9, 10]. In
other words, the mRNA is hardly contacting the ribosome although about a
sequence of 40 nt is covered by the ribosome [12, 13]. These rare contacts strikingly
contrast with the extensive contacts of a tRNA, leading to the important conclusion
that the tRNAs are actively transported during the translocation reaction, whereas
the mRNAs are coupled with the movement of the tRNAs by the two adjacent
codon–anticodon interactions (see Chap. 8.1).

The tRNA patterns, which differ significantly from the pattern of tRNAs in solu-
tion, have been interpreted to reflect the microtopography of the binding site,
emphasizing intimate contacts between the ribosome and the entire tRNA surface.
Contact patterns between tRNA nucleotides 29 and 43 (comprising anticodon loop
and two adjacent stem base-pairs) are due to components of the 30S subunit,
whereas the remaining 85% of the tRNA, viz. the acceptor stem, the T and D loops,
is in contact with the 50S subunit. The 30S and 50S cleavage patterns are additive to
yield the 70S pattern ([14, 15]; see Fig. 6-1A). Crystallographic data obtained with 30S
subunits and 70S ribosomes [16, 6] are in perfect agreement with the 30S–50S con-
tacts at the P-site of 70S ribosomes (Fig. 6-1B).

Phosphorothioated tRNAs bound to the ribosome yield two characteristic cleavage
patterns: one observed in the P- or E-site (termed for its specific appearance at the
E-site) and the other in the A- or the P-site (termed for A-site; see also Chap. 8.1.2).
The - pattern shows few protection sites but several sites of enhancement, whereas,
in contrast, the - pattern exhibits extensive protection sites and only few positions
with enhanced iodine cleavage reactivity. This might reflect that the tRNAs bound at
the E- and P-sites are buried in the ribosomal matrix to a higher extent than the A-
site tRNA, an observation which is in agreement with the crystal structure of a pro-
gramed 70S carrying tRNAs [6].

6.2 
Visualization of tRNAs on the Ribosome

Biochemical studies have established that the ribosome has three tRNA-binding
sites [17–20]. Contrary with this, three-dimensional (3D) cryo-EM has revealed five
different tRNA positions on the ribosome, the classic A-, P-, and, E-sites and addi-
tional two sites termed P/E and E2 (see Table 6-4 and Refs. [21, 22] for a compilation
of identified tRNA sites).

Two early cryo-EM studies identified three tRNA positions on the ribosome [23, 24].
The A-site was localized close to the L7/L12 stalk of the ribosome, the P-site tRNA
spanning the inter-subunit space from the neck of the small subunit to the 50S sub-
unit and the E-site tRNA was observed close to the mushroom-shaped L1 protuber-
ance. Although the studies agreed on the position of the P-site tRNA, the  locations
of the A- and E-site tRNAs were remarkably different. The E-site puzzle was resolved
by subsequent studies which showed that the E-site tRNA position was strongly
dependent on buffer conditions, and the position of a single tRNA on the ribosome
at the P-site on both the ionic conditions and the charging state of the tRNA [25, 26].
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A tRNA at the E-site was only observed under physiological buffer conditions,
whereas under non-physiological conditions a tRNA was instead present at the E2
position that possibly represents an unstable intermediary state following release
from the E-site and before dissociation from the 70S ribosome. A recent re-evalua-
tion suggests that the E2 position might be even a misinterpretation caused by a con-
formational change of the L1 protuberance (C. M. T. Spahn, pers. comm.). Similarly,
a tRNA at the hybrid site P/E was exclusively found under non-physiological condi-
tions and thus probably represents a buffer artifact, but certainly not a ribosomal
state with a significant population during the elongation cycle [25]; see Chap. 8.1.1
for discussion). We see that a critical discussion melts down the number of tRNA-
binding sites on the ribosome again to the classical three sites, A, P, and E. The only
exception of this view is the binding of the incoming ternary complex aa–tRNA•EF–
Tu•GTP that has been termed A/T site (see, e.g., Fig 8-1; see also Ref. [27]). In fact, in
this configuration, codon–anticodon interaction is checked at the decoding center of
the A-site as a first step of the A-site occupation corresponding to the “low-affinity
state” of the A-site in the allosteric three-site model (see Chap. 8.1.2).

An fMet-tRNAfMet bound to the ribosomal P-site was visualized by cryo-EM at 15 Å
and further refined to 11.5 Å [28, 29]. At 11.5 Å resolution, the tRNA X-ray structure
could be fitted directly into an L-shaped P-site mass, oriented such that the CCA arm
faces toward the entrance of the tunnel on the 50S subunit and the longer anticodon
arm faces towards the cleft on small subunit [21]. The tRNA density makes four con-
tacts with the ribosome. The backbone of G57, on the tip of the tRNA elbow, extends
towards the 50S central protuberance, the C12–C23 base-pair on the D stem contacts
both the 50S body and the 30S platform, and U33 and A37 in the anticodon loop
extend into the 30S body and head [29]. The contact sites of the P-site tRNA seen in
these cryo-EM studies [28] agreed well with the phosphate contact pattern derived
from phosphorothioate studies mentioned in the preceding section [9].

On the 30S subunit, the anticodon ends of P- and A-site tRNAs before transloca-
tion (PRE state), as well as P- and E-sites after translocation (POST state), are in close
proximity to one another (Figs. 6-2A and B), such that nucleotide 37 in the anticodon
loops are 20 and 16 Å away from each other in the PRE and POST states, respec-
tively. Following peptide-bond formation the CCA ends of P- and A-site tRNAs are
17 Å apart (see Chap. 8.4 for more details), whereas after translocation the CCA end
of E-site tRNA is turned towards the L1 stalk and measures 60 Å from the P-site
CCA end. The position of the CCA end at the E-site has been determined in crystals
of 50S subunits of the archeon Haloarcula marismortui [30]. The fixation differs from
those observed in A- and P-sites, where the CCA ends are held via    Watson–Crick
base pairs with the rRNA. Instead, at the E-site, the A76 is fixed by an intricate net-
work of hydrogen bonds to nucleotides conserved in all three kingdoms of life (Fig.
6-3): A76 is hydrogen-bonded to C2394 (E. coli nomenclature) and to the phospho-
oxygen of A2422, the sugar-phosphate backbone of 76 to C2394. Furthermore, A76 is
stacked between G2421 and A2422 (Fig. 6-3). The tight packing of A76 at the E-site
leaves no room for an amino acid linked to the A76 via an ester bond and thus
explains the earlier finding that this site is specific for deacylated tRNA [20], and that
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Figure 6-2 tRNA positions on the ribosome. (A) Relative 
positions of the three tRNAs bound at the A-, P- and E-sites. The P 
and C1� atoms of the P-site tRNAs are used to align the molecules 
of the cryo-EM (brown) with that from the X-ray work (dark green; 
Refs. [21, 6]). The two studies agree on the position of the tRNAs 
on the ribosome. From this comparison it can be seen that the 
A-site tRNAs (cryo-EM in olive green, X-ray in cyan) are shifted 
relative to each other along the anticodon stem axis (arrow a), and 
the E-site-bound tRNAs along the acceptor stem axis (arrow b, 
cryo-EM in red and X-ray in blue). Note that the anticodon regions 
of all three tRNAs are in close proximity to each other. (B) tRNAs in 
the PRE and the POST states of the E. coli  ribosome. Cryo-EM 
reconstructions of tRNAs bound to the 70S ribosome. PRE state: 
tRNAs bound to the A-site (pink) and P-site (green). POST state: 
tRNAs bound to the P-site (green) and E-site (yellow). The small 
30S subunit is shown in yellow, the large 50S subunit in blue. To 
demonstrate the tRNA positions, the 70S ribosome is presented 
as a semitransparent surface. (C) Fixation of the codon–anticodon 
duplex at the ribosomal P-site according to Ref. [6]. The 16S rRNA 
is shown in cyan, ribosomal protein S13 in blue and the anti-codon 
stem-loop of the P-site tRNA in red. 16S rRNA contacts with the 
P-site tRNA are indicated and labeled in red (a–f).
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a tRNA at the E-site requires an intact CCA end [8]. Only CCA-Gly, the smallest ami-
noacyl residue, could possibly fit into the E-site. However, this possibility is not rele-
vant for protein synthesis, since there is always a deacylated tRNA at the P-site
before translocation and after peptide-bond formation (see, e.g., models of the elon-
gation cycle; Figs. 8.2A and B). The only situation where an aminoacyl-tRNA binds
directly to the ribosome is during initiation and here, as mentioned, the fMet moiety
itself would prevent the tRNA from binding at the E-site and probably the involve-
ment of the initiation factors for directing this binding would provide further protec-
tion against this.

The final two nucleotides of the CCA end of an E-tRNA pass through a loop of
protein L44e. Although L44e does not exist in bacteria, the bacterial protein L33
mimics the shape of the globular part of L44e and L31, the extended part of L44e. In
fact, it may be the case that binding of a CCA at the E-site of bacterial ribosomes
would entail the insertion through the loop extension of L31, although whether this
similarity in the involvement of the loop region of the ribosomal proteins is func-
tionally significant is unclear. Since the fold of L31 and L33 is significantly different
from that of L44e, whereas the critical C2395 is conserved in over 99% of all spe-
cies, the authors suspect that the last universal common ancestor (LUCA) fixed the
CCA end of the E-tRNA via rRNA, and that protein components were added after
separation into kingdoms [30].

Notably, a P-site tRNA occupies virtually the same position in the ribosome before
and after translocation (PRE and the POST states, respectively). The angles between
the tRNAs in the PRE at A- and P-sites and in the POST state at P- and E-sites are 39°
and 35°, respectively [21].

Combined crystal structures of three different tRNA 70S complexes at 7.8 and
5.5 Å resolution yields a wealth of information regarding tRNA–ribosome interac-
tions for all three sites [31, 6] (see Table 6-2 [15]). The positions of the tRNAs on
the ribosome are in good agreement with those from the cryo-EM work of Frank
and colleagues [21] concerning authentic PRE and POST states of ribosomes,

Figure 6-3 A76 of the CCA end at the E-site is held by network of 
hydrogen bonds. For details see text (taken from Ref. [30]).
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although closer inspection of the relative orientations reveal some minor devia-
tions. In Fig. 6-2(A), the P-site tRNA molecules of the cryo-EM [21] and the X-ray
studies [6] are aligned for comparison. In the crystallographic study, the P-site-
bound tRNAfMet is slightly kinked at the D stem–anticodon junction in compari-
son with the X-ray structure of the free tRNA that was used to fit the cryo-EM map.
In both the cryo-EM with 12–17 Å resolution and the X-ray analysis with 5–7 Å res-
olution single-stranded RNA cannot be unequivocally identified, and thus the 3�

single-stranded end of tRNAfMet was deduced from the highly resolved tRNA crys-
tal structure (see, e.g., Ref. [32]). Alignment of the crystal and cryo-EM maps based on
the P-site tRNA positions shows the A- and E-site tRNAs in slightly different posi-
tions. The A-site tRNAs are shifted with respect to each other along the anticodon
stem axes and the E-site tRNAs along the acceptor stem axes. The E-site tRNA in the
X-ray study was reported to be substantially distorted [6] relative to the X-ray struc-
ture of the free tRNA that was used to fit the cryo-EM data. The distortion might be

Table 6-2 Contact sites with tRNA phosphates at the P-site that were strongly protected against 
iodine (I2) access in two different elongator tRNAs, viz. tRNAPhe and elongator tRNAMet (adapted 
from Ref. [15])

Note: nt, nucleotidyl residue; aa, aminoacyl residue, eubact., eubacterial 
domain; three domains, the eubacterial, archeal and eukaryotic domains. 
The conservation data concerning rRNA were obtained from The Gutell 
Lab Pages (www.rna.icmb.utexas.edu/csi), the sequences of the ribosomal 
proteins (r-prot.) were obtained from the Sequence Retrieval System 
(www.expasy.ch/srs5/), the alignment followed Ref. [43] according to 
www.expasy.ch/srs5/.

5�-phosphate 
of tRNA base

Residue of rRNA or r-protein nearer 
than 10 Å (rRNA/nt or r-prot/aa; 
see Ref. [6])

Evolutionary conservation 
(in percent of species)

Eubact. Three domains

Y11 23S/1909, 1910, 1923, 1924 80–90, 95, <80, 90–95, 

95, 95 95, <80 

G30 16S/1230 95 80-90

S13/Lys121 Lys or Arg at position 120

Y32 16S/1341 95 95

S9/Ser126, Lys127, Arg128 126 and 127: ~50% cons. 128: 
~90% conserved

G34 (anticodon)

C41 16S/1339, 1340 95, <80 95, <80

T54 23S/2280, 2327 95, 95 80-90, <80

C56 L5/Arg56 and Glu65 Arg or Lys at positions 56 and 64

A58 Protected via tertiary folding of tRNA

U59 Protected via tertiary folding of tRNA

Y60 Protected via tertiary folding of tRNA
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due to the fact that the E-site-bound tRNA is non-cognate and thus cannot undergo
base-pairing with the E-site codon of the mRNA. Note that during an elongation
cycle a deacylated tRNA at the E-site is always a cognate one. The juxtaposition of
codon and anticodon at the E-site of the 70S crystal structure makes it probable
that under physiological conditions codon–anticodon interaction occurs at this site
in agreement with biochemical data [33–35].

6.3 
tRNA–ribosome Contacts

In this section, we will consider in detail the contacts of a tRNA at each of the three
tRNA-binding sites A, P and E.

Ramakrishnan and colleagues [16] presented the first high-resolution view at 3.1 Å
of the P- and A-site tRNA interactions with the 30S subunit. Fortuitously, crystal
packing of the T. thermophilus 30S subunits placed the spur (h6) of one subunit in
the P-site of another, thereby mimicking the anticodon stem-loop of a P-site-bound
tRNA. Remarkably, the mRNA base-pairing partner was provided by the 3�-end of
16S rRNA which, folding back upon itself, extended into the decoding center. These
crystals were then soaked with an anticodon stem-loop fragment of a tRNA (ASL-
tRNA) and a six base poly(U) mRNA fragment to include A-site interactions within
the scope of these studies [36]. At the A-site, the ribosome scans the mRNA–tRNA
codon–anticodon base-pairing to ensure high-fidelity decoding of aa-tRNAs and to
maintain the reading frame (refer Chap. 8.2; [36]).

On the small subunit, the P-site-bound tRNA is fixed very tightly via six interac-
tions with the 16S RNA. RNA elements 1338–1341 (hydrogen bonding to bases) and
1229–1230 (sugar-phosphate backbone) of the 16S rRNA interact in the minor groove
of the acceptor stem. Only one hydrogen bond appears to be base-specific. The inter-
action is supported by the C-terminal tails of proteins S13 and S9. The base corre-
sponding to tRNA position 34 is stacked on C1400, whereas A790 packs against tRNA
positions 40 and 41. The P-site codon–anticodon helix is positioned in the major
groove of the penultimate helix (h44) and is fixed with a number of “ribosomal fin-
gers” mainly to the sugar-phosphate backbone (Fig. 6-2C; see Table 6-2 for P-site con-
tacts of the ribosome with two different elongator tRNAs; for involvement of h44,
bases A1492 and A1493, in the decoding mechanism see Chap. 8.2).

Comprehensive analyses of tRNA:ribosome interactions have been described by
Noller and colleagues on the basis of T. Thermophilus 70S tRNA co-crystals [31, 6].
A- and P-site tRNAs exhibit similar modes of interaction with the large ribosomal
subunit. The 23S rRNA helices, H80-81 in the P-site and H89 in the A-site run par-
allel to the acceptor stem of the tRNAs making minor groove–minor groove con-
tacts. Proteins, L5 and L16 in A- and P-sites respectively, contact the T-loop at the
elbow of the tRNA. Additionally, the A-site finger (H38) contacts the elbow (D and T
loops) of the A-site tRNA. H69 and H93 fix both tRNAs simultaneously: helix 69 is
“sandwiched” between the top of the D-stem of the P-site tRNA (from the minor
groove side) and the D-stem of the A-site tRNA from the major groove side,
whereas H93 squeezes between the respective CCA ends. In accordance with bio-
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chemical data, G2553 in H89 is positioned to base-pair with C75 of the A-site tRNA,
whereas G2252 in H80 base-pairs with C74 of P-site-bound tRNA.

The E-site on the 30S subunit contains proteins S7 and S11, a highly conserved
–hairpin of S11 contacts the backbone of the anticodon stem, whereas -helix 6

of S7 faces the anticodon side of the anticodon loop. 16S rRNA contacts include
h29 (1339, 1340), h28 (1382), the 690 loop, and 790 loop [6].

In the large subunit, the E-site tRNA forms protein contacts at the elbow in simi-
lar fashion to the A- and P-site tRNAs. The elbow neighbors protein L1 and H77 of
23S RNA, i.e., both elements that constitute the characteristic L1 protuberance.
Other E-site tRNA:23S rRNA contacts are seen with nucleotides 1–5 and 71–76 at
the end of the acceptor stem that is buried in a deep pocket made of RNA and pro-
tein L33. Here minor groove–minor groove interactions with H68 are evident as well
as several interactions with H11, H74, H75, and protein L33.
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7
Initiation of Protein Synthesis

7.1 
Initiation of Protein Synthesis in Eubacteria

Daniel N. Wilson

7.1.1 
Overview of Initiation in Eubacteria

The initiation phase of protein synthesis is one of the rate-limiting steps of transla-
tion and as such is also the principal target of translation regulation (see Chap. 11).
There are significant differences between translation-initiation events in eukaryotes
(see Chap. 7.2), archea and eubacteria; however, the final state of the ribosome fol-
lowing initiation is principally the same, namely, a ribosome programed with an ini-
tiator tRNA and mRNA, such that the start codon and tRNA are both positioned at
the P-site. Indeed, the production of functionally active proteins necessitates that
translation initiates at the start codon within the mRNA. As well as the use of the
correct codon as the start codon, the placement at the P-site of the ribosome must
also be precise; since codons are composed of three bases, incorrect placement by
one or two bases will result in a complete loss of the correct reading frame. There
are two major contributors to ensure the fidelity of this process: (i) the mRNA itself
and (ii) a subset of translation factors termed the initiation factors (IFs).

In eubacteria, the majority of mRNAs contain, upstream of the initiation codon in
an untranslated region (UTR), a purine-rich sequence called the Shine–Dalgarno
(SD) sequence [1, 2], which has sequence complementary to the 3�-end of the 16S
rRNA (termed the anti-SD sequence). Base-pairing between these complementary
sequences has been conclusively demonstrated using the specialized ribosome sys-
tem, where expression of mRNAs was shown to be abolished by mutations within
the SD sequence and then restored by compensatory mutations (that restore the
complementarity with the SD sequence of the mRNA) within an exogenously
expressed copy of the 16S rRNA gene ([3]; reviewed in Ref. [4]). This complementar-
ity is thought to enhance the translation of the downstream mRNA, by helping to
position the AUG start codon in P-site. Recently, the SD–anti-SD complex was visu-
alized directly in the 5.5 Å structure of Thermus thermophilus 70S bound with three
tRNAs and SD containing mRNA [5]. This study showed that the SD–anti-SD com-
plex formed a helical structure located above the platform and behind the head of

Protein Synthesis and Ribosome Structure. Edited by K. H. Nierhaus and D. N. Wilson
Copyright © 2004 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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the 30S structure, whereas the AUG codon of the mRNA was in a single-stranded
conformation, positioned at the P-site and exposed for interaction with the anti-
codon of the P-site tRNA, i.e., if the spacing is too long then the AUG codon will not
be positionable in the P-site. Certainly, when the spacing between the SD and the
coding becomes to small, the strong interaction between the SD and anti-SD
sequence can lead to destabilization of tRNA binding. The RF2 recoding site seems
to have taken advantage of this effect since this recoding site contains a SD-like
sequence that requires a spacing of two nucleotides and increasing or decreasing the
spacing by even a single nucleotide dramatically reduced the frameshifting effi-
ciency [6, 7]. The short spacing and sequence complementarity of the SD–anti-SD
interaction encroaches directly on the E-site and causes loss of the tRNA from this
site, which in turn destabilizes the translating ribosome and induces +1 frameshift-
ing [8]; see also Chap. 8.2.5). However, it should be noted that there are a special
subset of mRNAs, particularly predominant in Gram-positive bacteria and archaea,
termed leaderless mRNAs, because the start codon is preceded by only a few nucle-
otides or simply starts with the 5�-terminal AUG codon (reviewed in Ref. [9]). Trans-
lation initation of leaderless mRNAs can follow a different pathway (Fig. 7.1-1B),
than that described for canonical mRNAs (Fig. 7.1-1A; Sect. 7.1.2 for more details).

Unlike the multitude of initiation factors present in archea and eukaryotes,
only three initiation factors, IF1, IF2 and IF3, are present in eubacteria. IF3 has
been proposed as the first initiation factor to associate with the ribosome since
this factor has been shown to be involved with dissociation of bacterial 70S ribo-
somes into their component 30S and 50S subunits (Fig. 7.1-1a). The presence of
IF3 may have a role in positioning of the mRNA in conjunction with the SD
sequence to move the 30S–mRNA complex from a standby state to one where the
mRNA is positioned such that the start AUG codon is at the P-site (as seen in
Fig. 7.1-1b). The binding of the initiator fMet-tRNAfmet can occur non-enzymati-
cally by direct binding to the programed 30S subunit or enzymatically in the form
of a ternary complex with IF2 and GTP (Fig. 7.1-1c). This second pathway is stim-
ulated by the presence of IF1, although the exact order of binding of IF1 and IF2
is unclear (Fig. 7.1-1c). The presence of all three IFs, the initiator tRNA and
mRNA positioned with AUG at the P-site of the 30S subunit is termed the 30S (or
pre)-initiation complex. The association of this complex with the 50S subunit
results in the release of the initiation factors (Fig. 7.1-1d), presumably release of
IF3 is immediate, since the anti-association action of IF3 would prohibit 70S for-
mation. IF1 has also been proposed to be released concomitantly with subunit
association (Fig. 7.1-1d). The 50S subunit acts as the GTPase-activator protein
(GAP) for IF2, thus stimulating the GTPase activity of IF2, ultimately leading to
the release of IF2 from the ribosome (Fig. 7.1-1e). Only after release of IF2 can
full accommodation of the initiator-tRNA into the P-site on the 50S subunit
occur, resulting in the Pi state. Furthermore, since IF2 binds within the A-site
region, overlapping the binding sites of both EF-Tu and the A-site tRNA, release
of IF2 is a prerequisite for the binding of the next aminoacyl-tRNA to the A-site,
i.e., the first step into the elongation pathway (see Chap. 8).
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7.1.2

Specialized initiation events: translational coupling, 
70S initiation and leaderless mRNAs 

In the bacteria, most mRNAs are transcribed from transcriptional units that usually
contain several, often functionally related, genes. The product is a polycistronic
mRNA, where each cistron carries the information of a single protein. In E. coli,
polycistronic mRNAs usually contain four cistrons. Such mRNAs contain multiple
translation initiation sites, one for each cistron, with a Shine-Dalgarno (SD)
sequence and an AUG initiation codon. Recognition of the translation start sites
within the mRNAs is performed by an initiation complex comprising the small ribo-
somal subunit (30S), the initiator transfer RNA carrying the amino acid formylme-
thionine (fMet-tRNA ) and three proteins called initiation factors (IF1, IF2, and
IF3; Fig. 7.1-1). In principle, the various initiation codons of a bacterial polycistronic
mRNA can be recognized independent of one another. Aided by the SD sequences,
the 30S initiation complexes can land on any of the available translation initiation
sites (30S de novo initiation). It has been observed that to be accessible for the 30S
subunit, an initiation region (including the start codon and the SD motif) must be in
a single-stranded, non-hydrogen-bonded state, i.e. not buried within a secondary
structure. This is the rule, but an important exception is seen for the polycistronic
mRNAs encoding ribosomal proteins. Here the first cistron is usually accessible for
the 30S de novo initiation, whereas the second and following initiation sites are
sequestered within secondary structure. However, once the first initiation site has
been recognized, translation commences and the translating ribosome can unfold
the secondary structure to reveal the second initiation site. In this way, the second
and all downstream cistrons are translationally coupled, i.e. if one cistron is trans-
lated, all the downstream ones are translated. On the other hand, if the first cistron
is not translated, then the whole polycistronic mRNA cannot be translated. This phe-
nomenon is termed translational coupling.

Translational coupling is exploited for what is called autogenous translational regu-
lation (see Chap. 11 for details). Briefly, a repressor protein (usually a translation
product of the second or third cistron of the same polycistronic mRNA) will bind to
the first initiation site on the mRNA, thereby inhibiting the translation of the first
cistron, as well as translation of the downstream cistrons. Repression is relieved
and, therefore, translation resumes, only when the regulatory ribosomal protein dis-
sociates from the low-affinity binding site on the mRNA and is recruited by the
high-affinity binding site on the rRNA during assembly of ribosomes.

Often, the downstream cistron is translated by re-initiation, meaning that the ribo-
some that terminates translation of the upstream cistron does not dissociate from
the mRNA but proceeds directly to the next cistron, occasionally shifting the reading
frame if this is required (70S-type initiation; [104, 105]). This is seen not only for
ribosomal proteins but also for translation factors, for example, the prfB gene, encod-
ing the translation termination factor RF2, where the final UGA stop codon overlaps
with the start AUG codon (AUGA) of the hemK gene, which encodes a methylase
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that modifies the termination factor (see Chap. 9 for more details). Therefore, it is
easy to envisage that a 70S ribosome, after undergoing termination and peptide
release at the UGA stop codon of the first cistron (for example, of the RF2-mRNA),
does not dissociate from the polycistronic mRNA, but instead translates the down-
stream cistron (in this case the hemK mRNA). An empty 70S (following termination
and peptide release) is capable of scanning up- and downstream along the mRNA,
until it is “caught” by a nearby SD sequence (which occurs through base-pairing with
the 3 -end of 16S rRNA). This promotes the correct position of any following AUG-
start codons at the P-site. Whether or not the “scanning” 70S ribosomes actually
carry an fMet-tRNA is not clear. The 70S type of initiation is the only reason for the
formylation of the initiator Met-tRNA, since a 30S subunit can easily form an initia-
tion complex with both Met-tRNA  and fMet-tRNA , whereas the presence of
fMet-tRNA  facilitates the formation of the 70S initiation complex [105].

Translation of leaderless mRNAs has been proposed to occur on 70S ribosomes
[106], as well as being able to proceed through the 30S pre-initiation pathway (cf. Fig.
1A and B), and there is growing evidence to support this view (reviewed in Ref. [9]).
Recently, Ueda and coworkers demonstrated, using an in vitro translation system
comprising only purified components, that translation of leaderless mRNAs could
occur in the absence of initiation factors [107]. Furthermore, the stability of leader-
less mRNAs with 70S ribosomes in the presence of initiator-tRNA has been shown
to be up to 10-fold higher than with 30S subunits [107, 108]. Since the increased sta-
bility of binding of canonical mRNAs with the 30S subunit probably derives from
elements within the 5  untranslated region (UTR), such as the SD sequence, which
interact with the 16S rRNA, these sorts of interactions are unavailable to leaderless
mRNAs (the 5  UTR being absent). By forming initiation complexes directly with
70S ribosomes (Fig. 7-1B), rather than through the 30S pre-initiation complex path-
way (Fig. 7-1A), the stability of the mRNA–tRNA complex is increased because 85%
of the contacts of a P-tRNA are with the 50S subunit in the 70S ribosome [109, 110]. 

Although downstream stabilization elements have been proposed to exist in lead-
erless mRNAs, these could not be confirmed. Thus, it seems that the 5  AUG codon
is the major, if not the only, element within the leaderless mRNA required for their
efficient translation. Indeed, mutations at this position have been shown to reduce
significantly the efficiency of translation, even when the AUG is replaced by other
canonical initiation codons, such as CUG, GUG or UUG (see Ref. [9]). In addition,
for 30S initiation of leaderless mRNAs, the concentration of the initiation factors is
an important factor, such that high concentrations of IF2 stimulate translation,
whereas IF3 has an inhibitory effect. Thus, the ratio of IF2 and IF3 seems to influ-

ence significantly the expression level of leaderless mRNAs [111].
The additional stability of 70S initiation complexes may explain why translation of

leaderless mRNAs, but not canonical mRNAs, continues in the presence of the anti-
biotic kasugamycin (see Ref. [112]). Kasugamycin has also been shown to affect
assembly of the 30S subunit, producing a particle that is deficient in a number of
small ribosomal proteins. While this particle cannot translate canonical mRNAs,
translation of leaderless mRNAs remains unaffected (U. Blaesi, pers. Comm). Of the
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proteins missing, S1 has been shown to be dispensable for translation of leaderless
mRNAs [113]. The S1 protein has two N-terminal RNA-binding motifs necessary and
sufficient for ribosome binding and four C-terminal RNA-binding motifs associated
with mRNA binding. Although S1 is absent in the crystal structures of the 30S sub-
units [32, 92], the binding position has been located, using cryo-EM, to the platform
side of the subunit, in close proximity to the anti-SD sequence [114]. It is therefore
easy to envisage that the absence of a 5  UTR in leaderless mRNAs circumvents the
necessity of S1.

As yet, the role of leaderless mRNAs is not clear; certainly there is little correlation
(or homology) between the genes encoding leaderless mRNAs in different organ-
isms, let alone across the kingdoms [9]. Despite this, under certain physiological con-
ditions, for example, low temperature or in the presence of antibiotics, the 70S
initiation pathway open to leaderless mRNAs might be competitively favorable over
that of canonical mRNAs [9, 106]. In this respect, it is interesting to note that in many
Streptomyces species, a number of antibiotic resistance genes are leaderless mRNAs
[9]. Blasi and coworkers [9] have also suggested that leaderless mRNAs may represent
remnants of ancestral mRNAs that have acquired canonical start codons at the 5 -end,
i.e. the earliest mRNA templates were simply single-stranded polynucleotides.

7.1.3 
Initiation Factor 1 Binds to the Ribosomal A-site

The exact role of IF1 within the initiation complex is perhaps the least understood of
the IFs. A number of roles have been described for IF1 including (i) subunit associa-
tion during 70S initiation complex formation, (ii) modulating the binding and release
of IF2 and (iii) blocking the binding of tRNAs to the A-site (reviewed in Refs. [10, 11]).
Irrespective the role of IF1, the gene encoding IF1, infA, is essential for cell viability
in Escherichia coli [12] indicating its importance in the initiation process.

The structure for IF1 has been determined by NMR spectroscopy and revealed to
contain a secondary structure characteristic of the oligomer binding (OB) fold family
of proteins, termed because of their ability to bind oligonucleotides and oligosaccha-
rides [13]. The architecture of a classic OB-fold motif includes a five-stranded -sheet
coiled to form a closed -barrel, and capped by a -helix as exemplified by IF1
(Fig. 7.1-2A). A number of other translational proteins are members of this family
including ribosomal proteins S1, S17, and L2 (reviewed in Refs. [14, 15]), tRNA syn-
thetases, IF5A and eIF2a, as well as the central region of eIF1A (Fig. 7.1-2A; [16]).
The presence of domains additional to the common OB component in higher organ-
isms, namely archeal and eukaryotic eIF1A, at least partly correlates with the ability
to form binary complexes with eIF5B (see following). 

Interestingly, a number of the cold shock protein (Csp) family have high structural
homology to IF1 (although little sequence homology). In fact, some strains, predomi-
nantly Gram-positive, for example Bacillus stearothermophilus, have no obvious IF1
homolog [17]. It has been postulated based on the structural similarity between the
Csp and IF1 families that in these strains one of the often many Csps may have
assumed this role. In this regard, it is interesting that a double deletion CspB–CspC
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Figure 7.1-2 The binding site of IF1 on the 30S subunit and 
homology with other factors. (A) The solution structures of IF1 
(pdb1ah9; [99]), CspA (pdb1mjc; [100]) and eIF1a (pdb 1d7q; [16]), 
all shown in ribbon representation with strands (dark blue), 
helices (purple) and random coil (light blue). (B) Overview of the 
IF1 binding site on the 30S subunit (pdb1hr0; [19]). Ribbon 
representation of the 16S rRNA (pale blue) including ribosomal 
proteins (dark blue) with h44 (yellow) and ribosomal protein S12 
(green) highlighted. IF1 (purple) is shown as spacefill 
representation. (C) Close-up view showing that IF1 (purple 
ribbons) binding, causes A1492 and A1493 (red) to be flipped out 
of helix 44 (yellow) and the base-pair between A1413 (dark blue) 
and G1487 (light blue) to be broken.
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in Bacillus subtilis led to alterations in protein synthesis, cell lysis upon entry into sta-
tionary phase, and the inability to sporulate [18]. Deletion of all three Csp proteins
was lethal suggesting the importance of having at least one of this family present.
Intriguingly, the defects caused by the double knock-out could be cured by the heter-
ologous overexpression of E. coli IF1, suggesting that IF1 could assume some of the
chaperone activities normally performed by the Csps. This raises the question if
under some conditions the reverse could be true, especially for strains lacking the
infA gene. Certainly, there is some evidence that members of the Csp family co-purify
with ribosomes; however, this may be related simply to their chaperone activity and
reflect their tendency to interact with RNA rather than their involvement in the initia-
tion of protein synthesis.

Despite the low-sequence similarity between OB-fold family members, second-
ary-structure similarity is striking, as well as the localization of basic residues on
one face of the OB-fold. The recent crystal structure of T. thermophilus IF1 bound to
the 30S subunit [19] demonstrates that IF1 is no exception. Interactions with the
30S subunit associate with the highly basic surface of IF1, where conserved argin-
ine residues (Arg46 and Arg64) stabilize RNA-binding interactions through stack-
ing and electrostatic interactions. The IF1-binding site on the 30S subunit consists
of a cleft formed by h44, the 530 loop and protein S12 (Fig. 7.1-2B; [19]). The loop
between strands 3 and 4 is inserted into the minor groove of h44 and flips out
residues A1492 and A1493 from their stacked position in h44 (Fig. 7.1-2C). This is
reminiscent of the situation where these residues are flipped out due to binding of
the antibiotic paromomycin to the decoding site (see Chap. 12) and also due to a
cognate tRNA at the A-site (see Chap. 8.2). The major distinction being that during
decoding, A1492 and A1493 are critically involved in direct monitoring of correct
Watson–Crick pairing of the first two positions of the anticodon–codon duplex [20],
whereas within the IF1:30S structure these residues are inaccessible, being pro-
tected by IF1 and S12. This suggests that although the binding sites of the A-site tRNA
and IF1 overlap, there is little mimicry in their interaction.

Despite the expectation that IF1 would sterically occlude tRNA binding at the A-
site [21], it is unlikely that this is the role of IF1 during initiation as there is only one
tRNA-binding site on the 30S subunit, that of the prospective P-site [22, 23]; reviewed
in Ref. [24]. It seems more probable that IF1 binding at the A-site induces conforma-
tional changes that promote subunit association during 70S initiation complex
formation. Indeed, the flipping out of A1493 disrupts a base-pair with A1408, desta-
bilizing the top of h44 and allowing lateral movement of bases C1412 and A1413
such that the base-pair between A1413 and G1487 is broken (see Fig. 7.1-2C). This
lateral shift moves one strand of h44 with respect to the complementary strand gen-
erating “long distance” (up to 70 Å from the IF1-binding site) conformational
changes within h44 [19]. The minor groove of h44 makes extensive contacts with the
50S subunit, one per helical turn, forming intersubunit bridges B3, B5 and the larg-
est contact point between subunits, bridge B2a [25]. Thus, it is possible that these
changes induced by IF1 binding may be responsible for the observed increase in
association rates between 30S and 50S subunits [26]. The activation energy associated
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with 70S formation is large, estimated at 80 kJ mol 1, and is involved only in adapta-
tion of the 30S subunit (not 50S subunit), rather than the association step itself [27].
Therefore it is tempting to speculate that the initiation factors, particularly IF1
because of the changes it induces in the 30S subunit, help to overcome the free-
energy barrier for 50S subunit association with the 30S [28]. The functionally active
30S conformations are obtained by heat activation [29] and have been visualized by
cryo-EM, which revealed that they bear a closer resemblance to the 50S-subunit-
bound state than to the inactivated state [30]. This heat-activated “intermediate” state
may reflect a physiological state [29], such as that induced in vivo by translational fac-
tors such as IF1. Indeed, the crystal structure of the IF1-bound 30S subunit [19] also
exhibits more similarity to the 50S bound state [25, 31], than to that of the free 30S
subunit [32].

Mutation of A1408G eliminates all indicators associated with IF1 binding to the
30S subunit, such as the “tell tale” footprints at A1492 and A1493, yet retains wild-
type growth characteristic [33]. This is perplexing as IF1 interaction with the 30S
subunit is essential for competent 70S formation [34] and cell survival [12]. The
A1408G mutation would also be expected to disrupt the base pair with A1493,
tempting speculation that by doing so it enables the 30S subunit to adopt a confor-
mation mimicking that of the initiation complex, thus making IF1 dispensable for
cell viability [33]. If this hypothesis would be correct, then direct interaction of IF1
and IF2 may not be necessary and that the 30S conformational change induced by
IF1 is sufficient to stimulate IF2 binding.

7.1.4 
The Domain Structure of Bacterial IF2

IF2 is the largest of all eubacterial translation factors and can be divided into three
major domains based on primary sequence homology (Fig. 7.1-3A), an N-terminal
domain (NTD) that is not conserved in sequence or length among bacteria, a central
domain containing the guanine-nucleotide-binding motif (termed the G domain),
and a C-terminal domain (CTD), which contains the entire fMet-tRNAfmet-binding
site (reviewed in Ref. [11]). E. coli IF2 has been divided further into subdomains
by Sperling-Petersen and co-workers [35], such that the NTD consists of subdomains
I–III, the G domain encompasses IV–VI-1 and the CTD, VI-2. In E. coli, the IF2
gene, infB, encodes three isoforms of IF2, termed IF2-1, -2 and -3 [36]. The latter two
isoforms are smaller and result from translation at alternative initiation sites near
the beginning of domain II (as indicated by arrows in Fig. 7.1-2A). The cellular level
of all three isoforms is similar and the presence of all three isoforms has been
shown in E. coli to be optimal for growth. However, the absence of multiple isoforms
in the most of the bacteria suggests that they are not essential for survival; indeed
many extremophilic species in bacteria, such as Thermus, or in Archea, such as Sul-
folobus or Methanococcus, do not even have this NTD region [37]. A fragment con-
sisting of subdomains I and II (but not subdomain I alone) was capable of binding
the 30S subunit and IF2 lacking this region showed low binding affinity, suggest-
ing the importance of this region for factor binding [38, 39]. Interestingly, this



7 Initiation of Protein Synthesis 228

same fragment has been shown to bind to the infB mRNA, hinting at the existence
of an autoregulatory mechanism for IF2 [40]. NMR studies of the NTD subdomain
I have revealed that residues 2–50 form a compact structure containing three short

-helices and three antiparallel twisted -strands (Fig. 7.1-3A), the following resi-
dues 51–97 were unstructured and the rest of subdomain I (98–157) was of a highly
helical nature [41]. The latter was suggested to act like a linker, much like that
found between domains VI-1 and VI-2 of aIF5B (see the following). The compact
core of subdomain I (IF2-DI) has structural similarity to the SC-fold domain of
class Ia aminoacyl-tRNA synthetases (RS), such as that found in GlnRS (Fig. 7.1-3B).
In the crystal structure of Gln-tRNA bound to GlnRS, the SC-fold domain contacts
the inner side of the L-shaped tRNA, where it provides a connection between the RS
domains that interact with the acceptor (green) and anticodon (red) of the tRNA (yel-
low in Fig. 7.1-3B). This suggests that the NTD of IF2 is probably associated with
positioning of the anticodon stem loop of the fMet-tRNA into the P-site of the 30S
subunit. Consistent with such a suggestion is the crosslink found between sub-
domain II of IF2 and the anticodon stem of fMet-tRNA as well as the similarity in
the footprinting pattern found within this region in the presence of IF2 or MetRS.

The G domain and CTD of IF2 (IV–VI) are the most highly conserved regions,
having homology across all kingdoms. In fact, IF2 from Mycoplasma genitalium and

Figure 7.1-3 The domain structure of E. coli 
initiation factor IF2. (A) Schematic diagram of 
the domain structure of E. coli IF2. There are 
two alternative initiation sites (arrowed) within 
subdomain II marked with IF2-2 and IF2-3. The 
structure of part of subdomain I of the N-terminal 
domain (NTD) of E. coli IF2 has been determined 
(pdb1euq; [101]) and the central (G domain) and 
CTD encompassing subdomains IV–VI have 
almost 50% similarity to the archeal IF2 homo-
logue aIF5B, whose structure (pdb 1g7t; [102]) 
is also shown. (B) Part of the NTD of IF2 
(residues 2–50; subdomain I) has structural 
homology with the SC-fold domain of Gln 
(and Met) aminoacyl-tRNA synthetases 
(GlnRS-SC). Within the complex GlnRS 
structure, this region contacts the anti-
codon stem of the tRNA (pdb1euq; [101]).
The tRNA is colored yellow with the anticodon 
(red) and CCA end (green) highlighted for 
reference. The homologous region to domain I 
of IF2 in the GlnRS is colored purple. (C) Domain 
VI-2 of IF2 has structural homology with domain 
III of EF-Tu, leading to the proposal that IF2 
recognition of the fMet of an initiator tRNA utilizes 
the equivalent surface. Shown here is domain 
VI-2 of IF2 (IF2-DVI-2; pdb 1d1n; [43]) compared 
with domain III of EF-Tu.Cys-tRNACys (pdb1b23; 
[45]). In the latter structure, the Glu271 (red; 
stacks with A76) and His273 (green)/ Arg274 

(purple) are in close proximity to the terminal 
adenine (A76) of the CCA end of tRNA (yellow) 
and the attached cysteine residue respectively. 
The equivalent positions are not conserved in 
IF2 suggesting that the details of recognition 
differ, however, residues on the equivalent 
surface as that used by EF-Tu to recognize tRNA 
predicted to participate in fMet recognition are 
indicated in red [43]. 
(D) Topology of IF2 (middle) on the 30S (left) 
and 50S subunit (right). Positions of IF2 used 
for site-directed hydroxyl-radical probing are 
shown on the structure of the aIF5B at the 
equivalent locations: cleavages from the pale 
and dark blue positions on IF2 map to the 30S 
subunit and include positions G35/G38-C40 and 
A397 of h3/h4 (brown), G423 (green; h16) and 
residues in h17/h18 (C443 and A498/A537, 
purple/red). Residues A1418 and A1483 (cyan) 
exhibited reactivity upon IF2 binding. On the 
50S subunit, the L11-binding region (brown), 
the sarcin-ricin loop (purple) and H89 (green) 
have been also footprinted. The small and 
large subunits (shown as if the 70S ribosomes 
were opened like a book) are shown in ribbon 
format with rRNA and ribosomal proteins 
colored in pale and dark blue, respectively. 
Helix 44 (yellow) on the 30S subunit and the 
A- (red) and P-site (yellow) CCA-end substrates 
are highlighted for reference positioning.
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Figure 7.1-3
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T. thermophilus are unusually small, consisting of only ~600 amino acids (rather
than the usual 800–1000), the missing residues being absent from the NTD. Simi-
larly, the IF2 homologs found in eukaryotes and archaea, termed eIF5B and aIF5B,
respectively, are also smaller than their eubacterial counterparts and by comparison
with their eubacterial counterparts contain only the G and CTD domains. The crys-
tal structure of aIF5B from Methanobacterium thermoautothrophicum has been solved
therefore providing a good homology model for the C-terminal region of IF2
(Fig. 7.1-3A). The crystal structure is described as being “chalice-shaped”, where the
“cup” region containing the G domain is identical to the corresponding regions in
EF-Tu GTP and EF-G GDP. The stem of the chalice constitutes an -helical linker
region separating the G domain by over 40 Å from the base of the chalice (VI-2 in
Fig. 7.1-3A). The structure of aIF5B was solved in the GTP, GDP and nucleotide-free
state; however, surprisingly there was little significant difference between them and
no observable change within domain IV, the formyl-methionine (fMet)-binding
domain, relative to the functional state. This is consistent at least with the stable
binding of fMet-tRNAfMet observed with bacterial IF2 regardless of whether in the
GTP or GDP form [42].

Recently, domain VI-2 of the CTD from B. stearothermophilus IF2 containing all
the molecular determinants necessary and sufficient for fMet-tRNAfMet recognition
and binding [42] was determined by NMR [43] (Fig. 7.1-3C). The -barrel structure of
this domain shows remarkable similarity to domain II of EF-G and EF-Tu (Fig. 7.1-3C),
despite having low-sequence identity (13%) and homology (17%). This high struc-
tural homology to EF-Tu and the availability of structures for two different amino-
acyl–tRNA EF–Tu complexes [44, 45] enabled a model to be proposed to define an
IF2 recognition site for the fMet moiety and the acceptor stem (CCA-end) of the ini-
tiator tRNA [46, 43]. Although the mechanisms probably differ in their details since
there is little comparative conservation in residues at equivalent positions between
EF-Tu and IF2, it seems probable, however, that the same surfaces are used and a
number of residues conserved within the IF2 family, such as R654, Q655, F657,
G667 and E713, constitute the fMet-CCA-binding site (colored red in Fig. 7.1-3C ).

7.1.5 
Interaction Partners of IF2

On the ribosome, IF2 accelerates codon–anticodon base-pairing between the initia-
tor fMet-tRNAfMet and the start codon of the mRNA in the ribosomal P-site [47]. The
specificity of the reaction is governed by the exclusive recognition of the fMet moiety
of the initiator fMet-tRNAfMet [48, 49]. In bacteria, IF2 can form a ternary complex
with fMet-tRNA and GTP [50], whereas no evidence for the equivalent interaction
between eIF5B and Met-tRNA has been found, although eukaryotes have an addi-
tional factor eIF2, which assumes this delivery role (see Sect. 7.2.7.4). Since the
majority of the interactions of tRNA with programed 30S subunits depend on
codon–anticodon interaction [51], the stimulation of this reaction by IF2 is probably
due to the corresponding increase in stability of the initiator tRNA on the ribosome.
In the presence of IF1, binding of the ternary complex is additionally stimulated,
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suggesting some interplay between the factors. However, unlike the situation in
eukaryotes, where eIF1A and eIF5B form a stable interaction in the absence of the
ribosome [52], no evidence for such an interaction has been observed between bacte-
rial IF1 and IF2. Consistent with this, the binding interface between eIF1A and
eIF5B was recently determined to use the C-terminal region of each factor, i.e.,
regions that are not present in bacterial IF1 and IF2 [53]. Therefore, if an interaction
between the bacterial counterparts exists it seems to occur only on the ribosome: IF2
has been crosslinked to IF1 on the ribosome [54] and subdomain II of IF2 has been
proposed to interact with IF1 [38].

Manual sequence alignment of IF2 against EF-G suggested that IF2 could be
aligned against all of EF-G, with the exception of the very N-terminal domain and
the terminal region of domain IV of EF-G, i.e., the region mimicking the tRNA anti-
codon stem loop. Interestingly, this latter region was found to have similarity to IF1,
leading to the suggestion that IF2 and IF1 may together mimic the structure of EF-
G, thus extending the structural mimicry found between elongation factors EF-G
and the ternary complex EF-Tu tRNA GTP (reviewed in [55]; see Chap. 8.2.5) to
encompass the initiation factors [21]. However, the subsequent structure of IF1
bound to the 30S subunit does not support a direct structural mimicry of either
domain IV of EF-G or the anticodon stem loop of a tRNA [19]. This aside, it does
seem probable that the general topographies of the factors is consistent with this
idea, since IF1 does bind in the A-site and interact with the bases A1492 and A1493
involved intimately in the decoding process. Furthermore, the strong homology
between G domains of IF2/eIF5B and EF-G/EF-Tu and the ribosome-dependent
activation of their GTPase activities suggests that IF2, in particular the G domain, is
likely to occupy a similar position to EF–G, EF-Tu ternary complex and EF-1  at the
A-site of the ribosome as visualized by a multitude of cryo-EM studies [56–62].

Early attempts to map the position of IF2 on the ribosome using chemical modi-
fication approaches have been relatively unsuccessful [63, 64]. The former study
identified a large number of residues of the 16S rRNA spread throughout the 30S
subunit [64], suggesting a weak or disperse association of IF2 with the 30S subunit
or perhaps predominantly with ribosomal proteins. Recent base-specific probing
studies also detected no protections of the 16S rRNA resulting from the binding of
IF2 to 30S subunits; however, in loose couple ribosomes, binding of IF2 led to a
decrease in reactivity of residues A1418 and A1483. Since these residues are located
in the lower portion of h44 that makes contacts with the 50S subunit, the changes
in reactivity are probably indirect and might indicate that IF2 has a “tightening
effect” on the interaction between the subunits [65]. Site-specific hydroxyl-radical
probing experiments suggested that the G domain (V) is in close proximity to the
16S rRNA, since cleavages of the 16S rRNA were observed from two positions in
this region. The cleavages were localized to residues in h3/h4 (positions G35/G38-
C40, A397), h16 (G423) and h17/h18 (C443, A498/A539), suggesting that the G
domain of IF2 is in a similar position as that of EF-G. Consistently, cleavage of
some 16S rRNA residues was observed when equivalent positions in EF-G to those
in the IF2 study were used [66]. This raises the question as to why no protections
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are observed when IF2 binds to the 30S subunit and invites the speculation that IF2
may undergo conformational changes upon 50S subunit association, such that
stronger contacts are then made with the rRNA component of the 30S subunit in
the 70S ribosome.

Two distinct regions of the 23S rRNA become protected from chemical probing
upon binding of IF2 to 70S ribosomes; these include positions in the sarcin-ricin
loop (G2655, G2661 and A2665 as well as an enhancement in the reactivity of
A2660) and the loop at the end of H89, specifically positions A2476 and A2478 [65].
Residues in H89 (A2482 and U2474) were also cleaved using site-directed hydroxyl-
radical probing when tethers were placed at positions within the CTD (VI-1) [67]. In
addition, these tethers produced cleavages of nucleotides within the L11-binding
region (G1068 and weakly at C1076 in H43). This set of protection and cleavage pat-
terns for IF2 on the 50S subunit are similar to those determined for EF-G and EF-
Tu [68], but not identical. This is certainly consistent with the observation that IF2
and EF-G compete for overlapping binding positions on the 70S ribosome [69].
Interestingly, in this study, the antibiotic micrococcin, which interacts with the L11
binding region, was shown not only to inhibit EF-G-dependent GTPase, but also to
stimulate the IF2-dependent GTPase activity. These observations suggest that,
although both factors interact with this region, they probably do so in a distinct man-
ner. One of the largest differences is the implication of H89 in IF2 binding, since
this region is not considered part of the binding site for the other elongation factors.
Indeed the antibiotic evernimicin, which footprints within H89, has been proposed
to act as an IF2-dependent translation-initiation inhibitor ([70]; see Chap. 12).

7.1.6 
The Role of the IF2-dependent GTPase Activity

Early experiments suggested that the GTP form of IF2 was required for 70S ribo-
some formation by association of the component subunits and that hydrolysis of
GTP released IF2 from the ribosome allowing translation to enter the elongation
cycle by the binding of the ternary complex to the A-site [71, 72]. The situation was
found to be the same in eukaryotes, where the GTP form of eIF5B was essential for
subunit association and that hydrolysis of GTP releases eIF5B allowing peptide-
bond formation to occur [73, 74]. This harmony was challenged when it was reported
that the association of bacterial pre-initiation complexes with 50S subunits to form a
post-initiation complex capable of peptide-bond formation required the same length
of the time regardless of whether GTP or GDP was used [75]. The interpretation
from these experiments was that the GDP form of IF2 catalyzes subunit association
as efficiently as the GTP form and that GTP hydrolysis does not stimulate (i) the
adjustment of fMet-tRNA in the P-site, (ii) the ejection of IF2 from the ribosome, or
(iii) the formation of the initiation dipeptide (see Ref. [10]). However, an elegant
series of experiments from Ehrenberg and co-workers [76] conclusively demon-
strated that, in fact, the GTP form of IF2 (or with the non-hydrolyzable analog
GDPNP), but not the GDP form, promotes rapid association of the ribosomal sub-
units during initiation (the Ka in the presence of GTP was over 20 times higher than
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with GDP). In this study, the binding of GTP to IF2 was the most efficient in the
presence of both fMet-tRNA and 30S subunits (with mRNA, IF1, and IF3), suggest-
ing that the GTP form of IF2 stabilizes the binding of fMet-tRNA to the 30S subunit
(and vice versa) and this promotes association. Furthermore, formation of the first
dipeptide was also fast for IF2-GTP, but not IF2-GDP or IF2-GDPNP, indicating that
GTP hydrolysis is necessary for rapid release of IF2 from the ribosome and therefore
for dipeptide formation [76]. 

These observations led Ehrenberg and co-workers to propose a two-state model for
IF2 action during initiation: the free form of IF2 is the GDP form, which has a low
affinity for both the pre-initiation complex and 70S ribosomes. The presence of 30S
subunits with both fMet-tRNA and mRNA promote nucleotide exchange, and stabi-
lizes the pre-initiation complex since IF2 is now in the GTP form. The GTP form of
IF2 has a high affinity for the 50S subunit and thus rapid association between the
pre-initiation complex and the 50S subunit ensues. In this manner, only fully com-
petent 30S pre-initiation complexes are converted into 70S initiation complexes. The
high affinity of the GTP form of IF2 is consistent with the slow dissociation of IF2-
GDPNP from the 70S ribosome. Subsequent to 70S association, GTP hydrolysis
occurs and the low-affinity IF2-GDP dissociates from the ribosome, leaving the A-
site free for the binding of the ternary complex. Interestingly, ternary complex bind-
ing was demonstrated to be possible in the presence of IF2, at least temporarily [76],
which is consistent with the observation that ternary complex can bind to the 70S
ribosome with the same kinetics in the presence or absence of IF2-dependent GTP
hydrolysis [75]. Understanding of the exact binding position of IF2 will help to
address the extent to the overlap in position with the ternary complex.

7.1.7 
The Mystery of the IF3-binding Site on the 30S Subunit

IF3 was originally identified as an anti-association factor because it binds with high
affinity to the 30S subunit (an association constant greater than 107 M–1 [77]) and
thereby prevents re-association of the 30S and 50S subunits [26]. In addition to this
function, IF3 is known in conjunction with IF2 to be involved in the discrimination
between aminoacyl tRNAs, thereby permitting only the presence of an initiator
tRNA at the P-site [34, 78]. Discrimination is based on recognition by IF3 of the anti-
codon loop and three base-pairs of the anticodon stem [79] and may even involve rec-
ognition of the start codon itself [80]. IF3 is encoded by the infC gene located at
37.5 min on the E. coli chromosome [81, 82], and has been shown to be essential for
cell viability [83] and for protein synthesis [84]. IF3 consists of two distinct domains
separated by a 20-residue-long (~45 Å) lysine-rich linker region [85]. It has been
speculated that the two different IF3 functions described above could be attributable
to each of the domains [86]. However, a number of other functions for IF3 have been
assigned, such as the (i) adjustment of the mRNA from a so-called standby site to
the P-site, (ii) stimulation initiator tRNA binding to the P-site, and (iii) dissociation
of fMet-tRNA from the start codon of leaderless initiator tRNAs (see Ref. [87] and
references therein).
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The complete intact structure of IF3 has not been determined, but those of both
NTD (with linker region) and CTD have been solved by X-ray crystallography [88]
and NMR [89, 90] (Fig. 7.1-4A). The CTD has been shown to be capable of indepen-
dently inhibiting 30S and 50S association, although it requires much higher excess
over ribosomes compared with the full-length factor [90, 87]. Thermotoga maritima
IF3 bound to the T. thermophilus 30S subunit has been visualized by cryo-EM at 27 Å
resolution [91]. Density correlating to the CTD was found to locate to a region of the
30S subunit involved in forming bridges with the 50S subunit, suggesting that IF3
prevents subunit association by physically blocking the docking sites [91] in agree-
ment with protection studies [63]. In contrast, recent X-ray crystallographic data of
the CTD of T. thermophilus IF3 bound to the T. thermophilus 30S subunit revealed
that IF3 was not bound at the subunit interface but at the upper end of platform
on the solvent side [92] (Fig. 7.1-4B), where it makes contacts with h23, h26 and the
3�-proximal end of h45. In this position, the anti-association activity of IF3 cannot
result from physically blocking subunit association, but probably derives from indi-
rectly moderating the mobility of h45. Support for the latter model comes from an
observation that a double mutant in h45 of the 16S rRNA reduces IF3 binding to the
30S subunit [93]. Furthermore, IF3 cannot dissociate 70S ribosomes carrying this
double mutation even though the affinity of IF3 for the 70S ribosome is enhanced
30-fold over the wild-type 70S ribosomes [93]. A number of other biochemical data
are more consistent with the platform localization of IF3, for example, regions in
h45 (1506–1529) and h26 (819–859) have been crosslinked to IF3 [94], as have ribo-
somal proteins S7, S11, and S18 [95]. Docking the NTD of IF3 based on both the
constraints of the position of the CTD on the 30S subunit and available biochemical
data places the NTD in close proximity to the P-site [92]. This led to a model where
the codon–anticodon recognition operates by space restrictions such that only cor-
rect-binding orientations are permissible, rather than by a direct interaction of the
P-site tRNA with the NTD of IF3.

However, recent evidence has cast doubt of on both the position of the CTD of IF3
determined from the crystallographic analysis and the involvement of the NTD in any
of the IF3 functions. It has been noted that 30S subunits are arranged within the crys-
tal lattice such that they contact each other at the region where the cryo-EM has local-
ized the CTD, leading to the suggestion that this could have masked the physiological
binding site during the soaking of the crystals with the IF3 domain [96]. Further-
more, a comprehensive set of site-directed hydroxyl-radical probing experiments sug-
gest that IF3 binds on the interface side of the 30S subunit and not on the solvent
side as seen in the crystal structure. The model presented from these experiments
places the CTD of IF3 at the subunit interface making contact with helices 23, 24 and
45 (cleavages colored red in Fig. 7.1-4C), whereas the linker and NTD were oriented
towards the platform (colored yellow). This position for IF3 is in closer agreement
with the cryo-EM localization but also the location of eukaryotic IF3 (eIF3) on the rat
liver 40S ribosomal subunit to the interface surface by immuno-EM [97]. Indeed,
mutation of G791A in h24 leads to a 10-fold decrease in the affinity of IF3 for the 30S
subunit [98]. 
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Figure 7.1-4 Where does IF3 really bind on the 
small ribosomal subunit? (A), IF3 is composed 
of an N-terminal domain linked by a long -helix 
linker region (pdb 1TIF) to the C-terminal domains 
(pdbTIG) [88]. Both domains have a similar 

 topology with an exposed -sheet that is 
reminiscent of several ribosomal and other 
RNA-binding proteins. (B), The CTD of IF3 
was found to bind to the solvent side of the 
T. thermophilus 30S subunit by crystallography 
(pdb 1i96; [92]). Two views are shown: (i) a view 
from above looking down onto the head of the 
30S subunit, with IF3C shown in orange, the 
16S rRNA in light blue and ribosomal proteins 

in dark blue. (ii) View from 50S side onto 
the interface surface of the small subunit 
such that the IF3-C binding site is clearly 
on the back or solvent side. (C), Chemical 
cleavage of the 16S rRNA from specific 
sites on the C-terminal (cleavages colored 
red; locate mainly to 790 loop (h24) and 
1400 region of h44) and linker region 
(yellow; found in predominantly in h23) 
of IF3 suggest that IF3 binds on the interface 
side of the 30S subunit [103], in contrast 
with the crystallography results. In the view 
from above the position of IF3-C found in 
the crystallography study is indicated.
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Perhaps the most important observation is the recent report that the CTD of IF3
can perform all of the aforementioned activities attributed to the full-length mole-
cule, when added in amounts (10–40 times) compensating for the reduced binding
affinity [87]. In fact, the NTD alone displayed no affinity for the ribosome and no
detectable functions even with high excess of protein, suggesting that the NTD is
only stabilizing the interaction of the CTD with the 30S subunit. Since no confor-
mational changes in the 30S subunit were observed upon binding of the CTD of
IF3 in the crystal structure of the complex, it is difficult to envisage how IF3 can
perform all its functions from a remote position on the solvent side of the 30S sub-
unit. Certainly, further experiments need to be performed to address this issue,
since if there is a second binding site for IF3, what is the function of this site?
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7.2
Mechanism and Regulation of Protein Synthesis Initiation 
in Eukaryotes

Alan G. Hinnebusch, Thomas E. Dever, and Nahum Sonenberg

7.2.1
Introduction

7.2.1.1 Overview of Translation-initiation Pathways in 
Eukaryotes and Prokaryotes

The decoding of an mRNA transcript and synthesis of a protein by the ribosome
requires the assistance of two highly conserved translation-elongation factors known
as EF1A and EF2 in eukaryotes (and archaea) and EF-Tu and EF-G in eubacteria
(reviewed by Gualerzi et al. [1] and in Chap. 7.1). Studies on the structure and
mechanics of the ribosome and the roles of the elongation factors have revealed the
intricate functions of these enzymes, and the complex reactions required for effi-
cient protein synthesis of high fidelity. Prior to the elongation phase of translation,
the ribosome must be loaded with the initiator methionyl tRNA (Met-tRNA ) and
assembled on an mRNA at the start codon in a process referred to as initiation. The
general scheme of translation initiation seems to be conserved throughout evolu-
tion, and a core set of trans-acting initiation factors that promote these reactions are
similarly conserved. In eukaryotes, several embellishments to the core initiation
pathway have evolved, and these new steps require the functions of additional initia-
tion factors. The eukaryotic-specific factors not only increase the rate and fidelity of
the process, but also provide a means to regulate protein synthesis in response to
cellular or environmental signals.

The general schemes of translation initiation in prokaryotes and eukaryotes, sum-
marized in Fig. 7.2-1A and B is based largely on the biochemical activities of the
purified factors and other components of the protein synthesis machinery. (The rel-
evant literature supporting the depiction of this pathway is not cited in this introduc-
tory note, but can be found in the body of this chapter for the eukaryotic pathway.)
The small and large ribosomal subunits have distinct roles in protein synthesis. The
small subunit is responsible for decoding and contains binding sites for the tRNAs
and the mRNA, whereas the large subunit contains the active site of the peptidyl-
transferase. In both kingdoms, the starting point for assembly of the initiation com-
plex is the production of free small ribosomal subunits. In eukaryotes, binding of
the initiation factors (eIFs) 1, 1A and 3 to the small ribosomal subunit prevents its
coupling with the large subunit. The initiation complex is then assembled on the
free small subunit as follows.

The first step is the binding of Met-tRNA  to the P-site of the small subunit. The
Met-tRNA   does  not  bind  alone,  rather it is delivered to the ribosome by eIF2.
eIF2, similar to IF2 in eubacteria, is a GTP-binding (G) protein; however, only eIF2
requires GTP to bind Met-tRNA . The eIF2 forms a stable ternary complex with

Met
i

Met
i

Met
i

Met
i



7 Initation of Protein Synthesis 242

GTP and Met-tRNA , and this eIF2•GTP•Met-tRNA  ternary complex (TC)
binds to the 40S subunit. The factors eIF1, eIF1A, and eIF3 all stimulate binding of
the TC to the 40S ribosome to form a 43S preinitiation complex. Binding of Met-
tRNA  to IF2 in bacteria is dependent on formylation of the methionine, a modifi-
cation that does not occur in eukaryotes.

Figure 7.2-1 Pathways of translation initiation in prokaryotes 
and eukaryotes. The individual steps in the prokaryotic (A) and 
eukaryotic (B) pathways have been aligned to reflect the 
conservation of the reactions and functions of the factors. 
The three initiation factors (IF1-IF3) in prokaryotes and the 
various eukaryotic initiation factors (eIFs) are labeled. Bio-
chemical studies have suggested that an alternate pathway in 
which mRNA binding to the 30S subunit precedes Met-tRNA  

binding may also function in prokaryotes (see Chap. 7.1). At the 
completion of the initiation pathway, Met-tRNA  is bound to 
the ribosomal P site and the A site is vacant waiting for binding 
of the first elongating tRNA in an eEF1 A/EF-Tu•GTP•aminoacyl-
tRNA ternary complex. The green dot represents GTP and the 
red dot is GDP.
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The next step in the pathway entails binding of the small ribosomal subunit to
mRNA. Biochemical studies on translation initiation in prokaryotes revealed no
fixed order of binding by fMet-tRNA  and mRNA to the 30S subunit; however,
genetic studies support the scheme shown in Fig. 1A wherein tRNA binding pre-
cedes mRNA binding (1). The 3� end of 16S rRNA in the 30S ribosomal subunit
binds dierctly to the Shine-Dalgarno (SD) sequence located just upstream of the start
codon (see Chap. 7.1). In the cap-dependent initiation pathway found in eukaryotes,
formation of the 43S preinitiation complex containing Met-tRNA  is a prerequisite
for mRNA binding and the formation of a 48S preinitiation complex (Fig. 7.2-1B).
The m7GpppN (where N is any nucleotide) cap structure at the 5�-end of the mRNA
is the entry point for 40S ribosomes, and the start site is selected as the ribosome
scans along the mRNA. Multiple initiation factors mediate the 5�-cap-binding speci-
ficity of the 48S complex. The eIF4F cap-binding complex consists of the cap-bind-
ing protein eIF4E, the ATP-dependent RNA helicase eIF4A, and the scaffold/
adaptor protein eIF4G. The eIF4G is thought to facilitate ribosome binding near the
5�-cap by forming a bridge between the eIF4E•cap complex and eIF3, a constituent
of the 43S complex. The eIF4G also has a binding domain for the poly(A)-binding
protein (PABP) and thus can mediate binding of both ends of the mRNA to eIF3 and
the 43S complex (Fig. 7.2-1B).

Following the formation of the eukaryotic 48S complex near the cap, the 40S ribo-
some scans in an ATP-dependent reaction in search of a start codon. It is generally
thought that ATP is consumed by eIF4A in the removal of RNA secondary structures
that impede sliding of 40S subunits along the mRNA. The eIF4B greatly stimulates
the RNA helicase activity of eIF4A. Typically, translation initiates at the first AUG
codon encountered during scanning from the cap, and several factors (eIF1, eIF1A
eIF4G, and eIF2) play important roles in scanning and AUG recognition. Pairing of
the anticodon of Met-tRNA  with the AUG codon triggers GTP hydrolysis by eIF2,
stimulated by the concerted action of the GTPase activating protein (GAP) eIF5 and
the 40S ribosome itself. The eIF2•GDP and many, if not all, of the other initiation
factors are subsequently released from the 48S complex (Fig. 7.2-1B).

In prokaryotes, IF1 and IF3 dissociate from the ribosome following AUG recogni-
tion, whereas IF2 remains bound (Fig. 7.2-1A). eIF5B, the eukaryotic homolog of
bacterial IF2, promotes joining of the large ribosomal subunit to the preinitiation
complex. Subunit joining triggers GTP hydrolysis by eIF5B, and release of these fac-
tors. (As eIF1A interacts with eIF5B, it is possible that these factors are released as a
complex following GTP hydrolysis by eIF5B (Fig. 7.2-1B).) Finally, the 80S initiation
complexes are ready to enter the elongation phase of protein synthesis and produce
a protein. The eIF2•GDP must be recycled to eIF2•GTP by the guanine nucleotide
exchange factor (GEF) eIF2B to permit a new round of initiation (Fig. 7.2-1B). In
contrast, eIF5B (and IF2) are thought to recycle to the GTP-bound state without the
assistance of a GEF.

A fraction of eukaryotic mRNAs is translated by an alternative mechanism, known
as internal initiation, in which the 40S ribosome, with or without the assistance of
eIFs, binds directly to an internal sequence in the mRNA upstream of the start
codon. The 40S subunit is transferred from this internal ribosome entry site (IRES)
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to the start codon either directly or through a short period of scanning. This mode of
ribosome binding is similar to the SD/30S subunit interaction in bacteria. Consis-
tently, IRES-dependent translation mechanisms dispense with some, or even all, of
the canonical eukaryotic initiation factors.

7.2.1.2 Conservation and diversity of translation-initiation 
factors among bacteria, archaea and eukaryotes

Comparison of the translation-initiation factors in bacteria (Fig. 7.2-1A and
Chap. 7.1) and in eukaryotes (Fig. 7.2-1B) reveals only three initiation factors in bac-
teria against at least 12 factors in eukaryotes. Several of the eukaryotic factors are
composed of multiple polypeptides, and the 28 polypeptides that comprise the full
complement of eukaryotic factors are listed in Tables 7.2-1 and 7.2-2, highlighting
their functions and the conservation of sequences among human, plant and yeast
homologs. Examination of the genome sequences from several archaea reveals
orthologs of a subset of the eukaryotic factors, suggesting that archaea possess an
initiation mechanism, which is intermediate in complexity between the prokaryotic
and eukaryotic pathways.

The three bacterial factors IF1, IF2, and IF3 are functionally or structurally con-
served in all three kingdoms, interact directly with the ribosome, and promote
conserved steps in the initiation pathways (Fig. 7.2-1 and 7.2-2). The bacterial factors
IF1 and IF2 perform analogous roles to the eukaryotic factors eIF1A and eIF5B, con-
sistent with the structural conservation of these factors through evolution. Pairwise
alignments among the bacterial, archaeal, and eukaryotic IF1/aIF1A/eIF1A factors
reveal sequence identities ranging from 21 to 38% [2], and the solution structures of
IF1 and eIF1A contain homologous oligonucleotide/oligosaccharide binding (OB)
folds [3, 4]. The bacterial, archaeal and eukaryotic IF2/aIF5B/eIF5B sequences are
27–39% identical with aIF5B, excluding the nonconserved N-terminal domain
(NTD) present in prokaryotic and eukaryotic factors [5]. Both IF2 and eIF5B have
been implicated in promoting Met-tRNA  binding to the ribosome and in subunit
joining. In addition, IF2 and eIF5B physically and functionally interact with the
homologous factors IF1 and eIF1A, respectively, although probably only on the ribo-
somes in the bacterial situation [6, 7]. Both bacterial IF3 and eukaryotic eIF1 play
important roles in translation start site recognition. Intriguingly, eIF1 and the C-ter-
minal domain (CTD) of IF3 have similar / -fold structures with a four- or five-
stranded -sheet packed against two -helices (see Ref. [8]). The presence of a highly
conserved (25–30% sequence identity) eIF1-like protein, distinct from IF3, in some,
but not all, bacteria indicates that additional investigations are necessary to deter-
mine whether IF3 and eIF1 are true homologs.

The eIF5A in eukaryotes and EF-P in bacteria share approximately 20% sequence
identity [2], and both proteins have been implicated in translation. They both have
stimulatory activities in model assays of first-peptide-bond formation, especially the
synthesis of methionyl puromycin; however, their precise roles in protein synthesis
are unknown [9]. As depletion of eIF5A in yeast only slightly impaired protein
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Table 7.2-1 Initiation factors from mammalian, plant, and yeast cells a

Molecular weightb

Name Human Arabidopsis Sacchar
omyces

Yeast 
gene

% 

identityc
Functionsd

eIF1 12.6 12.6 12.3 SU11 58 AUG recognition; promotes TC 
and mRNA binding to 40S; 
80S anti-association, binds 
eIF3c, eIF3a, and eIF5

eIF1A 16.5 16.6 17.4 TIF11 65 Promotes TC and mRNA 
binding to 40S; 80S anti-
association; binds RNA, 
eIF5B, eIF2, eIF3, and eIF5B

eIF2 36.2 41.6 34.7 SUI2 58 TC component; AUG recog-
nition; mediates inhibitory 
interaction with eIF2B on 
phosphorylation of Ser51, 
binds eIF2 , binds eIF2B

 subcomplex when 
phosphorylated

eIF2 39.0 26.6 31.6 SUI3 42 TC component; GTP/Met-
tRNA  binding; AUG 
recognition; binds eIF2 , 
eIF2B , eIF5, eIF3a, mRNA

eIF2 51.8 50.9 57.9 GCD11 71 TC component; GTP/Met-
tRNA  binding; GTPase; 
AUG recognition; binds 
eIF2  and eIF2

eIF2B 33.7 39.8 34.0 GCN3 42 Nonessential in yeast; regulatory 
subunit that helps bind eIF2( P) 
and inhibit GEF function; forms 
subcomplex with eIF2B 

eIF2B 39.0 43.6 42.6 GCD7 36 Regulatory subunit; helps 
bind eIF2( P) and inhibit 
GEF function; forms 
subcomplex with eIF2B 

eIF2B 50.4 65.7 GCD1 Promotes GEF function of 
catalytic subdomain; forms 
subcomplex with eIF2B

eIF2B 57.8 29.4 70.9 GCD2 36 Regulatory subunit; helps 
bind eIF2( P) and inhibit 
GEF function; forms 
subcomplex with eIF2B 

eIF2B 80.2 81.9 81.2 GCD6 30 GEF catalytic subunit; forms 
subcomplex with eIF2B

eIF4AI 44.4 46.7 45.1 TIF1 65 ATPase, RNA helicase

eIF4AII 46.3 46.8 44.6 TIF2 ATPase, RNA helicase

Met
i

Met
i



7 Initation of Protein Synthesis 246

a Adapted from Ref. [174].

b The masses in kDa pertain to human or rat, Arabidopsis thaliana, 

and Saccharomyces cerevisiae proteins. 

c Percent sequence identity shared by yeast and human proteins 

(from Ref. [174]).

d Some functions have been demonstrated only for the mammalian or 

yeast factor (see text for details).

e See Table 7.2-2 for detailed information on each subunit.

eIF4B 69.2 57.6 48.5 TIF3 22 Binds RNA and eIF3g; 
stimulates eIF4A helicase 
activity; nonessential in yeast

eIF4E 25.1 26.5 24.3 CDC33 33 Binds m7G-cap of mRNA and 
eIF4G

eIFiso4E 22.5

eIF4GI 175.6 153.2 107.1 TIF4631 22 Binds eIF4E, eIF4A, eIF3, eIF5, 
PABP, and kinase MNK1

eIF4GII 176.6 176.5 103.9 TIF4632 21 Binds eIF4E, eIF4A, eIF3, eIF5, 
PABP, 
and kinase MNK1

eIFiso4G 87.0

eIF5 48.9 48.6 45.2 TIF5 39 AUG recognition; stimulates 
eIF2 GTPase in conjunction 
with 40S subunit; promotes TC 
and eIF3 binding to 40S; binds 
eIF2 , eIF1, and eIF3c

eIF5B 139.0 112.3 FUN12 70 Nonessential in yeast; GTPase; 
promotes subunit joining; 
stabilizes Met-tRNA  binding 
to 40S; binds eIF1A

PABP 70.7 68.7 64.2 PAB1 59 Binds poly(A) tail of mRNA and 
eIF4G.

eIF3e 5 of 6 subunits essential in yeast; 
10 subunits in human factor; 
80S anti-association; promotes 
TC and mRNA binding to 40S; 
binds eIF5, TC, and eIF1 
simultaneously in the MFC; 
binds eIF4G, eIF4B, and 
multiple 40S ribosome 
components

Molecular weightb

Name Human Arabidopsis Sacchar
omyces

Yeast 
gene

% 

identityc
Functionsd
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Table 7.2-2 eIF3 subunits from mammalian, plant, and yeast cells

a Masses in kDa calculated from deduced protein sequence.

b PCI motif has been called the PINT motif; MDN has been called 

the MPN motif [398, 399].

c Demonstrated for Saccharomyces subunit unless otherwise indicated.

d Demonstrated for human subunit only.

e na; not applicable, protein not found in eIF3 of this organism.

Subunit Human Arabidopsis Saccharomyces Motifs/functions/commentsc

Name MWa MW Name Gene MW

eIF3a p170 166.6 114.3 p110 TIF32/
RPG1

110.3 Contains PCI motifb; binds eIF3 

subunits b, c, and j, eIF4Bd, 
eIF2 , eIF1, RPS0, RPS10, and 
18S rRNA; promotes eIF2-eIF3 
and eIF1-eIF3 interactions and 
40S binding of eIF3; promotes 
TC and mRNA binding to 40S 
subunits in conjunction with 
eIF3b/c, plus a step(s) post-48S 
assembly

eIF3b p116/
p110

92.4 81.9 p90 PRT1 88.1 Contains RRM; binds eIF3 

subunits a, c, ed, j, i, and g; 
promotes TC and mRNA 
binding to 40S subunits

eIF3c p110 105.3 102.9 p93 NIP1 93.2 Contains PCI motif; binds eIF3 

subunits a, b, and ed, eIF1, eIF5, 
and RPS0; promotes eIF3 inter-
actions with eIFs 1 and 5, eIF2-
eIF3 interaction (via eIF5), and 
40S binding of eIF3; promotes 
TC and mRNA binding to 40S 
subunits

eIF3d p66 64.0 66.2 nae na na Binds RNAd, eIF3ed

eIF3e p48/
INT-6

52.2 51.8 na na na Contains PCI motif, binds 

eIF3 subunits a, bd, cd, dd

eIF3f p47 37.6 31.9 na na na Contains MDNb motif

eIF3g p44 35.6 32.7 p33 TIF35 30.5 Contains RRM and Zn domain; 
binds eIF3 subunits b and i; 

binds RNAd and eIF4B

eIF3h p40 39.9 38.4 na na Contains MDNb motif

eIF3i p36/
TRIP-1

36.5 36.4 p39 TIF34 38.8 Contains 7 WD repeats; binds 
eIF3 subunits b and g

eIF3j p35 29.1 na HCR1 29.6 Nonessential in yeast; binds eIF3 
subunits a and b; promotes MFC 
integrity and a step(s) post-48S 
assembly; 40S biogenesis 

eIF3k na na 25.7 na na
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synthesis [10], the assignment of EF-P/eIF5A as a universally conserved translation-
initiation factor should be viewed cautiously. This is especially true in the case of
EF-P since it has been shown, using an in vitro translation system composed com-
pletely from purified factors, that EF-P was not necessary for translation and, fur-
thermore, the addition of the factor did not improve the rate or efficiency of
translation (T. Ueda, pers. comm.).

Building on this conserved core group of factors, the RNA-associated factor eIF4A
and the Met-tRNA -binding factor eIF2 are additionally present in archaea (Fig.
7.2-2). Whereas the translation-initiation pathway in archaea is not well understood,
the identification of eIF2 and eIF4A suggests that a scanning-type mechanism for
mRNA binding and AUG recognition may operate on some archaeal mRNAs. In
fact, there is evidence that recognition and translation of the first open reading
frame (ORF) on polycistronic mRNAs in some archaea occurs via scanning or direct
binding of the ribosome to a 5�-terminal start codon, whereas subsequent ORFs are
recognized by a bacterial-like SD interaction [11]. The absence of the cap-binding
protein eIF4E as well as eIF4G from archaea is consistent with lack of m7GpppN
caps on archaeal mRNAs. Finally, several factors, including other members of the
RNA-binding eIF4 family of proteins, eIF3, and the eIF2-interacting proteins eIF5
and eIF2B are restricted to eukaryotes (Fig. 7.2-2).

The presence of the GTPase eIF2, as well as the complex cap-dependent mRNA
binding and scanning mechanisms in eukaryotic initiation, provide new opportuni-
ties for translational regulation. Phosphorylation of the -subunit of eIF2 converts
eIF2 from a substrate to competitive inhibitor of eIF2B, impairing the recycling of
inactive eIF2•GDP to active eIF2•GTP, thereby inhibiting protein synthesis (Fig. 7.2-
1B). Binding of 4E-binding proteins (4E-BPs) to eIF4E blocks eIF4E binding to
eIF4G and prevents formation of the cap-binding complex eIF4F, thus impairing
mRNA binding to the ribosome. Phosphorylation of the 4E-BPs prevents their bind-
ing to eIF4E and relieves translational inhibition. Regulation of translation-initiation
factors has not been reported in bacteria. Thus, the appearance of new mechanisms
and factors in evolution to facilitate both Met-tRNA  and mRNA binding to the
ribosome has provided powerful means to regulate initiation in eukaryotes.

7.2.1.3 Genetic assays for in vivo functions of eIF2

Many advances in our knowledge of the functions of eIF2, its GEF (eIF2B), and its
GAP (eIF5) in recruitment of Met-tRNA     and  recognition  of  the  start codon, have
come from genetic analysis of translational control in yeast. Accordingly, these
genetic systems are summarized briefly before considering the biochemical mecha-
nisms of these steps in the pathway. As mentioned above, recycling of eIF2-GDP to
eIF2-GTP by eIF2B is impaired by phosphorylation of eIF2 on Ser-51 of its -sub-
unit (eIF2[ P]) (Fig. 7.2-1B). As eIF2 is generally present in excess of eIF2B, and
phosphorylation of eIF2-GDP increases its affinity for eIF2B, the recycling of eIF2
can be impaired by phosphorylation of only a fraction of eIF2 [12, 13]. Four eIF2 –
Ser-51 kinases regulated by different signals have been identified in mammalian
cells: HRI (heme deprivation), PKR (double-stranded RNA produced in virus-
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infected cells), PERK (unfolded proteins in the endoplasmic reticulum), and GCN2
(serum or amino acid starvation, UV irradiation) [14–18]. GCN2 (General Control
Nonderepressible 2) is the only eIF2  kinase in Saccharomyces cerevisiae, where it is

Figure 7.2-2 Conservation of a core set of translation-initiation 
factors through evolution. The translation-initiation factors 
identified in bacteria, archaea and eukaryotes are depicted based 
on their conservation through evolution. Depicted in black and 
enclosed within the innermost black circle, the three universally 
conserved initiation factors IF1/eIF1A, IF2/eIF5B, and IF3/eIF1 
interact directly with the ribosome. The proposed grouping of 
IF3 and eIF1 is based on similar / -fold structures for the two 
factors, and their common function to insure accurate Met-
tRNA  and start site selection in the ribosome P-site. The factor 
EF-P/eIF5A, depicted in gray, is also universally conserved, 
however, questions have been raised regarding the assignment 
of this protein as a translation factor, and lowering the amount of 
eIF5A in yeast did not appear to impair translation initiation [10]. 
Building upon this core set of factors, the DEAD-box RNA helicase 
eIF4A and the tRNA delivery factor eIF2 were added in archaea 
and retained in eukaryotes (red circle). Finally, the eIF4 family of 
factors that function in mRNA binding, the eIF3 complex that 
facilitates both mRNA and tRNA binding to the 40S subunit, and 
the proposed GAP (eIF5) and GEF (eIF2B) for eIF2 were added 
in eukaryotes (green circle). Dashed gray arrows indicate protein–
protein, protein–RNA (eIF2-tRNA), or factor–ribosome (eIF3-40S) 
interactions.
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activated by diverse starvation or stress conditions, including amino acid limitation.
Physiological activation of GCN2 in amino acid-starved yeast cells does not generate
eIF2[ P] at a level that prevents eIF2 recycling and blocks protein synthesis; instead,
it specifically increases translation of GCN4 mRNA, encoding the transcriptional
activator of amino acid biosynthetic enzymes subject to the general amino acid con-
trol. The specific induction of GCN4 translation by eIF2[ P] is mediated by four
short open reading frames (uORFs) in the leader of GCN4 mRNA [19].

According to the current model (Fig. 7.2-3), ribosomes scanning from the 5�-cap
translate uORF1, and ~50% resume scanning as 40S subunits. Under nonstarvation
conditions, all of these reinitiating ribosomes rebind the TC and reinitiate at uORFs
2–4, after which they dissociate from the mRNA and are prevented from translating
GCN4. Phosphorylation of eIF2  by GCN2 in starved cells inhibits eIF2B and lowers
the concentration of TC. Consequently, as many as ~50% of the 40S subunits scan-

Figure 7.2-3 Molecular model for GCN4 trans-
lational control. GCN4 mRNA is depicted with 
uORF1 and 4 and the GCN4 coding sequences 
shown as boxes. For simplicity, uORF2 and 
uORF3 were omitted because they are 
functionally redundant with uORF4. The 40S 
ribosomal subunits are shaded when associated 
with the ternary complex TC and competent to 
reinitiate at the next start codon they encounter. 
80S ribosomes are shown translating uORF1, 
uORF4, or GCN4 with the synthesized peptides 
depicted as coils. Free 40S and 60S subunits are 
shown dissociating from the mRNA following 
translation of uORF4. The three subunits of 
eIF2 and the five subunits of eIF2B are listed 

in the boxes on the left panel. Following 
translation of uORF1, the 40S ribosome 
remains attached to the mRNA and resumes 
scanning. Under nonstarvation conditions, 
the 40S quickly rebinds the TC and reinitiates 
at uORF4 because the TC concentration is high. 
Under amino acid starvation conditions, 
many 40S ribosomes fail to rebind the TC 
until scanning past uORF4, because the TC 
concentration is low, and reinitiate at GCN4 
instead. TC levels are reduced in starved cells 
due to phosphorylation of eIF2 by the kinase 
GCN2, converting eIF2 from substrate to 
inhibitor of its guanine-nucleotide exchange 
factor eIF2B.
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ning from uORF1 reach uORF4 before rebinding the TC, and lacking Met-tRNA ,
they bypass the uORF4 start codon. Most of these ribosomes rebind the TC before
reaching the GCN4 start codon. Thus, reducing TC levels by phosphorylating eIF2
allows a fraction of scanning 40S subunits to by-pass the inhibitory uORFs 2–4 and
re-initiate at GCN4 instead (see Refs. [15, 19] and references therein).

Mutants harboring lesions in eIF2  [20] and the , , , and  subunits of eIF2B
[19] were first isolated by their constitutive derepression of GCN4 translation (gen-
eral control derepressed, or Gcd- phenotype). These mutations also produce a slow-
growth phenotype (Slg–) and reduce rates of protein synthesis on rich medium,
indicating nonlethal impairment of the essential functions of eIF2 or eIF2B [21–24].
Mutations in eIF2  and eIF2  can also produce Gcd– and Slg– phenotypes [25], as
does reducing the copy number of IMT genes, encoding tRNA  [26]. The dere-
pression of GCN4, conferred by these Gcd– mutations is maintained in gcn2  cells
[25, 27], suggesting that the mutations reduce TC levels independent of eIF2  phos-
phorylation. Consistently, overexpressing eIF2 prevents derepression of GCN4 in
starved wild-type cells (Gcn– phenotype) [26], presumably by offsetting the inhibi-
tory effect of eIF2[ P] on TC formation (Fig. 7.2-3). Thus, the level of GCN4 expres-
sion is a sensitive in vivo indicator of the functions of eIF2 and eIF2B in TC
formation.

The genetic studies of Donahue and colleagues have provided a valuable entry into
the mechanism of start codon selection by the TC. They have isolated mutations
allowing expression of a defective HIS4 gene harboring a non-AUG start codon. The
isolation of mutations with this Sui– (suppressor of initiation codon) phenotype in
one of the genes encoding tRNA  showed that base-pairing between the start
codon and Met-tRNA  plays a dominant role in directing the 40S subunit to the
initiation site [28]. The Sui– selection also yielded mutations in all three subunits of
eIF2, eIF5 (the GAP for eIF2), and eIF1, implicating these factors in stringent selec-
tion of the start codon.

7.2.2
Generation of Free 40S Subunits and 40S Binding 
of Met-tRNA

7.2.2.1 Dissociation of Idle 80S Ribosomes

Most ribosomal subunits that are not engaged in translation occur in idle 80S ribo-
somes, or “80S couples”, which must be dissociated into 40S and 60S subunits to
allow assembly of the 43S preinitiation complex. The eIF1A, eIF3, and eIF1 have all
been implicated in this reaction, but the molecular mechanisms are unknown. The
mammalian eIF3 can bind to 40S ribosomes in the absence of other factors [29], but
its binding site on the 40S subunit, as visualized in EM images of negatively stained
native 40S subunits, does not seem to preclude association of the 60S subunit [30,
31]. Most of the mass of eIF3 was found attached to the back lobes rather than to the
60S-interface side of the 40S subunit. Thus, eIF3 might function indirectly by
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producing an allosteric change in the 40S subunit that inhibits 60S joining. It may
also sterically impede 60S joining by stabilizing the binding of TC to the interface
side of the 40S subunit. Consistent with the latter is a report that eIF3 does not
exhibit ribosome dissociation activity alone, but can prevent 60S subunits from dis-
placing the TC from 40S subunits in the absence of AUG or mRNA [32]. The eIF1A
can augment this anti-association activity of eIF3, and can also function with eIF1 in
the absence of eIF3 to prevent disruption of 43S complexes by 60S subunits [33].
The eIF3 in yeast is physically linked to eIF1, eIF5, and the TC in a multifactor com-
plex (MFC) that can exist free of ribosomes [34]. Hence, all of these factors may bind
coordinately to the 40S subunit and, together with eIF1A, produce a stable assembly
that can resist displacement by a 60S subunit prior to mRNA binding. This would
be consistent with previous observations that the stimulatory effect of eIF3 on TC
binding to 40S subunits was greater when 60S subunits were present [35], and that
binding of eIF3 itself is enhanced by simultaneous binding of the TC to 40S sub-
units [35–36].

7.2.2.2 Components of the eIF2/GTP/Met-tRNA  Ternary Complex 

Sequence Determinants of tRNA  that Restrict it to the 
Initiation Pathway

Eukaryotic tRNA  has sequence and structural characteristics that allow eIF2 to
distinguish it from the elongator methionyl tRNA (tRNA ) and all other elongator
tRNAs (reviewed in Ref. [15]). These include the A1:U72 base pair at the very end of
the acceptor stem, several G:C base pairs in the anticodon stem, both of which were
implicated in eIF2 binding, and (for yeast tRNA ) A54 in loop IV [39–42]
(Fig. 7.2-4A). The A1:U72 base pair in tRNA  also discriminates against its activity
in elongation [40, 43], as do the A50:U64 and U51:A63 base pairs in the T C stem of
human tRNA , and the corresponding U50:A64 base pair in yeast tRNA , which
are believed to perturb the structure of this helix in a way that blocks eEF1  binding.
The tRNA  in fungi and plants additionally contains a unique 2�-O-phosphoribosyl
modification of A64 in the T C helix that prevents elongator function [44, 45] and
impedes binding to eEF1 -GTP [46]. Thus, structural perturbation of the T C stem
seems to be a common strategy to block tRNA  binding to eEF1  [43]. Inactivation
of the yeast enzyme responsible for A64 modification (encoded by RIT1) showed
that the modification is dispensable for initiator function and serves to block its
activity in elongation [45]. This activity of RIT1 becomes essential in strains with
mutations in eIF2 subunits or lacking a full complement of the IMT genes encoding
tRNA  [47]. The methionyl group attached to charged Met-tRNA  may also
increase the efficiency of translation initiation, as initiators charged with certain
other amino acids function poorly in initiation [48, 49]. For more information about
tRNA structure and modifications refer to Chap. 4.1.
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Figure 7.2-4 Schematic representations of the 
secondary structures of yeast and human 
initiator tRNAMet and the primary structures of 
the subunits of yeast eIF2. (A) The sequences 
of the tRNAs and identities of modified bases 
are found in Ref. [395]. The asterisk at position 
64 of yeast initiator designates the phospho-
ribosyl group attached to the ribose 2�-OH. See 
text for details. The numbering of bases shown 
for the yeast initiator also applies to human 
initiator. This figure has been adapted from 
RajBhandary and Chow [396] and is reprinted 
with permission from Ref. [15]. (B) The amino 
acid sequence of the  subunit of eIF2 is 
depicted as a rectangle with amino acid 
positions shown above. Shading is used to 
depict the G-domain, and domains 2 and 3, all 
defined by the crystal structure of aIF2  shown 
in Fig. 7.2-5(A). The four conserved motifs 
characteristic of G proteins are shown as black 
bars in the G-domain, one of which coincides 
with the switch 2 element (SW2). The locations 
and phenotypes of selected mutations are 
shown beneath the schematic using the one-
letter code for amino acids. The abbreviation 
for the wild-type residue is followed by the 
position of the residue in the protein sequence 

and then the abbreviation for the substituting 
residue in the mutant. (C) The amino acid 
sequence of the  subunit of eIF2 is depicted 
with shading used to identify the lysine boxes 
(K1–K3) and the domains labeled  and 
Zn- s (for Zn-binding -sheet) whose 3D 
structures can 
be predicted from that of aIF2  shown in 
Fig. 7.2-5B. The four cysteine (C) residues 
that comprise the Zn-binding domain are 
indicated. Regions of similarity to eIF5 (~eIF5) 
or aIF2  (~aIF2 ) are delimited with double-
headed arrows, as are binding domains (BDs) 
for various factors or mRNA. The locations 
and phenotypes of selected mutations are 
shown beneath the schematic. (D) The amino 
acid sequence of the  subunit of eIF2 is 
depicted with shading used to identify the 
domains labeled OB-fold and helical whose 
3D structures are shown in Fig. 7.2-5(C). The 
locations of the phosphorylation site for the 
kinases GCN2, HRI, PERK/PEK, and PKR at 
position 51, and the three casein kinase sites 
at the C-terminus are indicated with Ps. 
The locations and phenotypes of selected 
mutations are shown beneath the schematic. 
See text for more details.
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eIF2 Plays a Central Role in Binding Guanine Nucleotides 
and Initiator tRNA

The eIF2  belongs to the superfamily of GTP-binding proteins and is closely related
to the bacterial and eukaryotic elongation factors, EF-Tu and eEF1 , respectively,
which deliver charged elongator tRNAs in ternary complexes with GTP to the ribo-
some during the elongation phase of protein synthesis. The molecular masses and
sequences of eIF2  proteins are well conserved among animals, plants, and fungi
(Table 7.2-1), and orthologs also exist in archaea (Fig. 7.2-2). The sequence similari-
ties between eukaryotic and archaeal eIF2  proteins and EF-Tu extend throughout
the G domain (domain 1), and into domains 2 and 3 [20, 50, 51] (Fig. 7.2-4B), consis-
tent with the occurrence of binding sites for guanine nucleotides and Met-tRNA
in eIF2 . The crystal structure of the archaeal ortholog of eIF2  from P. abyssi (Fig.
7.2-5A) shows three domains highly similar to domains 1–3 of EF-Tu, and the bind-
ing pocket for GDP-Mg2+ seen in the structure of the aIF2 –GDP complex is super-
imposable on that of EF-Tu. Consistently, the gcd11–K250R mutation in yeast eIF2 ,
which is predicted to alter the conserved Lys residue in the third consensus motif of
the GDP-binding pocket [51] (Figs. 7.2-4B and 7.2-5A), increased the off-rates for
GDP and GTP, without affecting Met-tRNA  binding to purified eIF2. The eIF2–
GTP complex is stabilized by Met-tRNA , and addition of Met-tRNA  overcame
the GTP-binding defect of the gcd11-K250R lesion in vitro and suppressed its Slg- and
Gcd- phenotypes in vivo [52]. Thus, there is little doubt that eIF2  directly binds GTP.

In EF-Tu, the relative orientation of domain 1 versus domains 2 and 3 varies dra-
matically between the GDP-bound (inactive) and GDPNP-bound (active) states as a
result of altered conformations of the switch-1 and switch-2 regions, which contact
the -phosphate of GDPNP. In sharp contrast, the unliganded, GDP- and GDPNP-
bound forms of aIF2 all display close packing of domains 2–3 against domain 1 in
the manner observed for GDPNP-bound EF-Tu. There is no difference in switch 1,
and only a small conformational change in switch 2, between the GDP- and
GDPNP-bound states, apparently because contacts with the -phosphate of GDPNP
are lacking in the aIF2  crystal structure. Therefore, it is difficult at present to
account for the GTP requirement for Met-tRNA  binding to eIF2 [51]. (It should be
noted that the aIF2 –GTP crystal structure was obtained for a mutant protein con-
taining the G235D mutation in strand 8 of domain 2.)

A model of Met-tRNA  docking on aIF2  was constructed by superimposing the
EF-Tu/GTP/Phe-tRNAPhe complex on domains 2 and 3 of the aIF2 –GDPNP struc-
ture. The -hairpin in switch 1 is predicted to contact the acceptor stem and interact
with the critical A1:U72 base pair in Met-tRNA  [51]. Consistent with this model,
the gcd11-Y142H mutation in yeast eIF2  [24, 27], predicted to impair -strand 2 in
switch 1 [51] (Figs. 7.2-4B and 7.2-5A), produces Gcd– and Slg– phenotypes and a
reduced polysome content, and is suppressed by overproducing tRNA . Consis-
tently, purified eIF2 containing the gcd11-Y142H subunit shows reduced Met-
tRNA  binding but normal off-rates for GDP and GTP [52]. The N135K mutation
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in yeast eIF2 , isolated for its dominant Sui- phenotype [53], maps in the predicted
-hairpin of switch 1 [51] (Figs. 7.2-4B and 7.2-5A). In vitro, this lesion reduced TC

formation, partly by increasing spontaneous GTP hydrolysis, but also by increasing
the off-rate of Met-tRNA  from eIF2 without affecting the affinity for GTP. Thus,
there is strong evidence implicating switch 1 of yeast eIF2  in Met-tRNA  binding.

Figure 7.2-5 Ribbon diagram representations of the 3D structures 
of portions of aIF2 , aIF2 , and eIF2 . (A) Co-crystal structure 
of residues 6–410 of aIF2  from P. abyssi (shown with -sheets 
in green and -helices in red) in complex with GDPNP (shown 
in ball and stick representation) [51] (PDB ID: 1KK1). The 
predicted locations of selected residues in yeast eIF2  (in 
parantheses) are indicated, as is the bound Zn atom and 
location of N-terminal residues not visualized in the structure 
(N…). (B) Solution structure of two domains of aIF2  from 
M. jannaschii joined by a predicted flexible -helix, with a Zn 
atom bound to the C-terminal -sheet domain [58] (PDB ID: 
1K8B, and 1K81). The relative orientation of the two domains 
is unknown. The residues in yeast eIF2  corresponding to the 
N- and C-termini of the domains are shown in black with in 
parantheses. The predicted positions of two residues in yeast 
eIF2  which produce Sui- phenotypes when mutated are shown 
in red. (C) The crystal structure of residues 3–182 of human 
eIF2 [82] (PDB ID: 1KL9). The phosphorylation site at Ser51 
is indicated in red as are the positions of residues in yeast 
eIF2  that produce Sui- phenotypes when mutated. All 
structures were drawn using the DeepView/Swiss-Pdb viewer 
(v. 3.7) using data obtained from the Protein Data Bank 
(www.pdb.org). For the NMR structures, the first of multiple 
solved structures stored in the PDB file was employed.
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To account for the dominant Sui– phenotype of this mutation, it was proposed that
premature dissociation of Met-tRNA  from the mutant eIF2–GTP complex during
the scanning process allows incorrect pairing of the initiator with a near-cognate
UUG codon [53].

The e/aIF2  proteins contain some structural features not present in EF-Tu,
including a disordered loop and -hairpin in domain 2, and a zinc-binding “knuckle”
containing four Cys residues appended to domain 1 [51] (Zn in Fig. 7.2-4B).
Mutational analysis of yeast eIF2  is consistent with the possibility that zinc binding
to this domain is important, but not essential, for some aspect of eIF2 function [54].
However, there is no direct evidence for zinc binding by yeast eIF2 . Moreover, only
one of the four Cys residues is conserved in mammalian eIF2  making zinc-bind-
ing improbable for this protein. The e/aIF2  proteins lack several residues in EF-Tu
that help to clamp the 5� phosphate group of the different elongator tRNAs [51].
Crosslinking and affinity-labeling experiments indicated that both the and  sub-
units of eIF2 are in close proximity to GTP and Met-tRNA  in the TC [50, 55].
Moreover, an eIF2  dimer could bind GDP but was unable to form a stable TC with
Met-tRNA  [56]. These and other findings discussed below suggest that the sub-
unit contributes to Met-tRNA  binding. The  and subunits of both yeast and
archaeal eIF2 interact directly with the  subunit, but not with each other [51, 57],
consistent with the notion that  is the core subunit and that its functions in binding
guanine nucleotides and Met-tRNA , and in GTP hydrolysis, are augmented or
regulated by the  and subunits of eIF2.

eIF2 : Interactions with Met-tRNA , mRNA, eIF5, and eIF3

eIF2  can be divided into three structural domains (Fig. 7.2-4C). The C-terminal
half is closely related in sequence to the archaeal ortholog (aIF2 ), and most proba-
bly has a two-domain structure similar to that solved by NMR for Methanococcus
Jannaschii aIF2 [58] (Fig. 7.2-5B). The first domain in the latter consists of a four-
stranded -sheet with two helices packed against one face of the -sheet. It is con-
nected by an -helical linker to the second domain, comprised of a three-stranded

-sheet with two CXXC clusters that form a Zn2+-binding pocket at one end of the
-sheet. Both domains in aIF2  appear to be structurally independent units, and

the C-terminal -sheet is stabilized by Zn2+. The N-terminus of eukaryotic eIF2
has an additional ~130 residues, not found in the archaeal orthologs, which con-
tains three polylysine stretches (K-boxes 1–3) [59–61] (Fig. 7.2-4C).

Mutational analysis of yeast eIF2  (encoded by SUI3) shows that the Cys residues
in the Zn2 -binding pocket are critically required for eIF2  function in vivo [62]. A
SUI3 allele lacking the zinc-finger motif cannot support viability and has a domi-
nant Gcd– phenotype in otherwise wild-type cells, suggesting that the mutant pro-
tein forms an eIF2 complex defective for TC formation or 40S binding in vivo.
Remarkably, all 13 dominant Sui– alleles of SUI3 alter conserved residues [59, 62]
predicted to lie at one end or the other of the C-terminal -sheet, in most cases near
or within the loops connecting -strands [58]. Biochemical analysis showed that two
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such Sui– mutations (S264Y and L254P) (Figs. 7.2-4C and 7.2-5B) increased GTPase
activity by the purified TC, independent of the GAP function of eIF5 [53]. The S264Y
mutation also led to increased dissociation of Met-tRNA  from the TC indepen-
dent of GTP hydrolysis, supporting a role for the  subunit in Met-tRNA  binding.
It was proposed that both defects increase the probability that the TC can dissociate
during the scanning process and leave Met-tRNA  inappropriately paired with a
UUG start codon [53].

A segment of yeast eIF2  that is necessary and sufficient for eIF2  binding was
localized to residues 128–159 in eIF2  [63], just N-terminal to the region homolo-
gous to the well-defined structural domains in aIF2  [58] (2 -BD (binding domain)
in Fig. 7.2-4C). Alanine substitutions of the highly conserved Tyr131 and Ser132 resi-
dues in this region of yeast eIF2  (Fig. 7.2-4C) abolished in vitro binding to eIF2
and impaired interaction of native eIF2  with the eIF2  dimer in vivo. The SUI3-
YS allele containing both of these substitutions conferred Ts– and Sui– (or possibly
Gcd) phenotypes and was synthetic lethal with the Sui– SUI3-S264Y allele. Thus, by
weakening –  interaction, the SUI3-YS mutation may exacerbate the hyperactive
GTPase function of eIF2  conferred by S264Y, reduce binding of Met-tRNA  to
eIF2, or both [63]. Interestingly, the C-terminal half of eIF2  shows strong similarity
to the N-terminal portion of eIF5 [64] (~eIF5 in Fig. 7.2-4C), including the two CXXC
clusters, raising the possibility that the homologous domains in eIF5 and eIF2
interact with one another, or compete for an interaction with the  subunit, in a way
that stimulates GTP hydrolysis by eIF2. It should be noted, however, that eIF5 lacks
the major binding domain for eIF2  between residues 128 and 159 in eIF2  [57, 63].

There are numerous reports that eIF2 binds mRNA and that this interaction can
impede TC formation (reviewed in Ref. [55]) or stimulate translation [13, 65]. The

subunit has mRNA-binding activity [66] and seems to be required for mRNA bind-
ing by the eIF2 complex. A 4-thio-UTP-substituted viral mRNA was crosslinked to
the C-terminal one-third of eIF2  containing the zinc-binding domain [67]; however,
mutational analysis of the yeast protein suggests that the K-boxes in the NTD make
an even larger contribution to mRNA binding (mRNA-BD in Fig. 7.2-4C). The third
K-box was sufficient for nearly wild-type mRNA binding in vitro, even when altered
to a run of arginine residues. Deletion of all three K-boxes was lethal, but SUI3 alle-
les retaining any single K-box were viable, indicating functional redundancy for their
essential function(s) in vivo [68].

The SUI3 allele lacking all three K-boxes conferred dominant Slg– and Gcd– phe-
notypes, suggesting a defect in TC formation or binding to 40S ribosomes. Ostensi-
bly at odds with this interpretation, the triple K-box mutations had no effect on TC
formation by purified eIF2 in vitro. Moreover, eIF2 containing the  subunit lacking
the K-boxes was found in 43S or 48S preinitiation complexes in yeast cells, indicating
that the K-boxes are dispensable for TC formation and 40S binding in vivo [68]. Nev-
ertheless, the dominant Gcd– phenotype of this SUI3 allele may signify a reduced
rate of TC binding to 40S subunits that is sufficient to derepress GCN4 translation
because of the kinetic restrictions on re-initiation on GCN4 mRNA. In fact, the K-
boxes stabilize interaction between recombinant eIF2  or eIF2 holoprotein with the
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catalytic subunit of eIF2B ( /GCD6) in vitro, and all of the viable single and double K-
box mutations in SUI3 had a Gcd– phenotype. Thus, the K-box mutations most prob-
ably impede the recycling of eIF2-GDP to eIF2-GTP by eIF2B and diminish the rate
of TC formation in vivo [69].

The K-boxes in eIF2  promote interaction between eIF2 and eIF5 in addition to
their roles in mRNA binding and interaction with eIF2B (eIF5-BD in Fig. 7.2-4C).
Mammalian eIF5 copurifies with eIF2 from lysates, and a 1 :1 complex was formed
in vitro with purified eIF2 and recombinant eIF5 [70]. Mammalian eIF5 binds specif-
ically to eIF2  in vitro, dependent on the second K-box [64]. Mutational analysis of
yeast eIF2  showed that at least one K-box was required for interaction with yeast
eIF5, and that the K-boxes had additive effects on eIF5 binding in vitro. Similarly, K-
boxes 1 or 3 were sufficient for association of eIF5 and eIF2 in vivo, but at levels
approximately one-third of that seen with all K-boxes intact. As with mammalian
eIF2 , the C-terminal half of yeast eIF2  (related in sequence to eIF5) contributed
little to its interaction with eIF5 [69].

Interestingly, the K-box domain in eIF2  promotes binding to eIF5 and eIF2B
through interactions with a conserved bipartite motif found at the C-termini of both
proteins, dubbed AA-boxes 1 and 2 for the conserved aromatic and acidic residues
they contain (Figs. 7.2-6A and 7.2-8D). Alanine substitutions of multiple residues in
AA-boxes 1 or 2 of yeast eIF5 (12A and 7A, respectively, in Fig. 7.2-8D) impaired its
interaction with recombinant eIF2 -NTD and purified eIF2 holoprotein in vitro. The
tif5-7A allele (harboring the seven Ala mutations in AA-box2) likewise abolished
native eIF5-eIF2 interaction and conferred a Ts- phenotype in yeast that was partially
suppressed by overexpressing all three subunits of eIF2 and tRNA . The tif5-12A
allele (bearing the 12 Ala replacements in AA-box 1) is lethal [69]. Thus, the AA-
boxes in eIF5 mediate an important interaction with TC in vivo that may facilitate
the GAP function of eIF5 on base pairing of Met-tRNA  with the start codon. Con-
sistent with this idea, mutations in the AA-boxes of mammalian eIF5, which impair
its interaction with eIF2  reduced the GAP activity of eIF5 in vitro and the eIF5-
dependent formation of 80S initiation complexes [71] (M3 and M4 mutations in Fig.
7.2-8D). Surprisingly, a reduction in GAP activity in vitro was not observed in
response to the more extensive mutations in the yeast eIF5 AA-boxes of tif5-7A and
tif5-12A [72], possibly indicating that substrate binding is not rate-limiting in the
model GAP assay established for yeast eIF5 [53]. As discussed below, the tif5-7A
mutation also destabilizes a physical interaction between eIF2 and eIF3 that is
bridged by the eIF5-CTD, impairing the binding of TC to 40S subunits in vitro and
possibly impeding scanning or AUG recognition in vivo [34, 72].

The corresponding 12A and 7A mutations in the AA-boxes of eIF2B /GCD6
reduced its binding to the eIF2 NTD and eIF2 holoprotein in vitro, just as
observed for eIF5. Moreover, the corresponding gcd6-7A mutation reduced associa-
tion between native eIF2 and eIF2B in vivo and conferred a Gcd– phenotype that
could be suppressed by overexpressing eIF2 and initiator tRNAMet, all consistent
with a reduction in GDP–GTP exchange on eIF2. The gcd6-12A allele, bearing sub-
stitutions in the first AA-box was lethal, suggesting that the bipartite motif in GCD6
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Figure 7.2-6 Schematic representations of the primary structures 
of the subunits of yeast eIF2B. (A) The amino acid sequence of 
the  subunit of eIF2B is depicted as a rectangle with amino acid 
positions shown above. Hatching is used to depict domains with 
sequence similarity to the indicated proteins; the AA-boxes are 
shown as black boxes at the C-terminus. The boundaries of 
binding domains (BDs) for other factors or regions required for 
catalysis or activation of catalytic function (activation) are 
delimited with double-headed arrows. The locations and in vitro 
phenotypes of selected point mutations and deletions are shown 
beneath the schematic. -GEF(+) denotes wild-type GEF activity 
conferred by the isolated -subunit; 2B-GEF(+/–) denotes reduced 
GEF activity conferred by the eIF2B holoprotein; - or 2B-bind 
eIF2(+) denotes wild-type binding of eIF2 by the isolated -subunit 
or eIF2B holoprotein, respectively. (B) The amino acid sequence of 
the  subunit of eIF2B depicted as for eIF2B  in (A). (C–E) The 
amino acid sequences of the , , and  subunits, respectively, 
of eIF2B with shading used to depict regions of similarity among 
the three proteins. The BD for eIF2  is delimited with a double-
headed arrow. The locations of point mutations with Gcn– 
phenotypes are shown beneath the schematic indicated with 
asterisks or the amino acid replacements. See text for further 
details.
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Figure 7.2-7 A mechanistic model for negative regulation of the 
guanine nucleotide exchange activity of eIF2B by eIF2( P). 
(A) Unphosphorylated eIF2  promotes the GDP/GTP exchange 
activity of eIF2B. The heterotrimeric eIF2 (shown as different 
shapes labeled , , ) complexed with GDP (shaded triangle) 
has two binding sites in eIF2B. The GCD2/ -GCD7/ -GCN3/  
regulatory subcomplex in eIF2B (labeled 2, 3, 7) binds to the  
subunit of eIF2, whereas the GCD1/ –GCD6/  catalytic sub-
complex in eIF2B (labeled 1, 6) interacts with the  and  subunits 
of eIF2. Based on results with rat proteins, the GCD2 ( ) subunit 
of eIF2B may also interact with eIF2 . The binding interactions 
shown here position the catalytic subunit of eIF2B (GCD6/ ) in 
proximity to the bound GDP in the manner required to catalyze 
exchange of GDP for GTP (hatched rectangle) on eIF2. 
(B) Phosphorylated eIF2 inhibits the GDP/GTP exchange activity 
of wild-type eIF2B. Phosphorylation of eIF2  ( , labeled ~P in 
eIF2( P)-GDP) leads to more extensive interactions between 
eIF2  and the eIF2B regulatory subcomplex, preventing 
productive interactions between GCD6/  and the /  subunits of 
eIF2, thereby inhibiting nucleotide exchange. (C) A Gcn- mutation 
in the GCD7/  regulatory subunit of eIF2B weakens interaction 
between eIF2 (P) and the regulatory sub-complex of the mutant 
eIF2B complex (eIF2B*), permitting the productive interaction 
between GCD6/  and eIF2( P)-GDP necessary for GDP–GTP 
exchange. Reproduced from Ref. 84.
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is essential for the GEF function of eIF2B [69]. Interactions of the CTDs in eIF5 and
eIF2B  with the eIF2 NTD appear to be mutually exclusive, as eIF2B and eIF5 are
not found in the same complexes containing eIF2 in yeast cells [69]. The  subunit
of archaeal eIF2 lacks the NTD containing the K-boxes and, consistently, archaea
lack recognizable orthologs of eIF5 and eIF2B  [73–75]. Thus, the K-boxes may have
arisen during evolution, at least partly, to facilitate the interactions of eIF2 with the
factors that regulate the status of its bound guanine nucleotide [69].

Figure 7.2-8 Schematic representations of the 
primary and tertiary structures of eIF1A, eIF1, 
and eIF5. (A) The amino acid sequence of yeast 
eIF1A (encoded by TIF11) is depicted as a 
rectangle with amino acid positions shown 
above. Different colors are used to depict the 
N-terminal (NTD), OB-fold, -helical ( ), 310 
helix, and C-terminal (CTD) domains, based on 
the 3D structure of the human protein shown 
in (B). The region of similarity to bacterial IF1 
(~IF1) predicted to be the BD for the 40S 
ribosome, is delimited with a double-headed 
arrow, as are demonstrated BDs for eIF2, eIF3, 
and eIF5B, and the C-terminal region required 
for TC binding to 40S subunits and the 
formation of 43S complexes in vivo (43S form.) 
The locations and phenotypes of selected 
deletions are shown beneath the schematic, as 
are the residues homologous to those in human 
eIF1A whose substitution led to defects in RNA 
binding and AUG selection by the scanning 48S 
complex, and 43S complex formation (for 
K68 only), in vitro. (B) Solution structure of 
residues 25–117 of human eIF1A (191) 

(PDB ID: 1D7Q). (C) Solution structure of 
residues 29–113 of human eIF1 (PDB ID: 
2IF1) [4]). The indicated residues D88, Q89, 
and G112, homologous to yeast residues 83, 84, 
and 107, respectively, give rise to Sui- (all 
three residues) and Mof- (G112 only) 
phenotypes when mutated in yeast. The 
structures in (B) and (C) were drawn using 
the DeepView/Swiss-Pdb viewer (v. 3.7) using 
data obtained from the Protein Data Bank 
(www.pdb.org). In each case, the first of 
multiple solved structures stored in the PDB 
file was employed. (D) The amino acid 
sequence of yeast eIF5 (encoded by TIF5) is 
depicted as a rectangle with amino acid 
positions shown above. Shading or hatching 
is used to depict the conserved N-terminal GAP 
domain and conserved CTD harboring AA-boxes 
1 and 2 (hatched). The region of similarity to 
eIF2  is delimited with a double-headed arrow, 
as is the BD for eIF2  and eIF3c/NIP1. The 
locations and in vitro or in vivo phenotypes of 
selected point mutations are shown beneath the 
schematic.
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eIF2  Promotes and Regulates GDP–GTP Exchange by eIF2B

The  subunit of eIF2 (encoded by SUI2 in yeast) contains the conserved Ser residue
at position 51 whose phosphorylation converts eIF2-GDP from substrate to inhibitor
of eIF2B [76, 77]. (Note that Ser-51 is actually the 52nd encoded residue in human
and yeast eIF2  as the N-terminal Met is removed posttranslationally; other resi-
dues in eIF2  also are typically numbered relative to the second encoded residue of
the protein.) The sequence surrounding Ser51 is highly conserved in eukaryotic
eIF2  proteins [78–80], but not in archaea [73], consistent with phosphorylation of
this residue occurring only in eukaryotes. Interestingly, residues 14–93 in archaeal
and eukaryotic eIF2 exhibit sequence similarities with the RNA-binding domain of

coli ribosomal protein S1, a five-stranded antiparallel -barrel called the OB-fold
[81] (Fig. 7.2-4D). The crystal structure of the N-terminal segment of human eIF2
confirms the presence of the OB-fold in residues 1–87, with Ser-51 located in a long
unstructured loop between  strands 3 and 4 (Fig. 7.2-5C). The OB domain of eIF2
lacks the clustered positively charged surface residues involved in RNA binding by
other OB-fold proteins, and there is no evidence that eIF2 has RNA binding activ-
ity. Residues 88–182 comprise a helical domain that interacts with the OB domain,
forming a highly conserved, negatively charged channel at the interface between the
two domains [82] (Fig. 7.2-5C). Sui– mutations in yeast eIF2  alter residues in the
NTD [78] (Fig. 7.2-4D). Thus, this region may contribute to Met-tRNA  binding or
an interaction with mRNA during scanning by eIF2. Other sui2 mutations reduce
the inhibitory effect of phosphorylated eIF2 on the GEF eIF2B (Gcn– phenotype) [83,
84] and alter residues in the eIF2 OB domain, including amino acids in the loop
between 4 and 5 (G80 and K79), in the loop containing Ser-51 itself (E49), and in
the loop connecting the OB-fold to the helical domain (R88) [82] (Fig. 7.2-5C). As dis-
cussed below, this portion of eIF2  most probably interacts with the regulatory sub-
units of eIF2B ( , and ) and mediates inhibition of the GEF activity when Ser-51
in eIF2 is phosphorylated.

Recent studies of yeast eIF2  indicate that this subunit is dispensable for the
essential functions of eIF2 in translation initiation and is required primarily to pro-
mote and regulate GDP–GTP exchange by eIF2B. While a SUI2 deletion is lethal in
otherwise wild-type cells, sui2  mutant cells can survive if eIF2[ ] is overexpressed
along with tRNA . A nearly complete by-pass of eIF2  function was achieved by
overexpressing the mutant protein eIF2 -K250R along with eIF2  and tRNA . The
K250R mutation stimulates TC formation by eIF2-GDP in vitro in the absence of
eIF2B by enhancing the spontaneous GDP–GTP exchange activity intrinsic to yeast
eIF2. Consistently, overexpressing all three eIF2 subunits (with the K250R mutation
in the  subunit) and tRNA  suppressed the lethality of deleting all four essential
eIF2B subunits. These last findings imply that eIF2B has no essential functions
beyond GDP–GTP exchange that cannot be by-passed by increasing the concentra-
tion of TC (85). In accordance with these genetic results, biochemical analysis of the
eIF2[ ] heterodimer showed that absence of the subunit had no substantial effect
on binding of guanine nucleotides, TC formation, binding of TC to purified 40S
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subunits, or eIF5-catalyzed GTP hydrolysis by 43S complexes. The only defect
observed was an 18-fold increase in the Km of eIF2B for eIF2[ ]-GDP versus
eIF2[ ]-GDP [86]. The latter suggests that eIF2  contributes to the binding of
eIF2 by eIF2B, possibly through direct interactions with the eIF2B[ ] regulatory
subcomplex [84, 87] (see below). In view of these findings, it is surprising that eIF2
is conserved in archaea, which lack eIF2B. Perhaps archaeal eIF2  performs a cru-
cial function that is carried out redundantly by a eukaryotic-specific factor (e.g.,
eIF3) or a ribosomal protein.

Yeast eIF2  is phosphorylated in vivo on Ser residues 292, 294 and 301 at the
extreme C-terminus (Fig. 7.2-4D). In vitro and in vivo results indicate that casein
kinase II (CKII) phosphorylates one or all three residues. Whereas Ala substitutions
of these residues did not confer any growth or Sui– phenotypes in wild-type cells,
they exacerbated the growth defects of mutants in which eIF2B activity was inhibited
by constitutive phosphorylation of Ser-51 in eIF2  (GCN2c mutant) or by Gcd–

mutations in eIF2B  (gcn3c) or eIF2B  (gcd7). Thus, lack of CKII phosphorylation
reduces eIF2 activity significantly only when combined with a defect in eIF2 recy-
cling [88]. CKII phosphorylation may promote productive interaction between eIF2-
GDP and eIF2B. There is currently no evidence that this phosphorylation event is
regulated in yeast cells. Mammalian eIF2  lacks the CKII sites and it is not a sub-
strate for the mammalian kinase in vitro [13].

7.2.2.3 The GEF eIF2B regulates ternary complex formation

The Catalytic Function of eIF2B

1. The mechanism of guanine nucleotide exchange. Following recognition of the AUG
codon and hydrolysis of the GTP bound to eIF2 in the TC, the resulting eIF2-GDP is
released from the ribosome. At physiological Mg2+ concentrations, the eIF2–GDP
complex dissociates slowly and the affinity of eIF2 is much greater for GDP than
GTP [13]. Accordingly, the GEF eIF2B is required to displace the GDP bound to eIF2
and allow its replacement with GTP to regenerate the TC. The eIF2B contains five
different subunits ( through ), whose primary structures are well conserved
between yeast and mammals (Table 7.2-1), and it occurs in a 1 : 1 complex with its
substrate eIF2 in extracts [13,22].

The molecular mechanism of the exchange reaction is uncertain. Evidence sup-
porting a substituted enzyme (ping-pong) mechanism involving a nucleotide-free
eIF2B–eIF2 intermediate was presented [89]; however, it has been suggested that the
high GDP concentration used in that study would have made it difficult to rule out a
sequential mechanism involving a GTP–eIF2B–eIF2–GDP quaternary complex [90].
Indeed, kinetic data consistent with the sequential mechanism, have been reported
for both mammalian [91] and yeast [92] eIF2B. Ostensibly at odds with the ping-
pong mechanism is the fact that unlabeled GTP is required for displacement of
radiolabeled GDP from eIF2 by eIF2B [91,93]. However, this would be expected for a
ping-pong mechanism when eIF2B is present in catalytic amounts, as unlabeled
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GTP will be needed to release eIF2B from the eIF2–eIF2B complex without reform-
ing the starting substrate eIF2–[3H]GDP. In fact, [3H]GDP was released from eIF2 in
the absence of GTP when stoichiometric amounts of eIF2B were employed [94].
Another observation, inconsistent with the ping-pong mechanism, namely that
eIF2B cannot be displaced from eIF2 by GDP [93], also has been contradicted by the
results of more recent experiments [94].

The sequential mechanism predicts that the eIF2–eIF2B complex should have two
guanine nucleotide-binding sites in eIF2 and eIF2B, respectively. Dholakia and
Wahba [91] reported that eIF2B binds GTP (but not GDP) with Kd of 4 M, and
showed by photoaffinity labeling experiments that the  subunit of eIF2B contains a
GTP-binding site. The latter was confirmed by Williams, et. al. [94], who found that
eIF2B  (native or recombinant) can be crosslinked to GTP or ATP. Similarly, yeast
eIF2B binds GTP with Kd of 1 M [92]. The main difficulty with these last findings is
that the  subunit is dispensable for GEF activity in vitro [87, 95]. In fact, the C-termi-
nal ~25% of the /GCD6 subunit is sufficient for measurable eIF2B activity in vitro
(see below). Manchester [96] suggested that the GTP-binding site in eIF2B  could
increase the local concentration of the displacing nucleotide and thereby enhance
the exchange reaction, effectively converting a basal ping-pong mechanism operative
with eIF2B  alone to the sequential mechanism seen for five-subunit eIF2B (holoen-
zyme) [91, 92]. This model seems at odds with the finding that the yeast eIF2B
binary complex and eIF2B holoenzyme were equally active [87]; however, the pre-
dicted difference in activity may be evident only at low GTP concentrations. It
should also be noted that sequence motifs conserved in GTP-binding proteins do
not occur in eIF2B or in any other eIF2B subunit.

2. Structures and functions of eIF2B subunits. As indicated above, the eIF2B con-
tains five different subunits. Recessive mutations in the yeast , , and  subunits
(encoded by GCD6, GCD2, GCD1, and GCD7, respectively) have Ts– and Gcd– phe-
notypes [19], indicative of reduced TC formation, and deleting any of these subunits
is lethal. In contrast, deleting GCN3 (encoding eIF2B  has a Gcn– phenotype (fail-
ure to induce GCN4 in response to eIF2  phosphorylation) and no effect on cell
growth [97]. Thus, eIF2B  in yeast seems to be required primarily for inhibition of
eIF2B by eIF2( P). Similarly, a rat eIF2B complex devoid of the subunit, either
overexpressed in insect cell extracts or affinity-purified, had full GEF activity that
was relatively insensitive to inhibition by eIF2( P) [95, 98]. In contrast, a rabbit
eIF2B complex lacking the subunit did not co-purify with eIF2 and had only 20–
25% of the activity of the five-subunit complex. Nearly full activity was recovered by
adding recombinant eIF2B to the latter four-subunit preparation, leading to the
conclusion that eIF2B  is required for wild-type activity of rabbit eIF2B, perhaps by
promoting substrate binding [94, 99].

Although four of the five subunits of yeast eIF2B are essential, the intrinsic GEF
activity is lodged in the C-terminal ~25% of the GCD6 subunit (Fig. 7.2-6A). The
eIF2B  from rat [95], Drosophila [100], and yeast [87, 101] can catalyze nucleotide
exchange independently of the other subunits in vitro, albeit with 10–40-fold lower
specific activity than that of eIF2B holoenzyme. In fact, a fragment of /GCD6



7.2 Mechanism and Regulation of Protein Synthesis Initiation in Eukaryotes 265

containing only the last 195 residues was comparable with full-length /GCD6 for
eIF2 binding and GEF activity. Deletion of only the C-terminal 60 residues of /
GCD6, containing the AA-boxes 1 and 2 mentioned above, destroyed eIF2 binding
and GEF function by the isolated /GCD6 subunit, and greatly reduced the activity
of the yeast eIF2B holoprotein (Fig. 7.2-6A) [101, 102]. Consistently, two serine resi-
dues in this segment of mammalian eIF2B S712 and S713 are phosphorylated in
vivo and their replacement with nonphosphorylatable residues reduced both interac-
tion of eIF2B with eIF2 and GEF activity in cell extracts. These sites are phosphory-
lated by casein kinase II in vitro, but it is unknown whether their phosphorylation is
regulated as a means of controlling eIF2B activity in vivo [103]. A region N-terminal
to the AA-boxes in /GCD6, between residues 518 and 581, is required for GEF
activity but nonessential for eIF2 binding (Fig. 7.2-6A) [101, 102]. Hence, this region
is predicted to contain the catalytic center in /GCD6, presumably responsible for
distorting the GDP-binding pocket in eIF2  to effect release of the bound GDP.

What are the functions of the other eIF2B subunits? As described above, muta-
tions or deletions in the AA-boxes of /GCD6 do not abolish the activity of eIF2B
holoprotein; hence, there must be additional contacts between eIF2B and eIF2 sub-
units. In fact, both the  and subunits of eIF2B can interact with the C-terminal
portion of mammalian eIF2  [104] and, as discussed below, the , and  eIF2B
subunits form a stable subcomplex that can bind eIF2 . The yeast /GCD6– /GCD1
subcomplex has higher GEF activity than does /GCD6 alone, comparable with the
eIF2B holoprotein [87, 95], and the stimulatory effect of /GCD1 is attributable
partly to enhanced binding of eIF2 [87]. The  and  subunits have recognizable
sequence similarity to one another and to NTP-hexose-pyrophosphorylases and acyl-
transferases [105] (Figs. 7.2-6A and B), but these similarities are of unknown signifi-
cance. Point mutations in a highly conserved Asn-Phe-Asp motif at positions 249–
251 in /GCD6 had no effect on GEF activity of the isolated subunit, but substan-
tially reduced the activity of eIF2B holoprotein, nearly to the level of wild-type /
GCD6 alone (Fig. 7.2-6A). These mutations did not impair complex formation with
other eIF2B subunits, or eIF2 binding by the eIF2B holoprotein; hence, they seem to
abrogate a stimulatory effect of /GCD1 or other eIF2B subunits on the catalytic
function of /GCD6. Consistently, the mutations lie within a region of /GCD6
(defined by deletions 93–358 and 144–230), which is required for complex forma-
tion with other eIF2B subunits [101]. The extreme N-terminal 158 residues of rat
eIF2B  are required for association of eIF2B  with the rest of the eIF2B holoprotein
and also seem to promote GEF activity independent of their role in maintaining
eIF2B  in the complex. This segment of rat eIF2B also contains a strong binding
site for the eIF2B  subunit [106] (Fig. 7.2-6A). Thus, the eIF2B -NTD is involved in
interactions with other eIF2B subunits that influence the efficiency of the catalytic
center in the C-terminal portion of the protein.

Inhibition of eIF2B by phosphorylated eIF2

The binary complex eIF2( P)-GDP (phosphorylated on Ser51) is a poor substrate for
nucleotide exchange catalyzed by eIF2B in mammals [89, 93, 98, 107], Drosophila
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[100], and yeast [87]. This does not reflect weak substrate binding, as phosphorylation
of eIF2 increases its affinity for eIF2B [13], with estimates ranging from several-fold
[93, 108] to more than 100-fold [89] increased affinity. It is frequently assumed that
eIF2( P)-GDP forms a nondissociable complex with eIF2B, physically sequestering
eIF2B in an inactive state. At odds with this idea, it was found that eIF2B–eIF2( P)–
GDP complexes dissociate rapidly and that eIF2( P)–GDP acts as a competitive
inhibitor of eIF2B through an enhanced on-rate or decreased off-rate compared with
unphosphorylated eIF2 [89]. Because eIF2 is generally present in molar excess of
eIF2B, a moderate increase in affinity for eIF2B might account for the strong inhibi-
tion of translation that occurs in mammals [12, 109] and yeast [22, 77, 110] when only
a fraction of eIF2 is phosphorylated. Studies in yeast showed that the degree of trans-
lation inhibition was correlated with the eIF2( P) : eIF2 ratio instead of the absolute
amount of eIF2( P) present in cells, consistent with a competitive mode of inhibi-
tion and a relatively high dissociation rate for the inhibited eIF2B–eIF2( P)–GDP
complex [26].

As discussed above, phosphorylation of eIF2  by GCN2 in amino acid-starved
yeast cells inhibits eIF2B and lowers the concentration of TC, reducing general
translation initiation but specifically increasing GCN4 translation. The fact that
gcn3  mutants are defective for this response (Gcn– phenotype) [97] suggested that
eIF2B GCN3 mediates the inhibitory effect of eIF2( P) on eIF2B function. The
strong sequence similarity of eIF2B /GCD2 and eIF2B /GCD7 to /GCN3 [111,
112] (Figs. 7.2-6C–E) suggested that GCD2 and GCD7 also are involved in nega-
tive regulation of eIF2B by eIF2( P). Consistently, overexpressing these three eIF2B
subunits in yeast led to formation of a stable subcomplex that can reduce the toxic
effect of high-level eIF2( P) on cell growth [113] and can bind to purified eIF2 in
vitro in a manner stimulated by eIF2  phosphorylation [87]. Hence, these authors
proposed that the overexpressed subcomplex binds preferentially to eIF2( P)–GDP
and prevents it from interfering with the ability of endogenous eIF2B holoprotein to
recycle the unphosphorylated eIF2-GDP. All three eIF2B subunits ( and ) are
required for binding to eIF2( P) [87]. Subsequently, it was shown that the eIF2B 

 regulatory subcomplex, but not the individual subunits, can also bind recombi-
nant eIF2 /SUI2 in vitro, dependent on phosphorylation of the latter at Ser51. Thus,
the eIF2B regulatory subcomplex directly interacts with eIF2  in a manner stabi-
lized by phosphorylation of Ser51 [84]. There is genetic and biochemical evidence
that the C-terminal portion of eIF2B /GCD2, which is related in sequence to /
GCD7 and /GCN3, is sufficient for complex formation with the latter two subunits
in vivo [113]. Hence, a heterotrimeric structure comprised of the homologous seg-
ments of eIF2B  is thought to be the binding domain for the phosphorylated
NTD of eIF2  (eIF2 -BD in Figs. 7.2-6C, D and 7.2-7).

Additional genetic evidence implicating /GCD2 and /GCD7 in negative regula-
tion of eIF2B came from isolation of Gcn– point mutations in these two subunits
that relieve the inhibitory effects of eIF2( P) on translation without impairing GEF
function, mimicking in both respects a gcn3  mutant [108, 114]. As these GCD2 and
GCD7 mutations do not simply cause /GCN3 to be lost from eIF2B, it appears that
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/GCD2 and /GCD7 act directly in the regulation of eIF2B [108]. The GCD2 and
GCD7 mutations could decrease the affinity of eIF2B for eIF2( P) or, alternatively,
allow eIF2B to accept eIF2( P)-GDP as a substrate. The latter mechanism is favored
by the fact that nearly all eIF2  was phosphorylated in certain of these mutants
[108], and was later confirmed biochemically for the GCD7-S119P and GCD7-I118T,
-D178Y mutations in eIF2B (Fig. 7.2-6D) and for the four-subunit complex lacking
GCN3 (i.e., the gcn3 mutation), as follows. All three mutant eIF2B holoproteins
were shown to catalyze nucleotide exchange at high levels using either phosphory-
lated or unphosphorylated eIF2-GDP as substrate, as did the /GCD6– /GCD1 cata-
lytic subcomplex [87]. Based on these findings, it was proposed that the eIF2B 
regulatory subcomplex is required to inhibit the  catalytic subcomplex when the
substrate is phosphorylated. Tight binding of phosphorylated eIF2  to the eIF2B 

 subcomplex would prevent the productive interaction between the eIF2B  cat-
alytic subcomplex and eIF2 which is required for release of GDP from the latter
(Fig. 7.2-7). Support for this model came from the fact that the Gcn– mutations
GCD7-S119P and GCD7-I118T,-D178Y in eIF2B  decreased binding of the eIF2B 

 subcomplex, and also of eIF2B holoprotein, to phosphorylated recombinant
eIF2 (Fig. 7.2-6D). These mutations also decreased interaction between the eIF2B
and eIF2 holoproteins, even when the latter was unphosphorylated. Thus, contacts
between the eIF2B  subcomplex and eIF2  probably contribute to the produc-
tive interaction of eIF2B with nonphosphorylated eIF2-GDP [84]. This is consistent
with results showing that the Km value of eIF2B for eIF2-GDP increased by an order
of magnitude when the  subunit of eIF2 was missing [86]. Presumably, the pres-
ence of a phosphate group at Ser51 provides additional contacts with the eIF2B 
subcomplex that interfere with the correct interaction between the eIF2B  sub-
complex and the GDP-binding pocket in eIF2 Fig. 7.2-7).

Two mutations were introduced into rat eIF2B  identical to substitutions in 
GCD2 that individually rendered yeast eIF2B insensitive to eIF2( P) in vivo (Gcn–

phenotype) [108]. The rat eIF2B bearing the G377K, L381Q double substitution in
the -subunit (eIF2B[ *]) was only minimally inhibited by preincubation with
eIF2( P), similar to what occurred with the four-subunit eIF2B lacking the -sub-
unit. Unlike the latter, however, the eIF2B( *) complex was completely ineffective
using eIF2( P)-GDP as a substrate. Presumably, the eIF2B( *) complex escapes
inhibition primarily because it binds the phosphorylated inhibitor less tightly than
the unphosphorylated substrate [98].

Most of the Gcn– mutations in eIF2B fall into two clusters located in regions of
strong sequence similarity among the GCN3, GCD7 and /GCD2 subunits
(Figs. 7.2-6C–E), leading to the suggestion that the structurally homologous seg-
ments in these subunits interact to form a binding pocket for the phosphorylated
NTD of eIF2 [108]. As noted above, Gcn– point mutations were also isolated in the
NTD of yeast eIF2  that eliminate the inhibitory effect of eIF2( P -GDP on eIF2B
activity [83] (Fig. 7.2-4D). Consistently, a number of these mutations weaken bind-
ing of recombinant phosphorylated eIF2  to the eIF2B  subcomplex or eIF2B
holoprotein [84], suggesting that at least some portion of the OB domain in eIF2
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(Fig. 7.2-5C) binds directly to the eIF2B  subcomplex (Fig. 7.2-7). The Ala sub-
stitution of Ser-48 has the same phenotype in mammalian cells when eIF2  is phos-
phorylated by PKR, HRI, or in response to heat shock [115–120]. Interestingly,
addition of eIF2 -S48A to inhibited RRL reduced the abundance of 15S complexes
containing eIF2, thought to represent inactive eIF2B-eIF2( P)–GDP complexes
[121]. This last finding supports the idea that Ala-48 reduces the affinity of eIF2( P)–
GDP for eIF2B [120]. Consistently, the Ala-48 mutation in yeast eIF2  partially sup-
pressed growth inhibition by hyperactive GCN2c kinases without lowering Ser51

phosphorylation [77].
Interestingly, mutations in each of the five subunits of eIF2B have been associated

with the human genetic disease leukoencephalopathy with vanishing white matter
(VWM) [122, 123]. It is unknown whether these mutations lead to defects in eIF2B
function or its regulation.

Additional Functions for eIF2B?

It was found that gcd1 and gcd2 mutations in yeast eIF2B subunits led to accumula-
tion of eIF2 in 43–48S complexes [22, 23], implying that initiation was blocked at a
step in the pathway following TC binding to the 40S subunit, rather than at TC for-
mation. Similarly, in rabbit reticulocyte lysates (RRL) inhibited by eIF2  phosphory-
lation, the eIF2( P) and exogenously added mRNA and tRNA  accumulated in
48S complexes [124]. Other workers observed accumulation of 48S complexes and
halfmer polysomes containing Met-tRNA  in inhibited RRL that could be reversed
by exogenous eIF2B. Because the 48S complexes lacked eIF2 and halfmers did not
appear immediately, it was proposed that 80S initiation complexes could not pro-
ceed to elongation and dissociated into mRNA-bound 40S subunits (halfmers) [125,
126]. Several groups have observed eIF2-GDP bound to 60S [121, 125–128] or 40S
subunits [129], which might represent physiological intermediates in the initiation
pathway. Ribosome-bound eIF2-GDP could have a positive role in subunit joining,
or it could arise following GTP hydrolysis and release of eIF2-GDP from the P-site
on AUG recognition. In either case, eIF2B may be required to remove eIF2-GDP
from the ribosome in addition to exchanging GDP for GTP, and phosphorylation of
eIF2  could convert ribosome-bound eIF2-GDP into an inhibitor of subunit joining.
Interestingly, deletion of the 40S protein RPS31/UBI3 in yeast suppressed the Gcd-

and Ts- phenotypes of gcd2 and gcd1 mutations in eIF2B, prompting the suggestion
that elimination of RPS31 partially overcomes a requirement for an eIF2B function
on the 40S ribosome [130]. Consistently, eIF2B accumulated in 40S complexes in
the gcd1-101 mutant [22]. It has also been proposed that eIF2B stimulates TC forma-
tion [131] and TC binding to 40S subunits in the context of an eIF2B-eIF2-GTP-Met-
tRNA  quaternary complex [132]. As noted above, elimination of eIF2B is not
lethal in yeast cells that are overexpressing the TC [85]; hence, all of these putative
additional functions of eIF2B would have to be by-passed in yeast by artificially
increasing the TC concentration.
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7.2.2.4 Binding of Ternary Complex and mRNA to the 
40S Ribosome is Stimulated by eIF3

eIF3 Promotes Ternary Complex Binding to 40S Ribosomes

The TC can bind to purified 40S subunits in the absence of other factors, and this
interaction is stimulated by high, nonphysiological Mg2+ concentrations (greater
than 2 mM) and the AUG triplet [36]. (Use of AUG in place of mRNA obviates the
need for factors required for mRNA binding to the ribosome.) The stimulatory
effect of the AUG triplet suggests that base pairing between the start codon and
Met-tRNA  stabilizes TC association with 40S ribosomes. High-level binding of
the TC to 40S subunits under more physiological conditions requires eIF1, eIF1A
and eIF3 [32, 33, 37, 133–135]. TC binding to purified 40S ribosomes can be stimu-
lated by a factor of 2–3 by the addition of purified eIF3. The eIF3 can bind to 40S
ribosomes in the absence of other factors, although this association is enhanced by
simultaneous binding of the TC [35–38]. The majority of native free 40S subunits in
mammalian extracts contain eIF3 [136]. Based on these results, it is generally con-
sidered that eIF3 binds to 40S subunits first and then helps to recruit the TC
(Fig. 7.2-1). Consistently, a Ts– lethal mutation in the yeast eIF3b subunit (encoded
by PRT1) produced a severe initiation defect in vivo [137] and heat-treated prt1-1
extracts were defective for TC binding to 40S subunits in a manner rescued by puri-
fied wild-type eIF3 [138, 139]. Relatively little is known about how eIF3 stimulates
TC binding, although the physical connections linking yeast eIF3 to eIF2 in a MFC
(described below) may permit cooperative binding of both factors to adjacent sites
on the 40S subunit.

A Subunit Interaction Model for eIF3

Mammalian eIF3 is a complicated factor, containing 11 nonidentical subunits
(Table 7.2-2). Purified plant eIF3 contains orthologs of 10 of these proteins, lacking
only eIF3j/p35, and contains an 11th subunit (eIF3l/p67) not found in the mamma-
lian factor [140]. The eIF3 purified from budding yeast contains orthologs of only
five mammalian eIF3 subunits as stoichiometric components (eIF3a/TIF32, eIF3b/
PRT1, eIF3c/NIP1, eIF3g/TIF35, and eIF3i/TIF34) [139], all of which are essential
proteins required for translation initiation in vivo [140–147]. A sixth ortholog, eIF3j/
HCR1, is a nonessential, substoichiometric subunit of yeast eIF3 that promotes
interactions between eIF3 and other eIFs in the 43S complex, and also has an inde-
pendent function in 40S ribosome biogenesis [148–150]. A possible budding yeast
ortholog of human eIF3e subunit, called PCI8, was found to interact with eIF3 holo-
protein in vivo when overexpressed, and also can bind to recombinant eIF3b/PRT1
in vitro, as did human eIF3e/Int-6; however, a pci8  mutation had no effect on trans-
lation in vivo [151]. Together, these findings suggest that the essential yeast eIF3
subunits (a, b, c, g and i) constitute a conserved core that can execute the critical
functions of this factor. Consistent with this idea, the eIF3g and eIF3i subunits are
also essential in fission yeast, whereas the “non-core” subunits, Moe1/d and Int6/e,
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are dispensable [152-155]. Deletion of the latter two proteins reduces the stability of
the eIF3 complex in fission yeast extracts [156], but produces only a modest reduc-
tion in translation rates in vivo [152, 153, 156]. The moe1  and int6  mutations pro-
duce an assortment of phenotypes [152, 153, 156] that could arise from reduced
translation of a subset of mRNAs or from a possible involvement of these noncore
subunits in other biological processes.

When purified by its ability to stimulate Met-puromycin synthesis [157], yeast eIF3
preparations contained two additional proteins of 135 and 62 kDa, subsequently iden-
tified as TIF31 [147] and GCD10 [158] in addition to the core eIF3 subunits. Affinity
purification of eIF3 confirmed the association of TIF31 with the complex [144], and
recombinant TIF31 interacted with TIF35/eIF3g in several assays [147]. However,
TIF31 is nonessential and its deletion has no effect on cell growth or polysome
profiles [147]. It was not possible to confirm a direct association of GCD10 with eIF3
by affinity purification or co-immunoprecipitation with tagged eIF3 subunits from
cell extracts [139, 159, 160]. Moreover, GCD10 resides in a nuclear complex with the
product of GCD14 that is required for the formation of 1-methyladenosine at position
58 (m1A58) in all tRNAs containing this modification, including tRNA  [159, 161].
It is unclear whether GCD10 contributes to eIF3 function in the cytoplasm, and the
requirement for GCD10 in translational repression of GCN4 mRNA [27] can be
explained at the level of tRNA  biogenesis and TC formation.

Pairwise interactions among the yeast core eIF3 subunits have been studied exten-
sively by yeast two-hybrid and in vitro binding assays, leading to a subunit interac-
tion model for the complex (Fig. 7.2-9A) [139, 145–147, 149]. Many aspects of this
model have been confirmed and refined in vivo by making deletions of predicted
binding domains in affinity-tagged forms of the three largest eIF3 subunits and
determining the subunit compositions of the resulting subcomplexes that were
affinity-purified from yeast. In the latest model, each of the three largest subunits
(TIF32/a, PRT1/b, and NIP1/c) contains separate binding domains for the other two
proteins, whereas the smaller subunits (TIF34/i and TIF35/g) bind only to the CTD
of PRT1/b and to one another. HCR1/j binds to both PRT1/b and TIF32/a [162]. In
accordance with this model, PRT1/b can form two distinct subcomplexes in vivo,
one containing TIF32/a, PRT1/b, and NIP1/c (a/b/c), and the other comprised of
PRT1/b, TIF34/i and TIF35/g (b/i/g) (Fig. 7.2-9A). Whereas the larger a/b/c sub-
complex could restore 40S binding of Met-tRNA  and mRNA, and translation of a
luciferase reporter mRNA in a prt1-1 extract, the smaller b/i/g subcomplex was rela-
tively inert for all three activities [163]. Consistent with the subunit interaction
model, expression of N-terminally truncated PRT1/b lacking the predicted RNA rec-
ognition motif RRM; RRM, Fig. 7.2-9D) sequestered TIF34 and TIF35 in an inac-
tive subcomplex lacking TIF32/a and NIP1/c that could not associate with
ribosomes in extracts and had a dominant-negative effect on cell growth [149, 164].
Similarly, overexpression of a truncated form of PRT1/b lacking the extreme C-ter-
minus ( 7, Fig. 7.2-9D) sequestered TIF32 and NIP1 in a defective subcomplex lack-
ing TIF34/i and TIF35/g [162]. The deleterious effect on cell growth of producing
the latter subcomplex underscores the fact that TIF34/i and TIF35/g are essential in
vivo even though they are dispensable for measurable eIF3 activity in vitro.
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Figure 7.2-9 Schematic representations of the 
MFC and primary structures of eIF3 subunits 
of yeast. (A) A 3D model of the yeast MFC based 
on binary interactions between isolated recom-
binant subunits and affinity purifications of 
MFC subcomplexes produced by His8-tagged 
subunits harboring deletions of predicted 
binding domains for other components of the 
complex. The various subunits of eIF3 (orange, 
red, and purple shapes) are labeled with their 
yeast (e.g., TIF32) and universal (e.g., 3a) 
designations. The subunits of eIF2 (green) are 
labeled , , and , with GTP and Met-tRNA  
bound (primarily) to eIF2  to comprise the TC. 
The protein subunits and Met-tRNA  are 
shown roughly in proportion to their molecular 
weights. The eIF5, NIP1, and termini of TIF32 
are depicted as solid rather than partially 
transparent shapes to emphasize their 
importance in binding to 40S ribosomes. 
Specific inter-actions detected of eIF3 subunits 
with RPS0A and helices 16-18 of 18S rRNA are 

depicted (186). The locations of relevant 
deletion endpoints also are indicated. NTD, N-
terminal domain; CTD, C-terminal domain; hld, 
HCR1-like domain; rrm, RNA recognition motif.
(B)–(G) The amino acid sequences of the yeast 
eIF3 subunits are depicted as rectangles using 
the same color schemes as in (A) with selected 
amino acid positions and locations of selected 
point mutations shown above, and the loca-
tions of selected deletions shown below. The 
locations of binding domains for other MFC 
components, other eIFs, 40S ribosomal 
proteins RPS0A and RPS10A, and 18S rRNA 
are all indicated below the schematics with 
double-headed arrows. The locations of PCI 
homology domains in TIF32 and NIP1 (pci), 
the HCR1-like domain in TIF32 (hld), WD 
repeats in TIF34 (wd 1, 2,…,7), predicted RNA 
recognition motifs (rrm) in PRT1 and TIF35, 
and a predicted Zn-binding domain in TIF35 
(zn) are also indicated in the colored rectangles. 
See text for further details.
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Although the PRT1/b CTD contains a NIP1/c-binding site (Fig. 7.2-9D), PRT1/b
must interact with both TIF32/a and NIP1 for efficient incorporation into the eIF3
complex [162]. This can explain why a stable PRT1/b–NIP1/c binary complex was
not formed in vivo by overexpressing these two subunits alone. By contrast, a stable
TIF32/a–PRT1/b binary complex was purified from yeast and found to have low-
level activity in promoting 40S binding of Met-tRNA  and mRNA in a prt1-1 extract
[163]. Additionally, TIF32/a and NIP1/c can form a stable subcomplex in the
absence of other eIF3 subunits [162]. The results of yeast two-hybrid and in vitro
binding experiments suggest that the “noncore” eIF3 subunits eIF3e/INT-6 and
eIF3d/Moe1 interact with one another and that eIF3e additionally binds to the three
largest core subunits that comprise the stable a/b/c subcomplex described above
[151, 165–167]. Consistently, disruption of eIF3d/Moe1 reduced the level of eIF3e/
INT-6 in S. pombe extracts [167].

eIF3 Resides in a Multi Factor Complex with eIF1, eIF2, and eIF5

The eIF3 is physically associated with other essential eIFs in yeast. It co-purified
with eIF1 [139, 168] and contained nearly stoichiometric amounts of eIF5 when
purified by affinity chromatography [139]. In vitro, eIF1 and the eIF5-CTD can bind
simultaneously to the NIP1/c-NTD [34, 69, 139]. Consistently, yeast eIF1 and eIF5
co-purified with the eIF3 a/b/c subcomplex, but not with the b/i/g subcomplex
described above [163] (Fig. 7.2-9A). Interactions of eIF1 and eIF5 with eIF3c have
also been observed for the mammalian factors [4, 169]. Interestingly, the yeast eIF5-
CTD can interact simultaneously with NIP1/c and the -subunit of eIF2 in vitro [34,
69], suggesting that eIF5 can bridge a physical interaction between eIFs-2 and -3.
Indeed, a MFC containing eIF1, eIF2, eIF3, eIF5 and Met-tRNA  (Fig. 7.2-9A) was
shown to exist free of ribosomes and could be purified from yeast extracts. The
seven alanine substitutions in AA-box 2 of the eIF5-CTD in the tif5-7A allele
(described above) disrupt interactions of eIF5 with both eIF2  and the NIP1-NTD in
vitro and dissociate eIF2 from eIF3 in vivo. This mutation confers a diminished rate
of translation initiation and Slg– phenotype providing evidence that the MFC is an
important initiation intermediate in vivo [34, 69]. Recent work indicates that TIF32/a
mediates a second, direct contact between eIF3 and eIF2 in the MFC. The CTD of
TIF32/a can bind to recombinant eIF2  in vitro and to eIF2 holoprotein in vivo in the
absence of all other MFC components (Fig. 7.2-9B, 4). Consistently, a truncated
form of TIF32/a lacking this binding domain (TIF32- 6) forms a MFC in vivo that
lacks only eIF2. Overexpression of TIF32- 6 confers a dominant Slg– phenotype in
otherwise wild-type cells and it exacerbates the translation-initiation defect in tif5-7A
cells. Thus, the direct connection between eIF2  and eIF3 involving the TIF32-CTD
and the indirect contact between eIF2  and NIP1/c via the eIF5-CTD seem to have
additive stimulatory effects on a common step of translation initiation in vivo [162].
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Formation of the MFC Stimulates Multiple Steps of Initiation

The presence of eIF2 and eIF3 in the MFC might be expected to enhance TC bind-
ing to ribosomes by cooperative binding of both factors to the 40S subunit. Three
observations are consistent with this idea. First, TC binding to 40S subunits was
defective in tif5-7A extracts in a manner rescued by purified wild-type eIF5 [72]. Sec-
ond, the Slg– phenotypes of tif5-7A and high-copy TIF32- 6 were partially sup-
pressed by overexpression of the TC [69, 162]. Thus, at least one consequence of
disrupting MFC integrity seems to be a reduction in TC binding to 40S subunits.
Third, overexpression of the NIP1-NTD sequesters eIF2, eIF1 and eIF5 in a nonribo-
somal subcomplex lacking all eIF3 subunits (Fig. 7.2-9C, N) and produces a Gcd–

phenotype. This phenotype is exacerbated by overexpressing eIF1 and eIF5, which
enhances formation of the NIP1-NTD/eIF5/eIF1/eIF2 subcomplex in vivo, and also
by overexpressing the TIF32-CTD, which sequesters eIF2 in a distinct binary com-
plex. Because the Gcd– phenotype of the NIP1-NTD was suppressed by simulta-
neously overexpressing TC, it was concluded that TC binds to the 40S subunit
inefficiently when it resides in the NIP1-NTD/eIF5/eIF1/eIF2 or the TIF32-CTD/
eIF2 subcomplexes compared with intact MFC [162].

Paradoxically, no Gcd– phenotype was observed in tif5-7A mutant cells, even when
the TIF32- 6 protein was being overexpressed. Moreover, there was an accumula-
tion of 48S complexes containing eIF1, eIF2 and eIF3 but lacking eIF5 in tif5-7A
cells [72]. These observations have been interpreted to indicate that the physical con-
tacts among eIF2, eIF5 and eIF3 in the MFC are most critically required in vivo for a
step(s) subsequent to TC binding to 40S subunits, such as scanning, AUG recogni-
tion, or GTP hydrolysis by eIF2. In this view, impairing one of the latter steps
reduces the rate at which 48S complexes are consumed to produce 80S initiation
complexes, compensating for the reduced rate of TC binding to 40S subunits that
results from disrupting the MFC and suppressing the depletion of 43S complexes.
The eIF5 stimulates GTP hydrolysis by eIF2 at AUG start codons and this reaction
may be inhibited by eIF1 at non-AUG codons [53, 170] (see below). In addition, there
is evidence that eIF1 promotes scanning and can destabilize 48S complexes at near-
cognate start codons or at AUG triplets in a suboptimal sequence context [171]. As
shown in Fig. 7.2-9(A), eIF1 is tethered to the MFC by interactions with the eIF5-
CTD, the NIP1-NTD, and a C-terminal segment in TIF32 [34, 69, 139, 162, 163].
Thus, it is possible that MFC integrity is critically required to juxtapose eIF1, eIF2
and eIF5 in relation to one another and the P-site of the ribosome in a manner
required for efficient scanning, AUG recognition, or GTP hydrolysis at the start
codon.

To explain the absence of a Gcd– phenotype in the tif5-7A and TIF32- 6 mutants,
it could be proposed that a delay in scanning or GTP hydrolysis at the uORF4 start
codon produced by these mutations would impede the progression of all 40S ribo-
somes scanning from uORF1, compensating for the reduced rate of TC binding
expected to occur in these mutants. This would restore efficient reinitiation at
uORF4 and suppress the Gcd– phenotype that normally results from a decreased
rate of TC binding. By contrast, overexpressing the NIP1/c-NTD or TIF32/b-CTD
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sequesters eIF2 in defective subcomplexes and reduces the concentration of intact
MFC, but does not generate MFC subcomplexes with the defects in scanning, AUG
recognition or GTP hydrolysis postulated above. Hence, overexpressing the NIP1/c-
NTD or TIF32/b-CTD has the same outcome as mutations in eIF2B, merely reduc-
ing the rate of TC binding to 40S subunits, thus yielding a Gcd– phenotype [162]. An
alternative possibility that cannot be discounted is that TC binding during reinitia-
tion on GCN4 mRNA does not involve eIF3 and the MFC, and that sequestering
eIF2 in the subcomplex with eIF5, eIF1, and the NIP1/c-NTD interferes with its
recycling by eIF2B or formation of the TC, rather than delaying TC binding to 40S
subunits.

Possible Functions of eIF3 in mRNA Binding

In addition to its role in Met-tRNA  recruitment, eIF3 also stimulates mRNA bind-
ing to the 40S subunit in mammalian and yeast extracts [29, 37, 133, 163]. Because
TC binding stimulates mRNA binding to the 40S ribosome [37, 133], eIF3 could act
indirectly through its role in TC recruitment. However, eIF3 also seems to have an
additional function in mRNA binding independent of TC [133]. The latter is gener-
ally attributed to interactions between eIF3 and the mRNA-associated factors eIF4G
[172] or eIF4B [173]. Whereas mammalian eIF4B interacts directly with the eIF3a/
p170 subunit [174], the yeast homolog of eIF4B (encoded by TIF3) interacts with
yeast TIF35/eIF3g [147] (Fig. 7.2-9F). Mammalian eIF3 contains three subunits that
can bind RNA as isolated proteins (eIF3a/p170, eIF3d/p66, and eIF3g/p44) [144,
175–178] (Table 7.2-2) and thus eIF3 could interact directly with mRNA in the initia-
tion complex. Indeed, the b, c, and d subunits of mammalian eIF3 were found
crosslinked to globin mRNA in 48S preinitiation complexes [175]. RNA-binding
activities of certain eIF3 subunits could mediate direct interactions with the 18S
rRNA, as suggested by UV-crosslinking experiments for human eIF3d/p66 [179].
Deletion of the RRM from yeast eIF3g/TIF35 was not lethal but produced a Slg–

phenotype. The nature of the RNA that interacts with this RRM is unknown.
Mammalian eIF3 can bind to the hepatitis C virus (HCV) and classical swine fever

virus IRES elements, and the eIF3a/p170, eIF3b/p116, eIF3d/p66 and eIF3f/p47
subunits were found crosslinked to these mRNA sequences [180, 181]. The binding
region for eIF3 in the HCV IRES has been localized to domains IIIa–b [180, 182] and
the cryo-EM map of the IRES–40S complex places this domain extending from the
platform side of the 40S subunit just below the mid-line of the particle [183]. This
location is consistent with the binding site for eIF3 on 40S subunits visualized in
three-dimensional (3D) reconstructions of electron micrographs of negatively
stained native 40S subunits [31, 184]; however, eIF3 also makes extensive contacts
with the solvent side of the 40S subunit in the model of Lutsch et al [184]. It is
unclear whether conventional mRNAs translated by the scanning mechanism will
interact with eIF3 in the same manner utilized by the HCV IRES, as the latter by-
passes the requirement for the eIF4 factors in forming the 48S complex [185].
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Binding of eIF3 to the 40S Ribosome

Recently, domains in eIF3 required for binding to 40S ribosomes were identified by
investigating whether the MFCs formed by mutant versions of TIF32/a and NIP1/c,
many of which lack numerous MFC components, can compete with native MFC for
stable 40S binding in vivo. The results showed that the N-terminal half of TIF32,
NIP1 and eIF5 comprise a minimal 40S binding unit (MBU) sufficient for 40S bind-
ing in vivo and in vitro. The N- and C-termini of NIP1 and the TIF32-NTD were
required for 40S binding by otherwise intact MFC complexes (TIF32- 8 mutation,
Fig. 7.2-9B; NIP1- B�, Fig. 7.2-9C), suggesting that these eIF3 segments make direct
contact with the 40S ribosome. Consistently, the TIF32-NTD interacted specifically
with 40S subunit proteins RPS0A and RPS10A, and NIP1 interacted with RPS0A
and 18S rRNA in vitro. The NIP1-NTD may also contact the 40S subunit in addition
to its role in tethering eIF5 to the MFC. eIF5 was necessary for 40S binding only
when the TIF32-CTD was absent. Thus, whereas the tif5-7A mutation did not reduce
40S binding by any MFC components except eIF5, it reduced binding by the mutant
subcomplexes formed by the C-terminally truncated proteins TIF32- 6 (lacking only
eIF2) and TIF32- 5 ( 5 and 6; Fig. 7.2-9B). Interestingly, a 140 nt segment of
domain I in rRNA, encompassing helices 16–18, is necessary and sufficient for spe-
cific binding of 18S rRNA to the TIF32-CTD in vitro. Hence, the 40S binding activity
of the TIF32-CTD may involve direct interaction with domain I of rRNA [186].

In the cryo-EM model of the yeast 40S subunit [187], RPS0A is on the solvent side
of the 40S subunit between the protuberance (pt) and beak (bk). Hence, binding of
the TIF32-NTD and NIP1 to RPS0A would place this portion of eIF3 on the solvent
side of the subunit, consistent with the EM analyses of 40S–eIF3 complexes [31, 184]
and the location of the HCV IRES (and its eIF3-binding domain) on the 40S subunit
[180, 182]. Interaction between the TIF32-CTD and helices 16 and 18 of the rRNA
would provide eIF3 with access to the 60S-interface side, as these helices are accessi-
ble from both sides of the 40S subunit. It was proposed that the bulk of eIF3 would
bind to the solvent side of the 40S whereas the TIF32-CTD and NIP1-NTD would
wrap around helix 16 or penetrate the cleft between the beak (bk) and shoulder (sh),
respectively, gaining access to the interface side of the subunit. The P-site is located
on the interface side ~50–55 Å from the binding sites for TIF32-CTD and NIP1-NTD
predicted in this model [186]. This separation is comparable with the dimensions of
the -subunit of eIF2 [51], making it reasonable to propose that the NTD of eIF2
can remain connected to the TIF32-CTD and the NIP1-NTD/eIF5 subassembly of
the MFC while Met-tRNA  is bound to the P-site. In contrast, the connections
between eIF1 and the TIF32-CTD and NIP1-NTD might have to be severed to allow
eIF1 to bind near the P-site [171].

7.2.2.5 eIF1A Stimulates Ternary Complex Binding to 40S Subunits 
and Participates in AUG Selection During Scanning

The ~17 kDa factor eIF1A has been implicated in ribosome dissociation, binding of
TC and mRNA to 40S subunits, and also in scanning. The yeast and mammalian
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eIF1A are similar in sequence and functionally interchangeable in supporting pro-
duction of 80S initiation complexes and Met-puromycin synthesis using all mam-
malian components [188]. Yeast eIF1A is an essential protein in vivo and its
depletion from cells impairs general translation initiation and leads to accumulation
of 40S dimers [189]. The latter suggests that eIF1A is bound to native 40S subunits
and prevents their dimerization in vivo. In early studies, mammalian eIF1A seemed
to be less active than eIF3 in promoting TC binding to 40S subunits [37, 133],
although a greater stimulation could be observed in the presence of 60S subunits
and was attributed to a ribosome anti-association activity of eIF1A [190]. In a more
recent study, purified eIF1A stimulated TC binding in the absence of mRNA or
AUG triplet by almost 20-fold, whereas purified eIF3 conferred only a 3-fold stimula-
tion [32, 134]. The eIF1 was found to augment the stimulatory effect of eIF1A on TC
binding in the absence of AUG, even though it had little activity on its own, and the
greatest level of TC binding occurred when eIF1, eIF1A and eIF3 were present
simultaneously [33]. Studying the corresponding yeast factors in a reconstituted sys-
tem, Lorsch et al. found that eIF1A could function in the absence of eIF3 to stimulate
TC binding to 40S subunits in the presence of a model 43-nt unstructured mRNA
and 60S subunits. In this system, eIF1A was strongly dependent on eIF1 for pro-
moting TC binding, whereas eIF3 had no stimulatory activity in the presence or
absence of eIF1 and eIF1A [135]. Thus, the relative importance of eIF1, eIF1A and
eIF3 in promoting 43S complex formation in vitro seems to vary with the source and
pre-paration of factors, ribosomes and assay conditions.

Maitra et al. [32] reported that eIF1A cannot stimulate TC binding in the presence
of 60S subunits under conditions that promote subunit joining. The eIF3, by con-
trast, could function in the presence of 60S subunits, but its stimulatory effect disap-
peared with the addition of an AUG triplet. To account for these findings, they
proposed that both eIF1A and eIF3 are required to form a stable 43S complex, with
eIF1A catalyzing transfer of TC to 40S subunits harboring eIF3. The eIF3, in con-
junction with TC, protects the 43S complex against disruption by a 60S subunit
prior to mRNA binding but becomes dispensable for this function once Met-
tRNA  is base-paired to the AUG codon [32]. As mentioned above, they found
more recently that eIF1A can enhance the anti-association activity of eIF3, and that
eIF1A and eIF1 function together as effectively as eIF3 does alone in preventing dis-
ruption of 43S complexes by 60S subunits in the absence of AUG. As in the case of
TC binding, the combination of all three factors conferred the greatest anti-associa-
tion activity of all. Consistently, it was found that eIF3 (strongly) and eIF1A (moder-
ately) enhanced stable 40S binding by eIF1, and that eIF1 (strongly) and eIF3
(moderately) enhanced 40S binding by eIF1A. Hence, eIF1, eIF1A and eIF3 proba-
bly cooperate in the formation of a stable 43S complex containing all three factors
and TC prior to mRNA binding in vitro [33].

The eIF1A has an ortholog in Archaea and exhibits significant sequence similarity
(21% identity) to bacterial initiation factor IF1 [2]. The three-dimensional structures
of E. coli IF1 [3] and mammalian eIF1A [191] both contain the five-stranded antipar-
allel -barrel known as the OB domain [3], whereas eIF1A contains an additional
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-helical domain and unstructured N- and C-terminal extensions not present in bac-
terial IF1 [191] (Fig. 7.2-8B). The archaeal orthologs of eIF1A contain abbreviated N-
and C-terminal extensions and may lack the -helical domain. As IF1 binds directly
to the A-site of the 30S ribosome [192, 193], the OB-fold in eIF1A most probably
binds to the A-site of 40S subunits in eukaryotes. The eIF1A shows nonspecific
RNA-binding activity in vitro [194] with a Kd of ~15 mM [191], and NMR analysis has
identified residues in the OB-fold and -helical domains of eIF1A whose chemical
shifts change in the presence of various RNAs, and thus may contact RNA directly.
Consistently, mutations of several such residues reduced RNA binding by eIF1A.
Interestingly, a K67D mutation of Lys67 also impaired eIF1A-stimulated TC binding
to 40S subunits in vitro, leading to the suggestion that this residue is required for
eIF1A binding to the rRNA in the 40S subunit (Figs. 7.2-8A and B) [191].

A C-terminal deletion that removes all of the unstructured CTD and a predicted
310 helix in the helical domain of yeast eIF1A produced a Gcd– phenotype in addition
to the Slg- phenotype observed for a smaller deletion that removes the eIF5B-bind-
ing domain (see below) (Fig. 7.2-8A). The fact that this Gcd– phenotype was sup-
pressed by overexpressing the TC suggests that it reflects diminished TC binding to
40S subunits scanning the GCN4 mRNA leader after translating uORF1 [195]. The
delayed rebinding of TC to these 40S subunits would allow a fraction of the latter to
by-pass uORFs 2–4 and reinitiate at GCN4 instead [19]. This provides the first in vivo
evidence that eIF1A enhances TC binding.

Pestova et al. showed that eIF1A also acts in conjunction with eIF1 in the presence
of TC, eIF3, and the mRNA-associated factors eIF4A, eIF4B and eIF4F, to promote
formation of a stable 48S complex with the ribosome positioned at the AUG codon,
as judged by toeprint analysis. In the absence of eIF1 and eIF1A, an unstable com-
plex was formed close to the 5�-end, whereas addition of eIF1, in a manner
enhanced by eIF1A, led to dissociation of this complex and the formation of the
more stable, correctly positioned 48S complex. For EMCV RNA, where ribosome
binding to the start codon is directed by an IRES, eIF1 could direct 40S ribosomes to
the correct AUG without eIF1A. Thus, eIF1 may possess the critical activity for posi-
tioning a 40S ribosome at the start codon [196]. Interestingly, mutations in residues
on the RNA-binding surface of eIF1A did not impair its ability to disrupt incorrect
48S complexes formed at the cap, but led to the stabilization of incorrect complexes
located upstream from the start site [191] (Fig. 7.2-8A). These data are consistent
with the idea that eIF1A acts from the A-site in conjunction with eIF1 to play a role
in AUG selection by initiator tRNA during the scanning process.

eIF1A Interacts with the IF2 Ortholog eIF5B

As discussed above, eIF1A and eIF5B are structural and functionally similar to bac-
terial IF1 and IF2, respectively. In accordance with evidence that IF1 and IF2 inter-
act on the 30S ribosome, eIF5B and eIF1A from yeast interact directly in vitro and
are stably associated in cell extracts. The last 24 amino acids in the unstructured
acidic tail of eIF1A and the C-terminal 153 residues in the eIF5B CTD are necessary
and sufficient for strong interaction between the yeast factors [6, 195]. Concurrently,
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NMR analysis showed that the C-terminal 14 residues of human eIF1A are suffi-
cient for binding to the eIF5B-CTD in vitro, and provided evidence that the last five
residues of eIF1A lie in a shallow hydrophobic groove between helices 13 and 14 in
the eIF5B CTD [197]. This portion of eIF5B corresponds to the last 32 residues of the
protein and is located in domain IV of the crystal structure of archaeal eIF5B that
forms the base of the chalice-like molecule [198] (Figs. 7.2-16A and B). A deletion of
the last 87 residues of yeast eIF5B impairs its function in vivo and in vitro [6], and
deletion of the eIF5B-binding domain in eIF1A also reduces translation initiation in
vivo [185, 195]. Thus, it seems likely that eIF1A–eIF5B association through their
extreme C-termini enhances an important aspect of initiation. This interaction
seems to be restricted to eukaryotes as the relevant domains in eIF1A and eIF5B are
missing in bacterial IF1 and IF2, and archaeal eIF1A lacks the eIF5B-binding
domain at the extreme C-terminus of eIF1A. There is evidence that the noncon-
served NTD of yeast eIF5B makes an additional contact with eIF1A that can be
observed only when both factors are bound to the same ribosome [195].

Overexpression of eIF1A exacerbated the growth defect of fun12 mutants which
either lack eIF5B entirely or contain a C-terminally truncated form of eIF5B. To
explain this genetic interaction, it was suggested that eIF1A is partially dependent
on eIF5B for release from the 80S initiation complex, such that eIF1A overexpres-
sion in a fun12 mutant would prolong binding of eIF1A to the ribosome and impede
entry of the first eEF1A-GTP–aminoacyl-tRNA complex into the A-site [6]. Given that
IF1–IF2 association mutually stabilizes binding of these factors to the 30S ribosome
[199, 200], interaction between the C-termini of eIF1A and eIF5B might also
enhance their association with the 40S ribosome early in the pathway. Suggestive
evidence for this possibility stems from the finding that deleting the eIF1A C-termi-
nus confers sensitivity to paromomycin (Par S phenotype) in a manner exacerbated
by deleting the NTD of eIF5B [195]. This drug binds to the A-site of prokaryotic ribo-
somes in a region overlapping the binding site for IF1 [193]; hence, it may compete
with eIF1A for A-site binding. In the absence of a strong interaction with eIF5B,
eIF1A may compete less effectively with paromomycin for the A-site.

Wagner and co-workers [197] presented an intriguing structural model for eIF5B
and eIF1A bound to the 40S ribosome (summarized in Fig. 7.2-16B, right), in which
the IF1-related central domain of eIF1A is bound to the A-site and makes contact
with domain II of eIF5B, in the manner proposed for bacterial IF1–IF2 interaction.
The extreme C-terminus of eIF1A binds to domain IV in eIF5B, as described above,
and the remainder of the unstructured eIF1A CTD is stretched out to span the 50 Å
separating the eIF5B domains II and IV. Domain IV in eIF5B additionally makes
contact with the methionine and accepter stem of Met-tRNA  located in the P-site,
as proposed for bacterial IF2 [197]. This model is consistent with the known physical
interactions between eIF5B and eIF1A, and the genetic evidence that eIF5B enhances
Met-tRNA  binding to the P-site [201] and promotes the release of eIF1A from the
A-site [6]. Interestingly, the helical domain of yeast eIF1A is oriented towards the P-
site in the model of Wagner et al, consistent with its role in TC binding. It was shown
that the unstructured basic NTD of eIF1A mediates direct interaction with eIF2 and
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eIF3 in vitro, although these interactions appear to be confined to the surface of 40S
subunits in vivo. Deleting this domain had a Slg- phenotype, especially at low growth
temperatures, but did not confer ParS or Gcd- phenotypes. Hence, its interactions
with eIF2 or eIF3 may be most important for a step following recruitment of TC that
involves isomerization of factors in the 43S or 48S complex [195]. If present in an
extended conformation, the eIF1A NTD may be long enough to permit physical con-
tact between eIF1A in the A-site and TC in the P-site (Fig. 7.2-16B, right).

7.2.3
Binding of Ribosomes to mRNA

7.2.3.1 The Ends of Eukaryotic mRNAs Contain Distinctive 
Conserved Structures

All nuclear-transcribed eukaryotic mRNAs contain the m7GpppN cap structure (in
which m is a methyl group and N is any nucleotide) [202]. The cap is added to the
nascent pre-mRNA early during transcription, and plays important roles in mRNA
metabolism in the nucleus and the cytoplasm, including splicing, nucleo-cytoplas-
mic export, translation and stability (see Ref. [203] for review). The cap is critical for
efficient translation, being the primary mRNA structure recognized by the transla-
tion-initiation machinery, via eIF4E, for assembly of the 48S preinitiation complex.
Some viral mRNAs do not contain a cap structure, and, thus, are not recruited to
ribosomes via eIF4E, but use an alternative mechanism involving direct binding of
the 40S ribosome to a specialized IRES (see below). A poly(A) tail is present on most
eukaryotic cellular mRNAs (except for mammalian histones), and several viral
mRNAs. The poly(A) tail plays an important role in mRNA stabilization and transla-
tion. Translation initiation is stimulated by the PABP, which binds to eIF4G and
thus brings about circularization of the mRNA (see below).

7.2.3.2 Ribosome Binding to mRNA is Stimulated by the 
eIF4 Factors

The recruitment of ribosomes to eukaryotic mRNAs is catalyzed by the eIF4 group
of factors, which includes eIF4A, eIF4B, eIF4G, and eIF4H, and requires the energy
provided by hydrolysis of ATP (see Refs. [174, 204] for reviews). The eIF4A, eIF4E
and eIF4G form a stable complex in mammalian cells, termed eIF4F, which inter-
acts directly with the cap through eIF4E (Fig. 7.2-10A). In other species, including
yeast, eIF4A is bound loosely to the eIF4F complex. The eIF4A is an RNA-dependent
ATPase and RNA helicase, and these activities are stimulated by eIF4B and eIF4H.
eIF4G is a large, modular scaffolding protein, containing binding sites for many
other initiation factors (Fig. 7.2-11A).

In the most general mechanism for ribosome binding to mRNA, eIF4F binds
directly to the cap structure via eIF4E. The 43S preinitiation complex is then
recruited to the mRNA by an interaction between eIF4G and eIF3, to form the 48S
pre-initiation complex (Figs. 7.2-10A and 7.2-1B). As discussed earlier and below, a
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Figure 7.2-10 Regulation of translation via 
interactions with the mRNA 5� cap structure 
(A) General model for 5�–3� interactions. 
(B) Inhibition of cap-dependent by 4E-BPs 
binding to eIF4E and displacement of eIF4G. 
(C) CPEB-dependent displacement by maskin of 
eIF4G. CPEB interacts with the cytoplasmic 
polyadenylation element (CPE), which resides in 
the 3�-UTR and with eIF4E. This interaction 
results in inhibition of translation. (D) Bicoid 

binds directly to the Bicoid response element 
(BRE) in the 3�-UTR of caudal mRNA and 
displaces eIF4G from eIF4E, resulting in 
inhibition of translation. The common 
mechanism by which eIF4G is displaced from 
eIF4E by 4E-BPs, Maskin and Bicoid is 
competition for binding to eIF4E through the 
common motif YXXXXL .In Maskin the 
tyrosine is substituted by threonine. Adapted 
with permission from Niessing et al. [293].
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Figure 7.2-11 Schematic representations of the 
primary and domain structures of eIF4 factors 
and PABP. (A) Protein-binding domains in eIF4G 
family members are indicated by different colors. 
eIF4GI, eIF4GII, p97, and Paip1 are mammalian 
proteins, whereas TIF4631 and TIF4632 are 
the yeast eIF4G homologs. Phosphorylation 
sites in eIF4GI are indicated by their amino 
acid position (yellow circle), and the major 
cleavage site by the poliovirus 2A protease 
is also shown. (B) Functional domains in 
human eIF4B. RRM (RNA recognition motif) 
binds weakly to nonspecific RNA. DRYG 

(a region rich in aspartic acid, arginine, tyro-
sine and glycine) is important for dimerization 
and interaction with eIF3. ARM (arginine-rich 
motif) binds strongly non-specific RNA and 
is required for stimulation of eIF4A helicase 
activity. The S6 kinase phosphorylation site 
is indicated (yellow circle). Adapted from 
Methot, et. al. [271]. (C) Domain structure 
of human PABP. The boundaries of the 
conserved four RRM domains and the 
CTD (PABC) are shown. Also indicated are 
the binding sites of different proteins as 
described in the text.
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number of other factors in the 43S complex participate in 48S complex assembly. It
is noteworthy that a direct interaction between eIF4G and eIF3 has not been demon-
strated in yeast, although eIF4G–eIF5 association has been detected and eIF5 may
bridge an association between eIF4G and eIF3 in yeast cells [72]. In the following
sections, structure–function relationships for the eIF4 initiation factors, followed by
a discussion of alternative mechanisms of ribosome binding, ending with a discus-
sion of the regulation of eIF4 activity are described.

eIF4E

eIF4E is the 24 kDa cap-binding subunit of eIF4F. It was first identified by its abil-
ity to cross link to the cap structure [205] and was subsequently purified from a RRL
[206]. eIF4E is essential for growth in yeast, and is highly conserved in primary
sequence from yeast to human [207] (Table 7.2-1). Human and yeast eIF4E are 32%
identical, and mammalian eIF4E can functionally substitute, albeit inefficiently, for
yeast eIF4E [207]. The 3D structures of mammalian and yeast eIF4E bound to a cap
analogue (m7GDP) were solved by X-ray crystallography and NMR, respectively [208,
209] (Fig. 7.2-12). The protein resembles a cupped hand or baseball glove. It consists
of a single /  domain composed of an eight-stranded, antiparallel curved -sheet,
backed on its dorsal surface by three long -helices. m7GDP occupies a narrow slot
on the concave surface of eIF4E, where m7GDP binding is mediated by –  stacking
interactions between the base and indole side chains of two tryptophans, Trp56 and
Trp102 in mammals or Trp58 and Trp104 in yeast. This binding is further stabilized by
other interactions including hydrogen bonds, van der Waals contacts and electro-
static interactions. The amino acids involved in cap binding are conserved phyloge-
netically, demonstrating that the mechanism of cap-binding to eIF4E is also highly
conserved.

eIF4E is phosphorylated on a single serine residue, Ser209 in mammals, which is
conserved in all metazoans. Based on the mouse eIF4E-m7GTP co-crystal structure,
it was suggested that phosphorylated Ser209 forms a salt bridge with Lys159 [210]. The
salt bridge was postulated to act as a clamp that brackets the proposed trajectory of
the mRNA to stabilize mRNA–eIF4E interaction. However, two recent papers [211–
212] demonstrated that eIF4E phosphorylated on Ser209 exhibits reduced, rather
than increased, affinity (2–4-fold) for cap analogs. A recently described human
eIF4E-m7GpppA co-crystal structure might help to resolve some of these questions.
It shows that the distance between the C  positions of Ser209 and Lys159 is ~19 Å,
which is too large for salt-bridge formation, thus arguing against a clamping mecha-
nism [213, 214]. It was suggested that electrostatic repulsion between the penulti-
mate adenosine of the cap structure and phosphorylated Ser 209 might reduce eIF4E
binding [211]. However, the distance might be too great (7 Å) for such a repulsion to
take place. Thus, the mechanism by which phosphorylation of Ser209 lowers cap
affinity is still in question. Regardless, the phosphorylation might stimulate the
release of eIF4E from the cap structure so that the initiation complex could scan
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towards the initiation codon, in analogy to promoter clearance following phosphory-
lation of transcription complexes [211].

eIF4G

eIF4G is a modular scaffolding protein, and plays a major role in recruiting the ribo-
some to mRNA and coordinating the assembly of the 48S pre-initiation complex
(Table 7.2-1). All eukaryotes contain two related eIF4G proteins (eIF4GI and
eIF4GII in mammals are 46% identical; TIF4631 and TIF4632 in yeast are 53%
identical). Neither TIF4631 nor TIF4632 is essential in yeast, but deletion of both is
lethal [215]; hence, they execute partially overlapping functions. Mammalian cells

Figure 7.2-12 Ribbon diagram drawings of the 3D structure of yeast 
and murine eIF4E. (A) Solution structure of yeast eIF4E 
determined by NMR spectroscopy (shown with  sheets in blue 
and helices in yellow). The cap structure binds to the convex 
surface of eIF4E, whereas the 4E-BP and eIF4G bind to a shared 
motif on the convex dorsal surface of eIF4E [209] (PDB ID: 1AP8). 
(B) X-ray co-crystal structure of eIF4E with m7GDP. Only the cap-
binding slot and the surrounding region of eIF4E is shown. The 
amino acids, which participate in m7GDP binding, are indicated. 
Salt bridges, hydrogen bonds and van der Waals interactions are 
shown as dotted lines. Bridging water molecules are drawn in black 
(from Ref. [208]; PDB ID: 1EJ1). The two views of the molecule are 
rotated 90o relative to each other.
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contain one additional, more distantly related eIF4G homologue p97/NAT1/DAP5
(see below). eIF4G is traditionally divided into three regions, which correspond to
separate structural and functional domains connected by unstructured hinge
regions that are sensitive to proteases (Fig. 7.2-11A). This stems from early reports
on the cleavage by eIF4G into three fragments of roughly equal size by the picornavi-
rus 2A protease [172]. The hinge regions are also susceptible to cleavage by the HIV-
1 viral protease [216] and cellular proteases, such as the caspases involved in pro-
gramed cell death (apoptosis) [217]. It is likely that the hinge regions provide the nec-
essary flexibility to the independent domains to interact with each other and control
eIF4G function [218].

The N-terminal fragment of eIF4G in all species examined contains binding sites
for PABP and eIF4E [219–221] and the middle fragments contain the interaction
domains for eIF4A, eIF3 and mRNA [222–224]. The C-terminal region, which exists
only in metazoans (even in plants it is much shorter), contains an additional binding
site for eIF4A [172, 224] and a binding domain for the serine–threonine protein
kinases Mnk1 and Mnk2 [225, 226] (Fig. 7.2-11A).

It is well established that eIF4A binding to the mammalian eIF4G middle domain
is sufficient for ribosome binding [227, 228]. Thus, a 43S pre-initiation complex can
be assembled efficiently on an IRES-containing mRNA with only the eIF4G middle
domain [228], or with the middle domain plus the eIF4E-binding site on a capped
mRNA [218]. What then is the function of the second, C-terminal eIF4A binding
site? Most evidence suggests that only one eIF4A molecule at a time interacts with
one eIF4G molecule. This was initially suggested based on the finding that a mutant
eIF4G defective for eIF4A binding to the C-terminal region exhibits a 3–4-fold
reduction in translation, whereas deletion of the entire C-terminal fragment reduced
translation by only 2-fold. It was therefore proposed that one molecule of eIF4A
interacts with both the middle and C-terminal domains of eIF4G through two sepa-
rate surfaces. This model was subsequently corroborated by showing that two differ-
entially epitope-tagged eIF4A molecules failed to co-immunoprecipitate, consistent
with nonsimultaneous binding of two molecules of eIF4A to the same eIF4G mole-
cule [229]. Notwithstanding these conclusions, analysis of the ratio of eIF4A to
eIF4G in the eIF4F complex led Korneeva et al. to conclude that the stoichiometry of
eIF4A to eIF4G is 2 :1 [230]. Clearly, further experiments are needed to resolve this
disagreement. Why is there a requirement for two eIF4A-binding sites in eIF4G in
mammals but not in plants or fungi? As noted above, the C-terminus might play a
modulatory role in translation, which could involve phosphorylation of eIF4G via
signaling pathways that affect growth and proliferation. Thus, in mammals, the
CTD might mediate rearrangements of eIF4G interactions with other initiation fac-
tors following phosphorylation (see below). Recent findings show that the middle
domain of eIF4G in yeast also interacts with eIF5 and this interaction could underlie
the role of eIF5 in promoting 48S complex formation [72].

Several additional proteins have been reported to interact with eIF4G and could
exert important physiological effects on translation or mRNA stability. However,
these novel interactions have been less rigorously characterized in biochemical
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assays than those described above. Pdcd4 is a tumor-suppressor protein that inter-
acts with both eIF4A and eIF4G and inhibits cap-dependent translation [231]. The
interaction site of Pdcd4 on eIF4G is in the middle domain. CBP80, together with
CBP20, forms the nuclear cap-binding protein complex (nCBP) that is conserved
from yeast to humans [232]. CBP20 interacts directly with the cap structure, whereas
CBP80 was reported to interact with eIF4G both in yeast and in mammals [233, 234].
The interaction domain in yeast was mapped to the region between the eIF4E- and
eIF4A-binding sites. There is evidence that the nCBP–eIF4G complex functions in
the first round of translation [233, 235], and it was proposed that this “pioneer
round” of translation is critical for degradation of mRNAs harboring premature stop
codons by the nonsense-mediated mRNA decay (NMD) pathway [235]. Finally, the
yeast decapping enzyme DCP1 was reported to interact with eIF4G and stimulate
decapping of the mRNA [236]; however, the mechanism and characteristics of this
interaction are yet to be determined.

The 3D structures of portions of the N-terminal and middle domains of eIF4G
were resolved by X-ray crystallography and NMR spectroscopy. The structure of the
eIF4E-binding site in the NTD of eIF4G was determined by NMR spectroscopy in
yeast [237] and X-ray crystallography for mouse eIF4G [238]. In both species the
eIF4E-binding domain is unfolded and becomes structured by an induced fit mecha-
nism upon binding to eIF4E. A small unfolded fragment of mouse eIF4G (28 amino
acids) assumes an -helical structure with two turns when bound to eIF4E [238]
(Fig. 7.2-13). A similar finding was made for an unstructured sequence of 88 amino
acids in yeast eIF4G that becomes structured and resistant to proteases upon bind-
ing to eIF4E [237]. Strikingly, 4E-BPs, which are negative regulators of eIF4E, con-
tain a closely related unstructured sequence, which interacts with the eIF4G-binding
site on eIF4E and competes with eIF4G for binding to eIF4E (Fig. 7.2-10B). The
sequence motif YXXXXL (where is a hydrophobic amino acid) is shared
between 4E-BP and the 4E-binding domain in eIF4G. This motif is required for
eIF4E binding by both proteins and makes direct contacts with amino acids in
eIF4E. Consequently, the 3D structures of the 4E-binding domains in 4E-BP and
eIF4G are superimposable (Fig. 7.2-13). Thus, 4E-BP competes with eIF4G by a par-
exellence mechanism of molecular mimicry and inhibits the formation of eIF4F [239,
240]. This is a major pathway for regulating eIF4F function (see below).

The 3D structure of the middle domain of eIF4G, which binds eIF4A, eIF3 and
RNA, also has been solved. This crescent-shaped domain consists of five HEAT
repeats (Fig. 7.2-14A). Mutational analysis based on the structure has identified
two adjacent patches of amino acids that bind eIF4A and the EMCV RNA,
respectively [222].

p97/DAP5/NAT1[241–243], which plays a role in regulation of translation during
apoptosis [241], exhibits homology to the C-terminal two-thirds of eIF4G. Consis-
tently, p97 interacts with eIF3, eIF4A and Mnk1, but not with eIF4E or PABP [204]
(Fig. 7.2-11A). Thus, p97 resembles the C-terminal fragment of eIF4G, which is gen-
erated during picornavirus infection and stimulates IRES-mediated translation (see
below and Ref. [244]). In accordance with this, a fragment derived from p97 during
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apoptosis stimulates translation of IRES-containing mRNAs encoding proteins that
function during apoptosis, including c-Myc, Apaf-1, XIAP, and p97 itself [204, 245,
246]. It is surprising that p97 inhibits, rather than stimulates, translation from the
viral EMCV IRES [241–243]. It is therefore important to understand the different
modes of action of p97 on the EMCV IRES (and perhaps other viral IRESs) versus
the IRESs in cellular mRNAs.

eIF4A

The eIF4A is a ~45 kDa polypeptide that, is highly conserved in evolution
(65% identity between yeast and human) (Table 7.2-1). Two different yeast genes
(TIF1 and TIF2) encode the same eIF4A protein, and either gene can provide the
essential function of eIF4A in vivo [247]. The eIF4A is the most abundant transla-
tion-initiation factor, present at ~ 3 copies per ribosome as compared with 0.2–0.5
for other initiation factors [248, 249]. eIF4A is the prototype of the family of DEAD-
box RNA helicases, named after one of the eight conserved motifs (D-E-A-D or Asp-
Glu-Ala-Asp) shared amongst the family members. The DEAD-box family of pro-
teins belongs to a much larger family, whose members contain the motif DExH/D
(where x is any amino acid) [250]. Many of the DEAD-box proteins exhibit RNA-

Figure 7.2-13 4E-BP1 is a molecular mimic of eIF4G. Ribbon 
diagrams of murine eIF4E (blue) in a complex with peptides of 
eIF4GII (orange), representing the active form of eIF4E, or 4E-BP1 
(yellow), representing the inactive form of eIF4E, as determined by 
X-ray crystallography [238] (PDB IDs: 1EJ4 [4E-BP1] and 1EJH 
[eIF4GII]). m7GDP is shown as a ball-and-stick representation 
bound to the convex surface of eIF4E. The structures on the 
right are rotated 90o vertically relative to each other.
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dependent ATPase activity, and a few show ATP-dependent RNA helicase activity.
eIF4A has both activities [251, 252]; however, these activities are weak and (espe-
cially, the helicase activity) markedly stimulated by eIF4B or eIF4H [253, 254] The

Figure 7.2-14 3D structures of mRNA binding factors. (A) Middle-
region HEAT domain of eIF4G. Ribbon drawing of the HEAT 
domain of eIF4GII, which binds eIF4A and the EMCV IRES. The 
molecule is crescent shape, with the convex surface on the right 
and the concave on left. The view is along the cylindrical axis of the 

 helices. The HEAT domain consists of two antiparallel  helices, 
which are repeated in tandem five times. Unlike  helices in other 
HEAT domains, which are bent because they contain proline 
residues, those in eIF4G are predominantly straight. Each pair of 
helices is labeled by a different color [222]. (B) Model of eIF4A. The 
structure is shown as a ribbon diagram. The structure was 
constructed based on the separate crystallographic structures of 
the N- and C-terminal domains using molecular replacement 
[267]. According to the model, eIF4A, unlike other helicases, 
assumes a dumb-bell conformation, which consists of two compact 
domains. The two domains are connected through an extended, 
11-residue linker. Conserved motifs are colored. (C) Comparison 
of the three PABC domains of human and yeast PABPs and human 
HYD. Ribbon diagrams of the 3D structures as determined by 
NMR spectroscopy for PABP, and X-ray crystallo-graphy for HYD. 
The  helices are differentially colored. Note that human PABP 
consists of five  helices, whereas yeast PABP and HYD contain 
only four helices. Adapted from Refs. [284, 285, 397]. (PDB IDs: 
1GL9 (human PABC); 1IFW (yeast PABC); 1I2T (HYD)).
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mechanism of eIF4B stimulation is not well understood. eIF4A is a nonprocessive
helicase, and unwinds by itself only 3–5 basepairs, but eIF4B prevents the reassocia-
tion of the unwound RNA, and thus promotes the unwinding of larger duplexes.
Thus, the eIF4A (and subsequently all DEAD-box proteins) was hypothesized to
function as a translocating motor, which removes mRNA secondary structure from
the 5�-UTR to create a ribosome landing pad, and subsequently facilitate ribosome
scanning [250, 253]. This is consistent with findings that secondary structures in the
mRNA 5�-UTR potently inhibit translation [255, 256]. Also, inhibition of translation
by dominant-negative mutants of eIF4A is directly proportional to the degree of sec-
ondary structure in the mRNA 5�-UTR [257]. There are three different eIF4A pro-
teins in metazoans (eIF4AI, eIF4AII, and eIF4AIII). eIF4AI and eIF4AII are very
similar in sequence (89% identity), and function [258]. eIF4AIII is 66% identical to
eIF4AI in humans, but there is no evidence that eIF4AIII functions in translation
[259]. It cannot substitute for eIF4AI in ribosome initiation complex formation. This
might be explained by its ability to bind only to one of the eIF4A-binding sites on
eIF4G (middle domain) [259]. A more distantly related eIF4A homolog, which func-
tions in translation, is the yeast DED1 protein and its mouse homolog PL10. The
DED1 gene was initially isolated in a genetic screen using a temperature-sensitive
mutant of eIF4E [260], and was subsequently shown to be required for translation
initiation [260, 261]. DED1 is an RNA helicase, which functions independent of
eIF4B [262]. Importantly, the murine homolog of DED1 (PL10), which is required
for spermatogenesis [263], can substitute for its yeast counterpart [260]. An intrigu-
ing possibility is that DED1/PL10 is required for translation of a subset of mRNAs,
perhaps those that contain extensive secondary structure. For example, Noueiry et al.
[264] identified a mutant allele of DED1, which affects selectively the translation of a
brome mosaic virus mRNA.

The eIF4A is composed of two domains, which were separately crystallized from
yeast eIF4A fragments [265, 266]. A complete structure was assembled, based on
results from the two studies [267] (Fig. 7.2-14B). A complete X-ray crystal structure of
an eIF4A-like protein from Methanococcus jannaschii was also obtained [268]. This
protein is similar in size to eIF4A. The eIF4A structure reveals that domain 1 con-
tains the ATP-binding motifs, which are facing the cleft in the linker region separat-
ing the two domains. Domain 2 contains the binding site for RNA. The linker region
also contains a motif (III), which links ATP binding with helicase activity. It is
thought that the helicase activity is effected by conformational changes in the protein.

eIF4B

eIF4B was purified based on its ability to stimulate translation in an in vitro reconsti-
tuted rabbit reticulocyte translation system [133]. The best documented biochemical
activity of eIF4B is its ability to stimulate the ATPase and RNA helicase activities of
eIF4A in a highly specific manner (Table 7.2-1), as other RNA helicases are not stim-
ulated by eIF4B. Also, genetic evidence demonstrated that eIF4A and eIF4B func-
tionally interact [174, 269]. This striking biochemical and genetic specificity is all the
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more surprising since there is no evidence that eIF4B interacts physically with
eIF4A.

eIF4B is a 68 kDa polypeptide in mammals, but smaller in other species, and is
conserved through evolution from yeast to humans [174]. However, the degree of
sequence conservation is weak relative to other initiation factors (22% identity
between yeast and human) (Table 7.2-1). Also, in contrast with most other initiation
factors, eIF4B is not essential, as a yeast strain lacking the gene for eIF4B (TIF3) is
viable [269]. Consistent with this, ribosome binding and translation are reduced, but
not abrogated in the absence of eIF4B. Mammalian eIF4B is a dimer, whose dimer-
ization is mediated by a region in the middle of the molecule called the DRYG
domain (rich in aspartic acid, arginine, tyrosine and glycine) [173] (Fig. 7.2-11B). The
DRYG region also interacts with eIF3 in mammalian cells and yeast, through eIF3g/
p44, but an interaction was also reported with p170 in mammalian cells [270]. eIF4B
also interacts strongly with RNA [271, 272]. A C-terminal arginine-rich motif (ARM)
binds strongly to RNA in a sequence-independent manner. A second RNA-binding
domain in the N-terminus containing an RRM [271] binds weakly to RNA in a
sequence-independent manner. It was suggested that the RRM binds to the 18S
rRNA, whereas the ARM binds to the mRNA [273]. Binding of eIF4B to the IRES of
FMDV or EMCV is critical for translation [274, 275]. Thus, in addition to stimulating
eIF4A helicase activity, eIF4B may promote mRNA–ribosome interaction during
ribosome scanning, consistent with the finding that eIF4B exhibits RNA-annealing
activity [276].

Mammalian cells contain an eIF4B-related protein termed eIF4H [277], which is
39% identical to eIF4B. eIF4H exhibits biochemical activities similar to eIF4B in
that it stimulates the ATPase and helicase activities of eIF4A, and eIF4H can par-
tially substitute for eIF4B in a highly fractionated rabbit reticulocyte translation sys-
tem. The eIF4H is much smaller than eIF4B ( 25 kDa), and lacks the DRYG
domain, which mediates eIF4B dimerization. Consistent with this, eIF4H is a
monomer. eIF4H contains an RRM, which is 45% identical to that of eIF4B, and
binds weakly to RNA.

PABP

Although the PABP has not been traditionally viewed as an initiation factor, it is
becoming clear that it plays an important role in translation initiation, primarily
through its interaction with eIF4G. PABP is a phylogenetically conserved 70 kDa
polypeptide that is essential in yeast [278] (Table 7.2-1). PABP is an abundant pro-
tein, occurring in 6-fold excess of ribosomes, comparable with eIF4A levels [279]. A
large number of studies have implicated PABP in mediating the stimulatory effects
of the poly(A) tail on translation initiation (see e.g. Ref. [280]; see also review [281]).

An oligonucleotide of 12 adenosines (oligo [A]12) is sufficient for binding to PABP,
yet one PABP protects covers 27 adenosines on a poly(A) tail. PABP contains four
highly conserved RRMs at the N-terminus (Fig. 7.2-11C). RRM1 and RRM2 form a
contiguous binding site for oligo (A)12 and can bind to poly(A) with an affinity equal
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to that of wild-type PABP [282]. In addition, they are also bound by proteins (see
below). By contrast, RRM3 and RRM4 bind to poly(A) with lower affinity ( 10-fold),
and exhibit weak affinity for non-poly(A) RNA. The proline-rich, C-terminal one-
third of PABP serves as a docking site for several proteins, including PABP-interact-
ing proteins 1 and 2 (Paip1 and Paip2) (Fig. 7.2-11C) (see below) [283–285].

Several distinct fragments of PABP stimulate translation in Xenopus oocytes, inde-
pendent of their poly(A)-binding activity [280]. A fragment containing RRM1 and
RRM2 of PABP, which binds eIF4G, strongly stimulates translation. RRM3, RRM4
and the C-terminus of PABP also stimulate translation, but to a lesser degree [280].
The mechanism by which RRM1 and RRM2 stimulate translation can be explained
most probably through interaction with eIF4G, as discussed below. However, it is
not clear how the other fragments stimulate translation.

The solution structure of the conserved ~75 amino acids at the C-terminus of
PABP was determined by NMR spectroscopy [284]. The motif consists of five -heli-
ces, which are arranged as an arrowhead (Fig. 7.2-14C). A deep hydrophobic pocket
is formed between helices 2 and 3. This surface serves as binding site for Paip2,
based on the chemical shift pattern induced upon ligand binding. Since these
sequences are very highly conserved it is most probable that all proteins which inter-
act with the PABP C-terminal conserved motif, such as Paip1 and eRF3, interact in a
manner similar to Paip2. Consistent with this, Paip1 and Paip2 compete for binding
to the CTD of PABP [283]. Similarly, Paip2 and eRF3 compete for binding (A. Kahev-
ejian and N. Sonenberg, unpublished results). Surprisingly the human protein HYD
(hyperplastic discs), which is unrelated to PABP in sequence, is structurally very
similar to the PABP C-terminal conserved domain [285].

7.2.3.3 Circularization of mRNA via eIF4G–PABP Interaction

The cap and poly(A) tail of eukaryotic mRNAs are physically brought together by
interactions between eIF4E and PABP with eIF4G to generate a circular mRNA
(Fig. 7.2-10A). This was initially documented in yeast [219], and later shown for
plants and mammals [220, 221]. Circularization of the mRNA provides a satisfactory
explanation for the reported synergism between the cap structure and the poly(A)
tail in stimulating translation initiation [286]. The eIF4G-binding site was mapped to
the phylogenetically conserved RRM2 in yeast [287] and human PABP [220] (Fig. 7.2-
11C), and the reciprocal binding site for PABP was mapped to the eIF4G N-termi-
nus [220]. A stretch of 29 amino acids in the N-terminus of human eIF4G interacts
with RRM1 and RRM2 of human PABP [220], as is the case for yeast PABP. Despite
its high homology with yeast PABP, human PABP does not interact with yeast
eIF4G [287], most probably because the PABP-binding sites in the human and yeast
eIF4G proteins are quite divergent. However, the fact that this interaction has been
conserved through evolution (or arose twice), despite the divergence of the protein
sequences, underscores its paramount functional significance.

There are several mechanisms by which mRNA circularization could enhance
translation initiation. First, circularization should increase the concentration of
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terminating ribosomes in the vicinity of the mRNA 5�-cap structure and thereby
facilitate ribosome recycling. This notion is bolstered by the finding that PABP also
interacts with the termination factor eRF3. Thus, PABP may bridge eRF3 and eIF4G
[288] (see below), looping out the 3�-UTR, and thus facilitating the direct shunting of
ribosomes to the 5�-end of the mRNA. Secondly, PABP may participate in 60S sub-
unit joining [289]. Thirdly, interaction of PABP with eIF4G may cause an allosteric
effect that increases the affinity of eIF4E for the cap structure. It was also reported
that in plants PABP enhances the helicase activity of eIF4F [290].

7.2.4
Translational Control by mRNA Circularization

mRNA circularization plays important roles in translational control through pro-
teins unrelated to PABP, and many of these mechanisms are important during
metazoan development. Whereas PABP circularizes the mRNA by interacting with
eIF4G, other proteins cause circularization by interacting with eIF4E and thereby
inhibiting eIF4E–eIF4G interaction and translation in a manner similar to the inhib-
itory mechanism for 4E-BPs. Certain mRNAs (such as cyclin B) contain cytoplasmic
polyadenylation elements (CPEs) in their 3�-UTR, which are required for polyad-eny-
lation and subsequent translation during Xenopus egg development. Polyadenylation
is mediated by CPEB (cytoplasmic-polyadenylation binding protein). Maskin is a
CPEB-interacting protein that inhibits polyadenylation and subsequent translation
by interacting with eIF4E and displacing it from eIF4G [291]. Thus, by interacting
with both eIF4E at the 5�-end and CPEB at the 3�-UTR, Maskin circularizes the
mRNA and prevents complex formation with eIF4G (Fig. 7.2-10C). It is noteworthy
that the motif in Maskin responsible for its binding to eIF4E is similar to that in
eIF4G, but with the important difference that the tyrosine in the YXXXXL  motif is
substituted by a threonine. This might explain why the interaction between maskin
and eIF4E is rather weak [292].

Another recent example of 5�-cap-dependent translational control, which is medi-
ated by the 3�-UTR and mRNA circularization, involves caudal mRNA translation in
Drosophila [293]. Caudal is a transcription factor in the Drosophila embryo whose
translation is specifically repressed in the anterior compartment by Bicoid, another
transcription factor. Bicoid binds simultaneously to the Bicoid response element
(BRE) in caudal mRNA and to eIF4E bound to the cap structure, consequently inter-
fering with eIF4G binding (Fig. 7.2-10D). Thus, by competing with eIF4G binding to
eIF4E through the common binding motif YXXXXL , Bicoid inhibits specifically
the translation of caudal mRNA.

Stimulation of translation via circularization occurs with other partners, which
substitute for PABP, in mRNAs where a poly(A) tail is absent. For example, mam-
malian histone mRNAs are not polyadenylated and possess at their 3�-end a short
stem-loop structure, which is required for optimal translation. This structure is
bound by a protein, stem-loop binding protein (SLBP), which also binds to eIF4G,
thus circularizing the mRNA. Consistent with this, SLBP stimulates translation.
Curiously, SLBP does not bind to the PABP-overlapping binding site on eIF4G, but
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rather at a site overlapping the eIF3-binding site [294]. Some viral mRNAs also do
not contain a poly(A) tail. Rotavirus mRNAs are capped but not polyadenylated, and
contain a sequence (UGACC) in their 3�-UTRs that is recognized by the viral NSP3
protein [295]. NSP3 interacts with the N-terminus of eIF4G to stimulate viral mRNA
translation [296, 297]. In addition, NSP3 displaces PABP from its complex with
eIF4G, and thus inhibits host protein synthesis [296]. In summary, these examples
ascribe an important role for PABP as a translation factor that stimulates ribosome
recruitement, and stress the importance of circularization for translational activation.

7.2.5
Regulation of eIF4 Function by Phosphorylation

7.2.5.1 eIF4E Phosphorylation 

As discussed above, Ser209 is the only phosphorylation site on eIF4E that is con-
served in metazoans. This residue is phosphorylated under many conditions includ-
ing addition of growth factors, mitogens, hormones, and also in response to stress,
such as arsenite or anisomycin treatment. The Mnk kinases which phosphorylate
eIF4E in response to these conditions, are phosphorylated and activated by two dif-
ferent MAP kinase signaling cascades (Fig. 7.2-15) [298, 299]. The biological signifi-
cance of eIF4E phosphorylation was clearly demonstrated in Drosophila where it was
shown that alanine substitution of Ser251 (equivalent to mammalian Ser209) caused
slow development and resulted in smaller flies [300]. Significantly, the Asp251 muta-
tion, which should mimic the phosphorylation state, rescued the small fly pheno-
type. It should be noted, however, that phosphorylation of eIF4E is not essential for
general translation in vivtro and in vitro [301, 302]. Thus, the phosphorylation of
eIF4E is probably critical for high-level translation of a subset of mRNAs, which
encode proteins that function in cell growth and development.

7.2.5.2 eIF4E-4E-BPs

As discussed above, a major mechanism for the regulation of cap-dependent transla-
tion involves the family of proteins that inhibit translation initiation by binding to
eIF4E, termed the 4E-BPs (see Ref. [204] for review. The family consists of three
members (4E-BP1, 4E-BP2, and 4E-BP3 in mammals), which share 56–59%
sequence identity. The conservation is especially prominent in the middle regions of
the 4E-BPs, which contain the binding sites for eIF4E (including the YXXXXL
motif described above), and also in the flanking sequences that contain the phospho-
rylation sites, which regulate binding of 4E-BPs to eIF4E.

The phosphorylation state of several serine and threonine residues in the 4E-BPs
regulates their affinity for eIF4E. Hypophosphorylated 4E-BPs bind strongly to
eIF4E, but hyperphosphorylation reduces binding. Seven Ser/Thr phosphorylation
sites were reported in the mammalian 4E-BP1 protein. Several of these sites were
mapped by mass spectrometry, whereas others were inferred from mutagenesis
studies. Two phosphorylated residues, Thr-37 and Thr-46, lie on the N-terminal side
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Figure 7.2-15 Signaling pathways leading to 
phosphorylation of translation-initiation 
components. Extracellular stimuli activate the 
PI3 kinase and Ras pathways. PI3 kinase signals 
through Akt and FRAP/mTOR to several 
translation components: 4E-BP, eIF4B, eIF4G 
and S6. Phosphorylation of 4E-BPs occurs in an 
ordered, hierarchical manner. Two tumor 
suppressor genes products: PTEN (phos-

phatase and tensin homolog deleted on 
chromosome ten), and TSC1/2 (tuberous 
sclerosis complex consisting of two proteins 
tuberin and hamartin), inhibit signaling through 
this pathway. Ras pathway activation leads to 
the phosphorylation and activation of Mnk, 
which directly phosphorylates eIF4E. Mnk is 
also phosphorylated by the stress-activated 
p38 MAP kinase.
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of the eIF4E-binding motif, and five phosphorylated residues map on the C-terminal
side: Ser-65, Thr-70, Ser-83, Ser-102, and Ser-112 (Ser-102 and Ser-112 exist only in 4E-
BP1). Mutational studies combined with extensive 2D tryptic mapping analyses and
the use of phospho-specific antibodies have demonstrated that 4E-BP1 phosphoryla-
tion is a highly ordered, hierarchical process [303]. Thus, dissociation of 4E-BP1
from eIF4E is a multistep process, in which phosphorylation of Thr-37 and Thr-46

acts as a “priming” event for Thr-780 and then Ser-65 phosphorylation. The role of
Ser-83 phosphorylation remains to be elucidated. Ser-112 was reported to be phospho-
rylated by ATM (ataxia-telagengecia mutated) [304].

Crystallographic studies have suggested a mechanism to explain how 4E-BP phos-
phorylation may prevent binding to eIF4E. The presence of acidic patches on eIF4E
flanking the bound 4E-BP peptide suggests that phosphorylation of the 4E-BPs on
residues proximal to the eIF4E-binding site could induce electrostatic repulsion
between the two proteins. The ordered phosphorylation of 4E-BP1 culminates in the
phosphorylation of Ser-65 which is only 4 Å from Glu 70 in eIF4E. However, phos-
phorylation of this residue alone is not sufficient to disrupt eIF4E binding, suggest-
ing that phosphorylation of other residues is also required [303]. The pathway that
mediates 4E-BP phosphorylation relays signals from PI3K to Akt/PKB and FRAP/
mTOR. The signaling pathway is illustrated in Fig. 7.2-15.

FRAP-mTOR (FKBP12-rapamycin-associated protein/mammalian target of rapa-
mycin) is a member of the PIK family, whose members include cell-proliferation
checkpoint proteins, such as ATM, ATR and DNA-PK, which function as protein
kinases [305]. FRAP/mTOR is the mammalian homolog of yeast TOR proteins,
which inhibit translation initiation and arrest yeast cells in the G1 phase in response
to nutrient deprivation [306]. TOR genes were initially isolated by using a genetic
screen for yeast mutants conferring resistance to rapamycin, an immunosuppres-
sant drug that severely blocks T-cell growth at G1 [307]. Rapamycin acts intracellu-
larly by binding to the immunophilin FK506-binding protein 12 (FKBP12). The
FKBP12–rapamycin complex then specifically interacts with FRAP/mTOR and
inhibits its activity. In mammalian cells, rapamycin blocks cap-dependent, but not
IRES-mediated translation, through inhibition of 4E-BP phosphorylation [308]. In
addition, expression of a rapamycin-resistant FRAP/mTOR mutant protein confers
rapamycin resistance to 4E-BP1 phosphorylation. Whereas FRAP/mTOR directly
phosphorylates only the “priming” sites, Thr-37 and Thr-46 in 4E-BP1 and 4E-BP2,
the kinase probably plays an indirect, but critical, regulatory role in the phosphoryla-
tion of the downstream sites, Ser-65 and Thr-70 [309]. The kinases(s) responsive to
FRAP/mTOR activation, and responsible for Ser-65 and Thr-70 phosphorylation
remain(s) to be identified.

7.2.5.3 eIF4G Phosphorylation

Both eIF4GI and eIF4GII are phosphoproteins [310, 311], but their phosphorylation
is differentially regulated in the cell [311]. Two clusters of phosphorylation sites were
demonstrated in eIF4GI (Fig. 7.2-11A). One cluster maps to the N-terminus and



7.2 Mechanism and Regulation of Protein Synthesis Initiation in Eukaryotes 295

contains Ser314 (numbering is according to the full-length eIF4GI cDNA clone
[312]), but it is unclear what conditions promote this phosphorylation [311]. Another
cluster of serum-stimulated phosphorylation sites was mapped to the hinge region
between the middle and C-terminal domains. These consist of Ser1148, Ser1188, and
Ser1232 and are sensitive to PI3K and FRAP/mTOR inhibitors [311]. The effect of
eIF4GI phosphorylation on its activity is unclear as no evidence for changes in activ-
ity or association with other initiation factors has been reported following phospho-
rylation. However, it is expected that eIF4GI phosphorylation would engender a
conformational change in the protein that affects its activity. Clearly, the generation
of “knock-in” mice with substitutions in the phosphorylation sites will be essential
for assessing the biological significance of eIF4G phosphorylation. It is interesting
that total phosphorylation of eIF4GII and p97 is lower than eIF4GI, and is not mod-
ulated by serum or mitogens. This is consistent with the fact that the phosphorylated
C-terminal region in eIF4GI is not conserved in eIF4GII and p97, and this region is
not phosphorylated in the latter proteins [311].

7.2.5.4 eIF4B Phosphorylation

eIF4B is phosphorylated in response to a variety of extracellular stimuli that induce
cell growth and proliferation, such as serum, insulin and phorbol esters [313, 314].
One of the sites, Ser 422 (Fig. 7.2-110B), is phosphorylated by S6K1 (S6 kinase 1),
both in vivo and in vitro. S6K1 is a direct phosphorylation target for FRAP/mTOR
(Fig. 7.2-15). This is consistent with the sensitivity of Ser 422 phosphorylation to wort-
mannin and LY92900, which inhibit PI3K activity [315]. Thus, the PI3K/Akt-PKB/
FRAP-mTOR signaling pathway regulates the phosphorylation state of eIF4B, eIF4G
and 4E-BPs, underscoring its importance in controlling translation rates.

7.2.6
Translational Control by Paips – PABP Interacting Proteins

Two proteins that strongly interact with PABP and affect translation were identified
by Far-Western interaction screening [316, 317]. Paip1 is a ~56 kDa protein, which
activates translation in vivo. It is homologous to the central region of eIF4G and
interacts with eIF4A [316] (Fig. 7.2-11A). Paip1 is also involved in mRNA turnover,
as it is found in a protein complex with PABP that recognizes the major protein-cod-
ing region determinant of instability (mCRD) of the c-fos proto-oncogene mRNA
[318]. Paip2, a much smaller protein (MW = 14 kDa), preferentially inhibits the
translation of mRNAs containing a poly(A) tail, and also IRES-containing mRNAs
that are eIF4G-dependent [317]. Paip2 inhibits the formation of 80S initiation com-
plexes [317]. Although it is possible that Paip2 inhibits the conversion of 48S preini-
tiation complexes to 80S initiation complexes [289], Paip 2 also partially inhibits the
formation of 48S preinitiaition complexes (Kahvejian and Sonenberg, unpublished).
In an RNA-binding assay, Paip2 strongly hinders the interaction of PABP with
poly(A) and disrupts the poly(A)-organizing activity of PABP [283, 317]. These last
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findings suggest that Paip2 impedes initiation by disrupting the circular conforma-
tion of the mRNA. Thus, Paip2 may inhibit translation at several levels, including
the recycling of ribosomes on the same mRNA, 48S preinitiation complex forma-
tion, and 40S-60S subunit joining. Paip1 binds to PABP with a 1 :1 stoichiometry
[319], whereas Paip2 binds with a 2 :1 stoichiometry [317]. Paip1 interacts with
RRM1+RRM2, and the C-terminus of PABP [319], whereas Paip2 interacts with
RRM2+RRM3, and the C-terminus of PABP (Fig. 7.2-11C) [317].

The C-terminus of PABP interacts with Paip1 and Paip2, and with other proteins
(see below) that contain the PABP C-terminus-binding motif, a 15-amino-acid
stretch with the consensus sequence vxxsxLnpNAkeFvp [284, 285]. The translation-
termination factor eRF3 contains this 15-amino-acid motif in its N-terminus and
interacts with the C-terminus of PABP, as discussed above [288, 320]. An interesting
protein that contains the PABP C-terminal binding motif, Ataxin-2, is implicated in
spinocerebellar ataxia [321], and interacts with another RRM containing protein
A2BP1 [322]. The function of Ataxin-2 is unknown, but its interaction with PABP
may shed new light on spinocerebellar ataxia. Paip2 may therefore compete with C-
terminus-binding partners of PABP, and modulate aspects of PABP function, which
are unrelated to translation. Paip1 and Paip2 also interact with the C-terminus of the
HYD ubiquitin ligase via the same 15-amino-acid stretch [285], potentially targeting
these proteins for degradation. Perhaps ubiquitination serves as a regulator of
mRNA circularization and translation. It is interesting to note that Paip1 and Paip2
exist only in metazoa. They may thus represent a higher-order mechanism for trans-
lational control in multicellular eukaryotes.

7.2.7
AUG Recognition during Scanning

7.2.7.1 AUG is the Predominant Signal for Initiation and is 
Selected by Proximity to the 5�-end by the Scanning Mechanism

Evidence for the Scanning Mechanism

Most mRNAs in eukaryotes are translated by the scanning mechanism, and genetic
analysis in yeast played an important role in uncovering this process. Sherman and
co-workers [323–325] isolated revertants of mutations in the start codon of CYC1,
encoding cytochrome c, and found that translation could be restored by creation of
an AUG at any of six locations in a span of 25 nucleotides near the 5�-end of the
gene. This finding implied that AUG is the only sequence critically required for ini-
tiation. They also showed that an AUG could function efficiently as a start codon
only if it occurred as the 5�-proximal AUG triplet in the mRNA. The null allele cyc1-
341, containing AUGs at positions 1 and 5 plus the UAA terminator at position 3,
could revert to a functional allele by elimination of the AUG at codon 1. Thus, the
AUG at codon 5 could function efficiently as a start site so long as it was not pre-
ceded by another AUG [325]. Similarly, the nonfunctional cyc1-362 allele was found
to contain a single base pair change that introduced a new AUG 20 nt upstream of
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the normal start codon, initiating a short upstream ORF (uORF). The fact that the
uORF in cyc1-362 blocked initiation at the normal start codon also implied that ribo-
somes were incapable of re-initiating downstream following termination of transla-
tion at the uORF [326]. This behavior is in sharp contrast with the ability of bacterial
ribosomes to re-initiate translation efficiently on polycistronic mRNAs. A genetic
analysis of initiation codon mutations at HIS4 showed that for this gene also, 5�-pro-
ximal location is much more important than surrounding sequence context in deter-
mining whether an AUG triplet can function as a start codon [327].

These genetic findings were in accordance with previous observations by Kozak
that most eukaryotic mRNAs are monocistronic and lack AUG codons upstream of
their initiation sites. Combining these facts with observations that the m7G cap
stimulates translation and experiments showing that mammalian ribosomes cannot
bind circular mRNAs [328], but will migrate on mRNA after binding at the 5�-end
[329], Kozak proposed the scanning model. According to this hypothesis, the 40S
subunit binds to the mRNA at the 5�-end and threads along the mRNA until reach-
ing an AUG, whereupon an 80S initiation complex is assembled [330]. The scanning
hypothesis is consistent with observations that insertions of secondary structure into
the mRNA leader inhibit translation initiation [255, 331]. In addition, extensive
mutational analysis of preproinsulin mRNA demonstrated that 5�-proximal AUG
triplets are utilized preferentially as start sites and that insertion of an uORF inhibits
initiation at the downstream cistron [332, 333], just as observed for yeast CYC1.

The scanning hypothesis was modified after the discovery that sequences immedi-
ately surrounding the start codon, particularly at the –3 and +4 positions (where A is
designated the +1 base), can have a strong effect on initiation frequency, to the point
where a 5�-proximal AUG can be by-passed if it occurs in an unsuitable sequence
context. This exception to the first AUG rule was called “leaky scanning” [334]. The
“first AUG rule” also can be violated in mammalian cells when an uORF is located a
considerable distance upstream from the protein coding sequences, and Kozak
hypothesized that ribosomes can resume scanning after translating the uORF and
re-initiate downstream if they have sufficient time to reassemble a 48S preinitiation
complex before reaching the next start codon. A separation of ~80 nt was sufficient
for a high rate of re-initiation on preproinsulin mRNA [335].

Initiation Factor Requirements for Scanning

Although there is considerable evidence, both genetic and biochemical, that ribo-
somes move along the mRNA by a scanning process, the mechanism of scanning is
neither understood at the molecular level, nor have scanning ribosomes been
observed by any imaging technique. Nonetheless, as discussed below, important
contributions to scanning of eIF4F, eIF1, and eIF1A, have begun to emerge. It is
clear that energy derived from ATP hydrolysis is required for scanning; however, a
critical issue is whether the 48S preinitiation complex actively uses the energy to
traverse the mRNA or whether ATP-dependent unwinding of the mRNA by eIF4F is
necessary solely to facilitate ribosome diffusion [336].
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Recent support for the idea that ribosomes can diffuse on the 5�-UTR of an mRNA
was obtained by Pestova and Kolupaeva [171]. The authors used an artificial mRNA
with an unstructured 5�-UTR and demonstrated that significant ribosome binding
to the initiation codon occurred in the absence of ATP and the eIF4 factors, provided
that eIF1 was present along with eIF3 and the TC. These results are consistent with
earlier data indicating that the requirement for ATP, eIF4A, and eIF4B is signifi-
cantly reduced for mRNAs with diminished secondary structure in their 5�-UTR
(such as alfalfa mosaic virus RNA4) [337]. The eIF1 was not required for 48S preini-
tiation complex formation at the start codon on the unstructured mRNA provided
that eIF4F was present. From these findings, it was concluded that the 43S complex
(40S/eIF3/TC) can bind to mRNA but requires either eIF1 or eIF4F to locate the
AUG start codon. In this view, eIF1 and eIF4F have overlapping functions in riboso-
mal scanning. The results suggested that eIF1A also increases the processivity of
scanning [171]. However, it seems possible that binding to mRNA, rather than scan-
ning, was the critical step stimulated by eIF1 in these studies. A requirement for
eIF1 in mRNA binding was discounted because the 40S–eIF3–TC complex could
bind to mRNA and form a stable complex on an AUG triplet located only 1–2 nt
from the 5�-end in the absence of both eIF1 and eIF4F factors. However, mRNA
binding in this latter case could be facilitated by direct base-pairing of Met-tRNA
with the 5�-proximal AUG codon.

The study of Pestova and Kolupaeva [171] provided clear evidence that eIF4F is
involved in scanning, since it was not required for ribosome binding at the start
codon in the unstructured mRNA leader, but was essential for this reaction when
stable secondary structure was introduced into the leader, or in the case of native -
globin mRNA. The requirement of eIF4A for scanning must be mediated through
its binding to eIF4G, as the former functions only as a subunit of eIF4F, whereby it
cycles through the complex during the initiation process [258]. Thus, the function of
eIF4G in scanning (see below) must be dependent on its ability to bind eIF4A.

Translational Control by Leaky Scanning

The phenomenon of leaky scanning has several important consequences for gene
expression. First, translation of an mRNA can be down-regulated by a naturally
occurring upstream AUG codon in the mRNA leader, in inverse proportion to the
probability of leaky scanning past the first AUG. Secondly, Kozak showed that a 5�-
proximal uORF can reduce the inhibitory effect of a second uORF located further
downstream that is too close to the first uORF for efficient re-initiation following
translation of the latter. In this way, translation of the first uORF promotes leaky
scanning past the second uORF and enables subsequent reinitiation at the coding
sequences downstream [335]. This is the mechanism employed in GCN4 transla-
tional control, where translation of uORF1 allows ribosomes to by-pass uORFs 2–4
and reinitiate at GCN4 when TC levels are reduced by eIF2  phosphorylation [338].

Leaky scanning can also allow the production of multiple proteins from the same
mRNA. Interesting examples of this last phenomenon involve proteins that function
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in mitochondria and cytoplasm and require a leader peptide for import into mito-
chondria. Ribosomes initiating at the first AUG produce the longer protein contain-
ing the leader peptide, whereas the shorter protein is translated by ribosomes that
leaky-scan past the first AUG and initiate at the second start site [339]. Finally, there
are numerous instances of translational repression by uORFs in which the uORF-
encoded peptide blocks translation termination at the uORF stop codon and produces
a barrier to the progression of scanning 40S subunits attempting to leaky scan past
the uORF start site and reach the coding sequences downstream. In some cases, the
inhibitory effect of the uORF-encoded peptide on termination can be modulated by
nutrients, providing a mechanism for translational control of the downstream coding
sequences (see Refs. [340, 341] for recent reviews).

7.2.7.2 The Anticodon of tRNA , eIF2 Subunits, eIF1, 
and eIF5 are Determinants of AUG Selection during Scanning

Genetic experiments by Donahue and co-workers showed that the anticodon of
tRNA  plays a key role in the recognition of an AUG start codon by the scanning
40S ribosome [28]. They showed that overproducing a mutant form of tRNA  con-
taining an anticodon of 3�-UCC-5� versus 3�-UAC-5� restored expression of a his4
allele with AGG in place of the AUG start codon. Other his4 alleles with different
start codons were not suppressed by tRNA (UCC), showing that codon–anticodon
base pairing was required for suppression. Moreover, introduction of an extra AGG
codon upstream of the AGG start site abolished suppression, indicating that the
upstream AGG was recognized preferentially by the mutant tRNA (UCC) – a hall-
mark of the scanning process. This work established that perfect base-pairing
between the anticodon of the initiator and the start codon, regardless of their exact
sequences, is a fundamental requirement for efficient initiation in yeast. As dis-
cussed earlier, Donahue et al. also isolated mutations in eIF1, the three subunits of
eIF2, and eIF5 that increased expression of a defective his4 allele containing AUU in
place of AUG at the start codon. These Sui- mutations allow a UUG present at the
third codon of his4 to be recognized as a start site by Met-tRNA , despite the pre-
dicted U-U mismatch at the first position of the codon–anticodon duplex [59, 78,
170, 342]. Biochemical analysis of Sui- mutants led to the proposal that the intrinsic
rate of GTP hydrolysis by eIF2, and its modulation by the GAP eIF5, are important
determinants of AUG recognition during scanning (see Ref. [343] and references
therein).

7.2.7.3 eIF1 plays a role in TC binding, scanning, and AUG selection

The eIF1 is a ~12.5 kDa polypeptide (Table 7.2-1), essential in yeast [170], which plays
an important role in assembly of preinitiation complexes and selection of AUG start
codons. Early biochemical studies indicated that mammalian eIF1 has a weak stimu-
latory effect on binding of TC and mRNA to 40S or 80S initiation complexes in the
presence of other factors [37, 133, 344]. As noted above, more recent studies showed
that yeast eIF1 is critically required along with eIF1A for 48S complex formation in a
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reconstituted system using a model mRNA [135]. In addition, mammalian eIF1 was
found to augment the functions of eIF3 and eIF1A in promoting TC binding in the
absence of mRNA [33]. The finding that mammalian eIF1 stimulated Met-puromy-
cin synthesis by 80S initiation complexes only in the absence of AUG suggested that
eIF1 can partially substitute for the start codon in positioning TC in the P-site [344].
Mammalian eIF1 also prevented 60S subunit joining in the absence of mRNA [133],
and it enhanced the activities of eIF3 and eIF1A in this regard [33], consistent with a
ribosome anti-association activity for eIF1.

The results of the yeast Sui- mutant selection first revealed that eIF1/SUI1 is
required for stringent selection of AUG as the start codon [170]. As described above,
mammalian eIF1 participates with eIF1A in promoting stable 48S complex forma-
tion at the start codon on globin mRNA [196]. When using a synthetic mRNA with a
leader devoid of secondary structure, eIF1 was not required for scanning in the pres-
ence of eIF4F. However, in the absence of eIF1, there was an increase in the selec-
tion of (i) near-cognate start codons (e.g., AUU), (ii) AUG triplets surrounded by a
suboptimal sequence context, and (iii) AUG triplets located within 4 nt of the 5�-end.
Pestova et al proposed that eIF1 binds to the 40S ribosome near the P-site, similar to
bacterial IF3, and influences the positions of mRNA, Met-tRNA , or both, such
that the initiator interacts strongly only with cognate AUG triplets in the proper con-
text. Thus, in the absence of eIF1, the 43S complex can scan an unstructured leader
(when eIF4F, 4A, 4B, and 1A are present), but the decoding site improperly accepts
noncognate start codons or AUGs in a poor sequence context [171].

The solution structure of eIF1 has been solved by NMR (Fig. 7.2-8C) and the fold
resembles that of certain ribosomal proteins and RNA-binding proteins; however,
there is no evidence for direct interaction of eIF1 with RNA. The Sui- alleles of yeast
SUI1 (D83Y, D83G, Q84P, and G107R) [170, 345] alter residues predicted to be clus-
tered together on the surface of eIF1 (Fig. 7.2-8C) and thus may comprise an impor-
tant domain for eIF1 function in AUG selection [4]. Interestingly, the SUI1 allele
known as mof2-1 (G107R) increases programmed –1 ribosomal frame-shifting on
yeast L-A virus mRNA (maintenance of frame, or Mof phenotype) in addition to its
Sui- phenotype, and the sui1-1 allele (D83G), but not Sui- alleles of SUI2 or SUI3
affecting eIF2  or eIF2 , respectively, has a weak Mof- phenotype. The Mof- pheno-
type was recapitulated in mof2-1 translation extracts and rescued with recombinant
eIF1/SUI1. Thus, it was proposed that eIF1 plays a role in accurate decoding during
the elongation phase. This unexpected activity seems to be conserved in humans, as
human eIF1 cDNA complemented the Mof- phenotype of the mof2-1 mutant [345].
Ostensibly at odds with this model, it was found that eIF1 cannot destabilize 80S ini-
tiation complexes, but only 48S complexes, formed on AUG triplets located at the
extreme 5�-end of the mRNA [171].

7.2.7.4 eIF5 Functions as a GTPase Activating Protein for 
eIF2 in AUG Selection and Subunit Joining

The eIF5 is a 45–49 kDa polypeptide that stimulates hydrolysis of the GTP bound to
TC in a 48S preinitiation complex positioned at the AUG start codon (Table 7.2-1).
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This leads to release of eIF2-GDP, leaving Met-tRNA  base-paired to AUG in the
P-site of a 40S initiation complex that is competent to join with a 60S subunit in a
manner stimulated by eIF5B (see below). The eIF5 functions catalytically and cannot
stimulate GTP hydrolysis by TC that is free of ribosomes [38, 346, 347]. Thus, eIF5
may be regarded as a 40S-ribosome-dependent-GAP for eIF2 whose function is con-
tingent upon a perfect codon–anticodon match between Met-tRNA  and the AUG.
The gene encoding the factor in yeast, TIF5, is essential [348] and depletion of eIF5
from yeast cells impairs translation initiation in vivo, leading to accumulation of
vacant 80S couples [349].

As discussed above, the TIF5 allele SUI5-G31R increases the rate of eIF5-stimu-
lated GTP hydrolysis by the TC in a model assay for eIF5 GAP function, providing a
plausible explanation for its defect in AUG selection (Sui- phenotype) [53]. By con-
trast, the ssu2-1 mutation in the N-terminus of eIF5 (G62S) (Fig. 7.2-1D) led to a sub-
stantial reduction in eIF5 GAP activity in vitro, in accordance with its Ts- phenotype
[72]. The catalytic domains of the GAPs for Ras and Rho have been shown to contain
a critical arginine residue flanked by conserved hydrophobic residues that plays a
catalytic role in stablilizing the transition state of the GTP hydrolysis reaction,
known as an “arginine finger” [350]. It was shown that mutating such an invariant
arginine residue in mammalian eIF5 (Arg-15) destroys its GAP function in model
48S complexes and its ability to support both eIF5-dependent translation in a yeast
extract and growth of a tif5  yeast strain. Mutations of this residue did not diminish
interaction of eIF5 with recombinant eIF2 , with eIF2 holoprotein in the presence
of GTP S, or with model 43S complexes; hence, the mutation impairs eIF5 catalytic
function and not substrate binding [351, 352]. Furthermore, the eIF2-GDP/eIF5
complex is stabilized by aluminum fluoride (AlF4-), a compound that combined with
GDP acts as a structural mimic of the transition state of the GTPase reaction by G
proteins [350]. These findings are consistent with the idea (but do not prove) that
eIF5 functions as a GAP by inserting Arg15 into the GTP-binding pocket of eIF2  to
stabilize the transition state for GTP hydrolysis. Mutation of a second conserved
arginine residue in eIF5 (Arg-48) to methionine had only a modest effect on GAP
function, but it did destabilize the eIF2–GDP–AlF4-–eIF5 complex [352]. Conserved
Lys-33 and Lys-55 residues also contribute to catalytic function [351]. Because GTP
hydrolysis requires pairing of Met-tRNA  with AUG in the P-site, some compo-
nent of the 48S complex besides eIF5, possibly a segment of the ribosome itself,
most probably interacts with the switch-I or switch-II segments in eIF2  to trigger
GTP hydrolysis. This prediction is also supported by the fact that eIF5 is not present
in archaea, suggesting that it evolved to enhance or regulate the GAP activity of the
ribosome.

It was mentioned earlier that the AA-boxes in the CTD of eIF5 are required for sta-
ble binding of eIF5 to the -subunit of eIF2 and to eIF2 holoprotein, both in vitro
and in vivo, and also to the NIP1/c subunit of eIF3. Mutations in the AA-boxes of
mammalian eIF5 that impair its interaction with the NTD of eIF2  (without reduc-
ing eIF5–eIF3c association), reduced the GAP activity of eIF5 in vitro [71] and its
ability to support both eIF5-dependent translation in a yeast extract and growth of a

Met
i

Met
i

Met
i



7 Initation of Protein Synthesis 302

tif5  yeast strain. These findings suggest that the eIF5-CTD–eIF2  interaction is
important for anchoring eIF2 to eIF5 in a manner that facilitates productive interac-
tion of the catalytic domain of eIF5 (in the NTD) with the GTP-binding pocket of
eIF2 . Surprisingly, even more extensive mutations in the AA-boxes of yeast eIF5,
encoded by tif5-7A and tif5-12A, did not impair eIF5 GAP activity in model 48S com-
plexes [72] even though they eliminated stable binding between eIF5 and eIF2. The
tif5-7A mutations weaken eIF5–NIP1/eIF3c interaction and destabilize the MFC in
vivo [34, 69], and they impair binding of Met-tRNA  and mRNA to 40S ribosomes
in a yeast extract [72]. The latter is consistent with the idea that stabilization of the
MFC by the eIF5-CTD promotes 48S complex assembly. The mRNA-binding defect
in the tif5-7A extract could result indirectly from reduced TC binding, but there is
also evidence that the AA-boxes in the eIF5-CTD promote interaction between eIF3
and eIF4G in vivo [72]. In the same study, it was shown that the C-terminal half of
recombinant yeast eIF4G can bind directly to the eIF5-CTD, dependent on the AA-
boxes, and this interaction can occur simultaneously with the eIF5-CTD–NIP1 inter-
action in vitro. Thus, the eIF5-CTD may bridge an interaction between eIF3 and
eIF4G and thereby enhance mRNA binding to 40S ribosomes in yeast cells.

In spite of the impaired 48S assembly observed in tif5-7A cell-free extracts, the
rate-limiting defect produced by this mutation in vivo lies downstream of 48S forma-
tion. Thus, 48S complexes containing eIF1, eIF2 and eIF3, but lacking eIF5, accu-
mulated in the polysome fraction of tif5-7A cells. It is possible that dissociation of
eIF5 from 48S complexes simply impairs the ability of eIF5 to perform its GAP
function effectively on recognition of the start codon, even though this defect was
not observed in vitro with model 48S complexes. Ostensibly at odds with this idea,
48S complexes accumulated in the tif5-7A mutant but not in ssu2-1 (tif5-G62S) cells.
Considering that the mutant eIF5 encoded by ssu2-1 is defective for GAP activity in
vitro, it appears that 48S complexes positioned at the AUG decay to free 40S sub-
units if GTP hydrolysis does not occur immediately following AUG recognition [72].
If so, then accumulation of stable 48S complexes in tif5-7A cells may signify a delay
in reaching the start codon during the scanning process. Given that both eIF1 and
eIF4G interact with the eIF5-CTD [34], and both are implicated in scanning and
AUG recognition [171, 196, 343], a reduced rate of scanning may be the rate-limiting
defect in tif5-7A cells.

7.2.8
Joining of 60S Subunits to 40S Ribosomal Complexes

Following scanning of the 40S subunit and selection of the AUG start codon, the
next step in translation initiation is the joining of a 60S subunit containing the pep-
tidyl-transferase active site, to form an 80S ribosome that is competent for elonga-
tion. Whereas the TC and factors eIF1, eIF1A, eIF3 and eIF5 are thought to be
associated with the scanning 40S subunit, none of these factors are present on the
80S ribosome [36, 37]. Hydrolysis of the GTP in the TC leads to release of eIF2•GDP,
and presumably the other factors, from the 48S preinitiation complex. However, the
precise timing and requirements for factor release from the 48S complex has not
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been determined, and interpretation of results from previous work is complicated by
the recent realization that two factors, eIF5 and eIF5B, are necessary for the conver-
sion of the 48S complex to an 80S ribosome. As described earlier, eIF5 promotes
GTP hydrolysis by the TC leading to release of eIF2•GDP. The Met-tRNA  remains
bound in the ribosomal P-site with its anticodon base-paired to the start codon on
the mRNA. Previously, it was thought that the 60S ribosomal subunit binds pas-
sively to this 48S complex following release of eIF2 and the other factors. However,
reconstitution of the subunit joining step of protein synthesis using an authentic
mRNA and the full complement of known mammalian initiation factors revealed
the requirement for an additional factor termed eIF5B.

7.2.8.1 eIF5B Catalyzes a Second GTP-dependent Step in 
Translation Initiation

The eIF5B is a 112 kDa (yeast) to 139 kDa (mammals) polypeptide, with an electro-
phoretic mobility in SDS/PAGE closer to 150 kDa, probably owing to a highly
charged N-terminus containing several runs of polylysine, polyaspartate and poly-
glutamate. The FUN12 gene encoding yeast eIF5B is nonessential for viability; how-
ever, fun12 strains exhibit a severe slow-growth phenotype with a doubling time 3-
fold greater than wild-type [201]. The eIF5B is an ortholog of prokaryotic IF2, and
contains at its center a consensus GTP-binding domain [5] (Fig. 7.2-16A). Similar to
IF2, eIF5B binds GTP and GDP with similar affinities [353, 354], consistent with the
lack of requirement for a guanine-nucleotide exchange factor for these factors. Early
biochemical studies indicated that eIF5B (previously referred to as eIF-5 or IF-M2A,
355) stimulated the GTPase activity of eIF2, the role now ascribed to eIF5. However,
with the realization that eIF5B is a GTPase and that eIF5 promotes GTP hydrolysis
by eIF2, the proposed GAP-like function of eIF5B should be viewed cautiously.

The determination that both eIF2 and eIF5B are GTPases suggests that there are
two GTP-dependent steps in eukaryotic translation initiation as opposed to the single
GTP requirement in bacteria. The requirement for eIF5B to promote subunit joining
was revealed when 48S complexes were assembled on -globin mRNA using the full
complement of known mammalian translation-initiation factors, including eIF1,
eIF1A, eIF2, eIF3, eIF4A, eIF4B, eIF4F and radioactively labeled Met-tRNA . Addi-
tion of recombinant eIF5 was insufficient to convert the 48S complexes in to 80S
complexes, and the factor eIF5B was isolated from the ribosomal salt wash and
shown to promote 80S complex formation [353]. Consistent with the latter, eIF5B
was necessary to convert 48S complexes to 80S ribosomes competent for methionyl-
puromycin (MP) synthesis [353]. This assay mimics the formation of the first peptide
bond and monitors the transfer of labeled Met from Met-tRNA  to puromycin, an
aminoacyl-tRNA analog. In assays containing eIF1, eIF1A, eIF2 and eIF3, both eIF5
and eIF5B were necessary for MP synthesis. Interestingly, if 48S complexes were
formed in the presence of only eIF1A and eIF2, then eIF5 was sufficient for MP syn-
thesis [353]. Thus, eIF5 may promote GTP hydrolysis by eIF2 leading to release of
eIF2•GDP from the 48S complex, and eIF5B may be required for the subsequent
removal of eIF1, eIF3, and eIF5, which is probably necessary for 60S subunit joining.
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When 48S complexes are mixed with 60S subunits and eIF5B in the presence of
nonhydrolyzable GDPNP in place of GTP, 80S complex formation is unaffected;
however, the 80S complexes are not able to synthesize MP [353]. Thus, GTP hydroly-
sis by eIF5B is not required for 80S complex formation, but rather for conversion of
the 80S complex to a translation competent state. Consistent with this idea, kinetic
analysis of translation initiation in RRL revealed a requirement for GTP hydrolysis
late in the pathway to prepare the 80S complex for elongation [356].

Both yeast and mammalian eIF5B possess potent ribosome-dependent GTPase
activities. The 60S subunit was reported to stimulate weakly the GTPase activity of
human eIF5B [353] with the 40S and 60S subunits required for maximal GTPase
activity. In contrast, the GTPase assays of yeast eIF5B [354] and rabbit eIF5B (called
IF-M2A at the time) [355] revealed an absolute requirement for both ribosomal sub-
units. The G4 sequence motif (NKxD) in G domains interacts with the guanine base
of the nucleotide establishing guanine specificity. Thus, the side chain of Asp-759 in
human eIF5B (Asp-533 in yeast eIF5B) is predicted to interact via a hydrogen bond
with the 2-amino group of GTP. Substitution of Asn for Asp-759 in human eIF5B
severely impaired the ribosome-dependent GTPase and the subunit joining activi-
ties of the factor. These results indicate that GTP binding by eIF5B is necessary for
subunit joining. The D759N mutation in human eIF5B endowed the factor with
XTPase activity [357] (Fig. 7.2-16A). This nucleotide-specificity switch can be
explained by the side chain of Asn-759 interacting via a hydrogen bond with the 2-
keto group on XTP. Consistent with this explanation, human eIF5B-D759N stimu-
lated subunit joining and MP synthesis when the assays were supplemented with
XTP in addition to the GTP required by eIF2 to form a TC and bind Met-tRNA  to
the ribosome [357]. Thus, the requirement for both GTP and XTP in assays employ-
ing the human eIF5B-D759N mutant demonstrates that there are two nucleotide
(GTP)-dependent steps in eukaryotic translation initiation.

7.2.8.2 GTPase Switch Regulates Ribosome Affinity of 
eIF5B and Governs Translational Efficiency

The eIF5B has a homolog in archaea, aIF5B, which functionally substitutes for yeast
eIF5B both in vivo and in vitro [5, 198]. The crystal structure of eIF5B from the
archaea Methanobacterium thermoautotrophicum (M. therm.) revealed a four-domain
protein resembling a chalice [198] (Fig. 7.2-16B). All archaea lack the nonconserved
NTD found in eukaryotic eIF5B and some bacterial IF2 proteins. As deletion of the
NTD has no obvious effect on eIF5B function in yeast [6], the crystal structure repre-
sents the functionally important regions of the factor. Domain I of aIF5B is the GTP-
binding domain and it resembles the G domains found in other G proteins like Ras,
EF-Tu, and the heterotrimeric G proteins. Domain II of aIF5B is a -barrel fold that,
together with domain I, can be nearly superimposed on domains I and II of eIF2
and the translation-elongation GTPases EF-Tu and EF-G. Domains I–III form the
cup of the chalice-shaped factor and they are connected via a 40 Å long -helical
stem to domain IV, a second -barrel fold, which represents the base of the chalice-
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Figure 7.2-16 Structural and functional pro-
perties of eIF5B. (A) The 1002-amino-acid 
yeast eIF5B, encoded by the FUN12 gene, is 
depicted schematically and divided into the 
following structural domains: nonconserved 
NTD, GTP-binding domain (G, red), -barrel 
domain II (yellow), domain III (green), and 

-barrel domain IV (blue). Domain IV plus the 
C-terminal -helices (purple) comprise the 
C-terminal domain (CTD) containing the 
binding domain (BD) for eIF1A [6]. Recent 
NMR studies mapped the binding interface to 
the C-terminal -helices in eIF5B (purple) and 
the CTD of eIF1A [197]. The G domain and 
domain II of eIF5B and aIF5B are conserved in 
both sequence and structure with the corres-
ponding domains in eIF2  (Fig. 7.2-5A), and the 
translational GTPases EF-Tu and EF-G [198]. 
Locations of key point and deletion mutations 
are indicated below the schematic. Depicted 
in red are dominant-negative mutations in the 
conserved Switch 1 (SW1) and Switch 2 (SW2) 
regions of the G domain that confer a growth 
defect in fun12  cells greater than that of the 
fun12  allele itself [354, 357]. Three mutations 
that suppress the toxic effects of the SW1 T439A 
mutation are indicated in green [354], and the 
G4 sequence motif mutation that alters the 
nucleotide specificity of eIF5B from GTP to 
XTP is labeled in black [357]. eIF5B alleles 
lacking the NTD retain full activity in vivo, 

whereas, partial or full removal of the CTD 
abolishes eIF5B function [6]. (B) Structure of 
M. therm. aIF5B. (Left) Ribbons represen-
tation of the ventral, GTP-binding face of 
aIF5B in complex with GDPNP (PDB ID code: 
1G7T, 198). -helices are depicted in red, 
and -sheets are colored blue. Locations of 
the four domains of the protein and the key 
point mutations described in (A) are indicated. 
The arrow adjacent to domain IV reflects 
the ~5 Å movement of this domain away 
from the reader when the factor is bound to 
GDP [198]. (Right) Model of eIF5B binding 
and interactions on the 40S subunit. The 
dorsal face of aIF5B is presented in ribbons 
representation with the domains colored as 
in (A): red, G domain; yellow, domain II; 
green, domain III; blue, domain IV; purple, 
C-terminal -helices. The structure has been 
rotated 180 about a vertical axis and then 
tilted relative to the structure in the left panel 
to reflect the predicted mode of eIF5B 
binding to the 40S ribosome (tan). Domain IV 
contacts the CTD of eIF1A (blue) in the A-site 
and is positioned near the aminoacyl end of the 
Met-tRNA  (brown) in the P-site, domain II 
contacts the small ribosomal subunit, and the G 
domain contacts the GTPase center on the large 
subunit [197, 360, 361]. The aIF5B images in 
both panels were generated using the program 
WebLab Viewer Lite (v. 3.2, Accelrys, Inc.).
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shaped molecule (Figs. 7.2-16A and B). As mentioned above, the eIF1A-binding site
maps to domain IV of eIF5B [6] and an eIF5B allele lacking domain IV is function-
ally impaired in vivo (Fig. 7.2-16A), suggesting that the eIF5B–eIF1A interaction is
important. Moreover, NMR structural analysis and chemical-shift experiments sug-
gest that the C-terminal 14 residues of eIF1A bind to a narrow hydrophobic groove
on the surface of domain IV formed by the two -helices at the extreme C-terminus
of eIF5B [197] (Fig. 7.2-16B). The eIF5B homolog in Drosophila melanogaster has
been reported to bind to the DEAD-box RNA helicase VASA, encoded by the gene
vas [358]; however, the VASA-binding site on eIF5B has not been mapped. Interest-
ingly, mutations in Drosophila eIF5B enhance the embryonic patterning and germ
cell specification defects of vas mutants, suggesting that the physical interaction
between eIF5B and VASA is important for the translation of at least a subset of
mRNAs encoding proteins that play important roles in early development [358].

Comparison of the structures of aIF5B in its active GTP-bound state and inactive
GDP-bound state revealed that modest conformational changes in the active site of
the G domain resulted in rotations of domains II and III that trigger lever-type
motions of the long helical stem and domain IV [198] (see Fig. 7.2-16B, left panel).
This lever-type motion amplifies over a distance of 90 Å, the intricate molecular rear-
rangements distinguishing GTP from GDP in the G domain active site, and results
in an ~5 Å swing of domain IV. Interestingly, these domain rearrangements share
some resemblance to the stroke-like motions observed in the ATPase motors like
myosin. This similarity raised the possibility that eIF5B functions as a molecular
motor, as proposed for the translation elongation-factor GTPase EF-G [359]; how-
ever, this possibility now seems very unlikely (see below).

Several studies have addressed the role of GTP hydrolysis by eIF5B. Pestova et al.
[353] showed that GTP hydrolysis was not required for subunit joining per se, but for
formation of a functional 80S competent for translation (MP synthesis). In addition,
GTP hydrolysis was essential for the catalytic activity of eIF5B to promote subunit
joining. The eIF5B functioned equally well in the presence of GTP versus nonhydro-
lyzable GDPNP to generate stoichiometric amounts of 80S complexes; however,
GDPNP blocked the catalytic reutilization of eIF5B. In addition, the 80S complexes
formed in the presence of GDPNP were defective for MP synthesis. Examination of
the 80S complexes formed in these assays revealed the stable binding of eIF5B to
80S complexes formed using GDPNP, but not GTP [353]. Further evidence that GTP
hydrolysis by eIF5B is not required for subunit joining, but is necessary for a later
step in the translation pathway was obtained from studies of eIF5B mutants. Muta-
tion of the conserved Thr-439 in Switch 1 of yeast eIF5B to Ala, or substitution of
Glu for the conserved Switch 2 His480 in yeast eIF5B and the corresponding His706
in human eIF5B lowered the ribosome-dependent GTPase activity of the factor to
below background levels [354, 357]. The mutant factors retained subunit-joining
activity; however, they were defective for stimulating protein synthesis both in vivo
and in vitro. In addition, the mutant factors exhibited a dominant-negative pheno-
type in yeast causing a slow-growth phenotype in strains co-expressing wild-type
eIF5B, and severely impairing the growth of strains lacking eIF5B [354] (Fig. 7.2-16A).
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Finally, the human eIF5B-H706E mutant mimicked wild-type eIF5B in the pres-
ence of GDPNP and was stably bound to the 80S product of the subunit joining
reaction [357].

The results of the above studies suggest that GTP hydrolysis by eIF5B is required
for dissociation of the factor from the ribosome following subunit joining. However,
the experiments did not distinguish whether GTP hydrolysis by eIF5B was necessary
for mechanical work on the ribosome required for protein synthesis, or if GTP
hydrolysis and the domain rearrangements in eIF5B simply functioned as a switch
lowering the ribosome-binding affinity of eIF5B. Three mutations in yeast eIF5B,
one in the G domain (H505Y) and two in domain II (F643S and A709V), were iso-
lated as suppressors of the eIF5B-T439A mutation [354] (Figs. 7.2-16A and B, left
panel). The H505Y suppressor mutation lowered the ribosome-binding activity of
eIF5B yet restored nearly wild-type translation in vivo without restoring eIF5B
GTPase activity [354]. The uncoupling of eIF5B GTPase and translational activities by
the suppressor mutations revealed that eIF5B GTPase activity is not essential for
mechanical work in translation initiation. Instead, the eIF5B GTPase switch regu-
lates the ribosome-binding affinity of the factor. These results suggest that similar to
eIF2, eIF5B is performing both regulatory and catalytic roles in translation initiation.

Yeast lacking eIF5B or expressing eIF5B alleles that lack GTPase activity exhibit a
Gcn– phenotype [354]. This Gcn– phenotype was attributed, at least in part, to a
defect in translating uORF1 on the GCN4 mRNA. Translation of uORF1 on the
GCN4 mRNA is necessary to restrict ribosomes to the reinitiation mode where the
levels of TC determine whether ribosomes translate or scan past the inhibitory
uORF3 and uORF4. Removal of uORF1 prevents ribosomes from bypassing uORF2,
uORF3, or uORF4, and blocks GCN4 expression. A 2–5-fold increase in the number
of ribosomes leaky scanning past uORF1 without initiating translation was observed
in strains lacking eIF5B or expressing GTPase-deficient forms of the factor [354].
The increased leaky scanning is consistent with the subunit joining function of
eIF5B. Ribosomes scanning from the 5�-cap will stop at the uORF1 start codon,
release eIF2, and await eIF5B-catalyzed subunit joining. In the absence of eIF5B or
in cells expressing GTPase-deficient mutants of eIF5B, subunit joining may be inef-
ficient or the 80S complexes formed may be aberrant, and ribosomes will either
resume scanning or disengage from the mRNA.

Bacterial IF2 binds fMet-tRNAMet to the 30S subunit and, similar to eIF5B, is
released from the ribosome following subunit joining. The binding site for fMet-
tRNA  has been mapped to domain IV of IF2, and the tRNA recognition involves
primarily fMet and perhaps a few residues of the acceptor stem (reviewed in Refs. [1,
7] and Chap. 7.1). Formylation of the amino acid is a critical determinant for binding
to IF2; and neither aIF5B nor eIF5B has been shown to bind Met-tRNA , consis-
tent with the lack of formylation of Met-tRNA  in archaea and eukaryotes. How-
ever, eIF5B may stabilize the binding of Met-tRNA  to the 80S complex.
Substantially greater amounts of Met-tRNA  were bound to 80S complexes formed
by wild-type eIF5B in the presence of GDPNP versus GTP [354]. As eIF5B would
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remain bound to the 80S complexes formed using GDPNP, the factor may stabilize
Met-tRNA  binding. In a similar manner, eIF5B may stabilize 48S complexes fol-
lowing the release of eIF2•GDP. Polysomes with halfmers containing a 48S complex
bound at the start codon of an mRNA accumulate in yeast with reduced amounts of
60S subunits. These halfmers fail to form in strains lacking eIF5B [357], suggesting
that eIF5B stabilizes this intermediate in the translation-initiation pathway. Consis-
tent with the proposed role of eIF5B to stabilize Met-tRNA  binding to 48S and
80S complexes, the slow-growth phenotype of yeast strains lacking eIF5B can be par-
tially suppressed by overexpressing tRNA  [201].

Synthesizing the results of the various in vivo and in vitro studies on eIF5B, the fol-
lowing model can be proposed for eIF5B function. Following scanning, GTP hydrol-
ysis by eIF2, and release of eIF2•GDP, eIF5B•GTP binds to the 48S complex. The
binding of eIF5B may stimulate release of eIF1, eIF1A, or eIF3, or alter the 40S
structure to permit 60S subunit joining. In the 80S complex, eIF5B is positioned
such that domain IV is near the top of the A-site in close proximity to the Met of the
P-site-bound Met-tRNA  (Fig. 7.2-16B, right panel). Based on the cryo-EM images
of EF-Tu and EF-G bound to the ribosome, the GTP-binding domain of eIF5B is
likely to contact the GTPase-activating center on the large subunit, whereas domain
II contacts the small subunit (see Refs. [360, 361]). Joining of the 60S subunit trig-
gers the GTPase activity of eIF5B, the factor changes conformation, and dissociates
from the ribosome. Finally, the 80S ribosome is prepared to enter the elongation
phase of protein synthesis with Met-tRNA  in the P-site and a vacant A-site ready
to accept the first elongator tRNA in complex with eEF1A and GTP.

7.2.9
IRES-mediated Translation Initiation 

Although it is clear that canonical cap-dependent initiation plays a central role in the
recruitment of ribosomes to a large number of mRNAs, translation can initiate by a
cap-independent mechanism on some mRNAs, and under specific conditions. This
mode of initiation entails the binding of 40S ribosomes to an internal ribosome
entry site, or IRES, which is mostly (but not always) part of the 5�-UTR of the
mRNA. IRES-mediated translation was first discovered in picornavirus mRNAs
(poliovirus [362] and encephalomyocarditis virus [363]). Unlike all nuclear-tran-
scribed cellular mRNAs, these viral mRNAs do not possess a cap structure and,
therefore, must be translated by a cap-independent mechanism. All picornavirus
RNAs (including enteroviruses, rhinoviruses, aphthoviruses and others) contain an
IRES. Other viruses that do not contain a cap structure, such as HCV [364] and
cricket paralysis virus (CrPV) [365], also translate by an IRES-mediated mechanism.
However, there are striking differences among the mechanisms of IRES-mediated
translation initiation on picornaviruses, HCV, and CrPV mRNAs. Picornaviruses
require the same canonical set of translation-initiation factors as required for cellu-
lar mRNAs, with the exception of eIF4E. (The picornavirus, hepatitis A virus is the
sole exception in this regard because its translation is dependent on eIF4E) [366–
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368]. The function of the cap structure and eIF4E in translation of picornavirus
mRNA is supplanted by a direct interaction of eIF4G with the IRES, as shown for
EMCV RNA. This interaction is enhanced by eIF4A [223]. Efficient translation of
picornavirus mRNAs in vitro and possibly in vivo requires the participation of non-
canonical initiation factors, which are termed ITAFs (IRES trans-acting factors)
(see Ref. [244] for review).

Another class of viruses, exemplified by HCV, uses a much simpler mechanism of
internal ribosome binding. This involves the direct binding of the 40S subunit,
assisted by eIF2 and eIF3, to the IRES, which includes the initiator AUG [185]. This
relatively simple, prokaryotic-like, mode of ribosome binding was a key factor for the
successful solution of the structure of the HCV–IRES–40S ribosome complex by cry-
oelectron microscopy [183]. Yet, even a more basic and extraordinary mechanism of
translation initiation that does not involve any initiation factors or initiator tRNA
was described for some insect viruses such as cricket paralysis virus (CrPV) [365]
and Plautia stali intestine virus [369]. In this case, 40S ribosomes bind directly to a
non-AUG initiation codon. The large 60S subunit joins the complex without any
requirement for eIF5 or eIF5B. Most remarkably, the P-site CCU triplet is not
decoded, as it base-pairs with a pseudoknot sequence in the 18S rRNA. Thus, the
first decoded triplet is in the A-site.

Internal ribosome binding is not restricted to viruses, which do not contain a cap
structure, but also occurs on both viral and cellular mRNAs that contain a cap struc-
ture. Among the capped viral mRNAs that contain an IRES are those of retroviruses,
including HIV-1 [370]. There are approximately 50 cellular mRNAs, which have
been reported to contain an IRES (a database that lists these mRNAs is accessible at
http://ifr31w3.toulouse.inserm.fr/IRESdatabase/). However, this list is certain to
grow, as the estimated number of IRES-containing mRNAs is ~10% of the total
mRNA population. This estimate is based on the number of mRNAs that are resis-
tant to inhibition of translation following poliovirus infection, which causes a dra-
matic shut-off of cap-dependent host protein synthesis [371]. An important common
feature of IRES-containing cellular mRNAs is that they encode for proteins which
play key roles in cell growth, proliferation, and differentiation, e.g., fibroblast growth
factor-2 (FGF-2), Myc, vascular endothelial growth factor (VEGF) and inhibition of
apoptosis factor (XIAP).

A very interesting and evolving aspect of cellular IRESs is their function in transla-
tional control. IRES-containing cellular mRNAs can be translated to differing extents
by the cap-dependent mechanism, but the IRES allows for translation under condi-
tions where cap-dependent translation is inhibited. Inhibition of cap-dependent
translation occurs under diverse conditions of stress, such as apoptosis, serum star-
vation, hypoxia and -irradiation [372]. Thus, proteins, which are important for cell
function under these conditions are often encoded by IRES-containing mRNAs. For
example, VEGF and the transcription factor known as hypoxia-inducible factor-1
(HIF-1) are required for cell growth under hypoxic conditions, where cap-dependent
translation is inhibited. Similarly, Myc and Apaf-1 are required during apoptosis.
IRES-mediated translation also can be regulated during the cell cycle. Cap-dependent
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translation is repressed during mitosis as a result of 4E-BP dephosphorylation [373].
Short-lived proteins that are essential for cell survival must be synthesized during
mitosis. Two such proteins whose mRNAs contain a mitosis-restricted IRES were
identified: ornithine decarboxylase [370, 374] and PITSLRE protein kinase [375]. Ret-
roviruses stimulate cells to become arrested in mitosis. Consistent with this, transla-
tion of retrovirus and HCV mRNAs, which is IRES-dependent, is enhanced in
mitotically arrested cells [376].

Finally, there are additional mechanisms of translation initiation that seem to be
hybrids of cap- and IRES-dependent mechanisms, known collectively as ribosomal
shunting. Ribosome binding to these mRNAs is cap-dependent and entails a period
of scanning; however, the scanning ribosomes then physically by-pass relatively
large stretches of the 5�-UTR and rebind to the mRNA in the vicinity of the start
codon. Examples of initiation by shunting include the 35S mRNA of the cauliflower
mosaic virus, major late mRNAs of adenovirus and Sendai virus mRNA [377]. Just
as in the case of IRES function, there appears to be a diversity of cis-acting sequences
and structures in the mRNA that stimulate shunting on these viral mRNAs. It is
probable that shunting will also be found to operate in cellular mRNAs.

7.2.10
Future Prospects

There is now a firm fundamental understanding of the mechanism of translation
initiation in eukaryotes. Much of this knowledge has been traditionally obtained
through the use of genetic analysis in yeast and biochemical assays in mammalian
systems. More recently, a great deal of progress has been made by solving the 3D
structures of individual translation factors, collecting vast new information on the
interactions among initiation factors, and the analysis of functional multi-subunit
complexes. Indeed, it is possible that recruitment of ribosomes to mRNAs occurs in
just a two-step process, whereby ribosomes first interact with eIF1A and a multi-fac-
tor initiation factor complex that includes eIF1, eIF2, eIF3, eIF5, and Met-tRNA ,
which is then recruited to the mRNA, via bridging with eIF4F. The new data provide
a strong basis for studying structure–function relationships in the translation-initia-
tion machinery. The next important advance in structural studies of translation will
be solving the 3D structures of stable multi-subunit initiation factors (such as eIF3
and eIF2). Cryoelectron microscopy studies are already underway to determine the
structures of these factors. It would certainly be more challenging to obtain struc-
tures of transient complexes including eIF3 in a complex with eIF5, eIF1, and eIF2
or the eIF4F complex. The ultimate goal of the structural studies is undoubtedly to
obtain the 3D structure of the ribosomes complexed with initiation factors and
mRNA.

An important, but difficult, issue to address in translational control mechanisms
is how are the phosphorylation states of different initiation factors integrated to
effect the translation of a specific set(s) of mRNAs. For example, serum simulta-
neously stimulates the phosphorylation of eIF4E, eIF4B, eIF4G, the eIF4E-repressor
proteins 4E-BPs and ribosomal protein S6. However, it is unclear, except for 4E-BPs,
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how (and if) phosphorylation of other translation components affects translation in
serum-stimulated cells. The ultimate manner to assess the importance of phospho-
rylation of these factors is to generate ‘knock-in’ mutant mice and cells expressing
nonphosphorylatable forms of the relevant factors. It is probable that general trans-
lation rates would not be affected by the abolition of eIF4B, and eIF4G phosphoryla-
tion, as was documented for eIF4E: as described above, eIF4E phosphorylation can
be abrogated in mammalian cells without any effect on global translation rates [302].
However, mutation of the single phosphorylation site on eIF4E in flies causes a
reduction in size and development of the flies [300]. The identification of mRNAs,
whose translation is affected by the phosphorylation of initiation factors, would
necessitate polysome profiling in combination with microarray analysis [378].

Another important area of future research involves uncovering the full range of
biological processes, which are affected by eIF2  phosphorylation. It is now abun-
dantly clear that the paradigm established in yeast for the mechanism of stimula-
tion of GCN4 translation upon eIF2  phosphorylation [15] applies to all
organisms. One of the intriguing examples is the selective increase in the transla-
tion of activating transcription factor 4 (ATF4) following the phosphorylation of
eIF2  by PERK under ER stress conditions. ATF4 in turn regulates the unfolded
protein response (UPR) to stress [379]. The stress response is implicated in the eti-
ology of many diseases, including diabetes. Knockout mice for PERK develop dia-
betes before reaching 1 month of age. Indeed, a familial diabetes mellitus disease
known as Wolcott–Rallison syndrome (WRS), an autosomal recessive disorder, is
caused by a mutation in PERK [380]. A fascinating connection between stress,
eIF2  phosphorylation and disease was recently proposed to explain the patho-
physiology of two linked inherited diseases: leukoencephalopathy with VWM,
which is a brain disease, and premature ovarian failure (OF). These diseases can
be caused by mutations in each of the five different subunits of eIF2B [122, 123,
381]. It stands to reason that the mutations in eIF2B increase the susceptibility of
particular organs such as brain and ovaries to cellular stress. Other eIF2  kinases
also are involved in disease development. In addition to functioning as a major
player in the host antiviral defense arsenal, PKR also appears to function as a
tumor suppressor [382]. Importantly, investigators are taking advantage of these
attributes to target preferentially cancer cells, which have lost PKR or its upstream
effectors due to mutations, for killing by oncolytic viruses [383].

With regard to human disease, phosphorylation of 4E-BPs has been extensively
studied in relation to cell growth and its possible relevance to cancer development.
Rapamycin, which inhibits 4E-BP phosphorylation is an anticancer drug candidate,
whose antitumorigenic activity could be mediated by its activity on 4E-BP. Consis-
tent with this idea, eIF4E and eIF4G are overexpressed in a large number of tumors,
and they can oncogenically transform rodent cells in culture [384, 385].

A very promising and nascent research area in translational control concerns syn-
aptic plasticity. This term refers to the ability of individual synapses in a neuron to
undergo enduring changes in strength in response to experience. These changes play
key roles in learning and memory. Synaptic plasticity is affected by local translation
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(see Refs. [386, 387] for reviews). It has been known for two decades that ribosomes
and translation factors are localized in dendrites beneath the post-synaptic sites.
Local protein synthesis is required for the development of long-term potentiation
(LTP) and long-term depression (LTD), which are associated with memory. The
exact mechanism of translational up-regulation in synapses is not known, but sev-
eral signaling pathways that are responsible for the phosphorylation of translation-
initiation factors are involved. In particular, the PI3K/Akt-PKB/FRAP-mTOR path-
way has been implicated, as rapamycin inhibits both this signaling pathway and LTP
and conversely both are stimulated by brain-derived growth factor (BDNF) [388,
389]. An alternative mechanism to activate local translation in synapses is via
increased polyadenylation of CaMKII in response to different stimuli, such as light
(for dark-reared rats) [390] or NMDA [391].

One of the most revolutionary, but controversial, concepts in translation is the
possibility of nuclear translation in eukaryotes. The current dogma is that the
mRNA can be translated only after it is exported from the nucleus to the cytoplasm.
However, a recent report concluded that translation occurs in the nucleus [392]. This
idea is attractive because it provides the simplest explanation for the mechanism of
nonsense-mediated decay (NMD) in mammalian cells and its association with
nuclear events. NMD of a subset of mRNAs in mammalian cells is physically associ-
ated with the nucleus and is affected by splicing. Thus, the first round of nuclear
translation could provide a surveillance or proofreading mechanism prior to mRNA
export [235]. However, there is a raging debate as to whether nuclear translation
does indeed occur [393, 394]. One of the arguments consistent with nuclear transla-
tion is the existence of a pool of initiation and elongation factors in the nucleus.
However, not all of the known initiation factors are found in the nucleus [393]. Thus,
if translation takes place in the nucleus it is imperative to identify the factors that are
involved. If translation happens not to occur in the nucleus then it would be impor-
tant to understand the nuclear functions of initiation factors, such as eIF4E and
eIF4G.

Based on the immense assembled knowledge on the architecture of the transla-
tion-initiation apparatus and the mechanistic insights into translation, it is antici-
pated that the next decade will reveal further progress in understanding the
important contributions of this machinery to complex biological processes ranging
from cell growth and development to memory and metabolism. Such progress will
undoubtedly impinge on the efforts to cure major diseases such as cancer, diabetes,
obesity and Alzheimer.
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8
The Elongation Cycle

Knud H. Nierhaus

The elongation cycle (parts of previous reviews of the Nierhaus group [1–6] have
been integrated in this chapter) is the heart of protein synthesis. Each “heart beat” of
the ribosome prolongs the nascent polypeptide chain by a single amino acid. The
elongation cycle can be divided into the following three basic reactions: (i) Occupa-
tion of the A-site by the incoming tRNA. This step can be further subdivided into (a)
the decoding reaction, which mainly restricts the aminoacyl-tRNA and ribosome
interactions to codon–anticodon interactions (low-affinity interaction) and (b) the
accommodation reaction, where high-affinity binding of the whole tRNA to the A-
site results in the docking of the aminoacyl residue into the peptidyl transferase
(PTF) center of the large subunit. (ii) Peptide-bond formation, where the nascent
polypeptide chain is transferred from the P-site tRNA onto the aminoacyl moiety of
the A-site tRNA. This leaves a deacylated (or uncharged) tRNA at the P-site and a
peptidyl-tRNA at the A-site (with the nascent chain extended by one amino acid).
(iii) Translocation involves the movement of mRNA•tRNA2 on the ribosome by one
codon length so as to place the deacylated tRNA into the E-site and the peptidyl-
tRNA into the P-site, thus freeing the A-site for the next incoming aminoacyl-tRNA.
Progression of the ribosome through these various stages of the elongation cycle is
catalyzed by protein factors called elongation factors, specifically elongation factor G
(EF-G) and elongation factor Tu (EF-Tu) in bacteria. These factors transiently inter-
act with the ribosome at specific points during the elongation cycle to facilitate
movement onto the following stage of the cycle, e.g., EF-Tu facilitates delivery of the
aa-tRNA to the A-site (step 1), whereas EF-G mediates movement or translocation of
the tRNAs from the A- and P-sites to the P- and E-sites, respectively (step 3). Translo-
cation shifts the ribosome from a pre-translocational (PRE) state to a post-transloca-
tional state (POST). Both factors have been visualized by cryo-EM in functional
complexes with the ribosome at various stages during the elongation cycle [7–10]. By
combining these reconstructions with those of PRE and POST tRNA•70S ribosome
images, a comprehensive overview of the elongation cycle has been constructed
from cryo-EM images [11] (Fig. 8-1).

The ribosomal state before translocation (PRE in Fig. 8-1c) is characterized by
tRNAs at the A- and P-sites and, following translocation (POST as seen in Fig. 8-1f),
by tRNAs at the P- and E-sites. The PRE and POST states represent the main states
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Figure 8-1 Overview of the translation cycle. Multiple cryo-
electron microscopic studies have determined the tRNA and 
elongation factor-binding positions on the 70S ribosome during 
different stages of the elongation cycle (see Ref. [11] and refer-
ences therein). These positions of the ribosomal ligands have 
been overlaid on to an 11.5 Å resolution three-dimensional 
(3D) map of the ribosome to generate a schematic overview of 
the elongation cycle, the details of which are provided in the 
text. The small 30S subunit is in yellow, the 50S large subunit in 
blue. Adapted from Agrawal et al. [11].
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of the active ribosome and are separated by high activation-energy barriers (about
80–90 kJ mol 1; [12]). The POST state probably represents a lower energy level of the
ribosome than the PRE state. This is indicated by the fact that after peptide-bond for-
mation an incubation at 37° C for 2 min is sufficient to promote translocation from
the PRE to the POST state in the absence of the translocation factor EF-G and GTP
(“spontaneous translocation“, [13–15]). In contrast, the reverse translocation has
never been observed with an isolated POST state.

Therefore, during the elongation cycle, the ribosome can be thought of as oscillat-
ing between the two main states, namely the PRE and POST states. Even ribosomes
carrying only a P-site tRNA (e.g., AcPhe-tRNA), a state that is referred to as the Pi

state, seems to exist in two different coformations, as evident from the differential
effects of puromycin, tetracycline, viomycin, and thiostrepton on the two subpopula-
tions of ribosomes [16]. Finally, even the empty ribosome can adopt two different
conformations, one resembling the PRE, the other the POST conformation, as
judged by synergistic effects of EF-Tu and EF-G on their respective uncoupled
GTPases [17].

By reducing the activation energy barrier that exists between the PRE and POST
states, the elongation factors significantly accelerate protein synthesis by more than
four orders of magnitude (104-fold; a spontaneous translocation in the absence of
EF-G lasts about 2 min [13], and an enzymatic translocation in the presence of EF-G
about 30 s [18]). Therefore, they resemble enzymes which also lower the activation
energy of a reaction and, due to the enormous acceleration factor of 106–1012

achieved, just enable a reaction to occur [19]. But enzymes accelerate a reaction only
until the equilibrium is reached, i.e., enzymes can usually catalyze both the forward
and reverse reactions. In this respect, the elongation factors are more specific since
they not only accelerate the reaction rate but also determine the direction of the reac-
tion: EF-Tu catalyzes the POST PRE transition and EF-G the reverse PRE POST
reaction. This unidirectional mechanism of action of the elongation factors explains
why the presence of two elongation factors is universally conserved. Only the higher
fungi such as Saccharomyces cerevisiae or Candida albicans require a third factor, EF-
3, which is essential for protein synthesis playing a role in removal of deacylated
tRNA from the E-site of the ribosome ([20]; see Sect. 8.1.2 for the ATP-dependent
functions of EF-3).

Both the universal elongation factors are prototypes of the large superfamily of G-
proteins. Like all G-proteins, these elongation factors are GTPases and follow a cycle
of activation in the presence of GTP (the “ON” conformation) and deactivation when
GDP is bound (“OFF” conformation) [21]. In the “ON” or GTP conformation, G-pro-
teins bind to their target substrate, be it a protein or complex, to trigger their specific
reaction. Subsequently, the GTPase center of the G-protein is activated and the ter-
minal phosphate residue of the bound GTP molecule is cleaved off to yield GDP.
The G-protein now adopts the deactivated “OFF” conformation, which has a lower
affinity for the target substrate and therefore dissociates from it. For the cycle to be
repeated, GDP must be exchanged for GTP on the G-protein. This means for the
elongation factors, the energy liberated by the elongation-factor-dependent GTP
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hydrolysis is used for the release of the elongation factors after they have done their
job rather than for the reaction triggered by the elongation factors in their “on” state
(a different view for EF-G was proposed by the “motor protein” hypothesis; see Sect.
8.4.1).

8.1 
Models of the Elongation Cycle

Before we describe the molecular details of the individual reactions of the elongation
cycle, we will briefly and critically consider the two prevailing models of the elonga-
tion cycle, namely the hybrid site and –  model.

8.1.1 
The Hybrid-site Model for Elongation

This model is based on the observation that bases of rRNA were protected against
chemical modification when tRNAs were bound specifically to the ribosomal A-,
P- and E-sites. Each tRNA position on the ribosome was correlated with a specific
protection pattern, e.g., binding of AcPhe-tRNA (a simple mimic of a peptidyl-tRNA)
to the P-site defined the “P-site pattern”, whereas binding of a ternary complex Phe-
tRNA EF-Tu GTP to the A-site (after pre-filling the P-site with a deacylated-tRNA)
produced an “A-site pattern“. The “E-site pattern” was derived simply from the bind-
ing of deacylated tRNA to the E-site, but was not very well defined in the poly(U)-
dependent system used [22].

When AcPhe-tRNA was bound to the P-site and the protection patterns were
assessed both before and after “peptide-bond formation” (or more accurately, the
transfer of the AcPhe to puromycin in the A-site), the P-site pattern shifted to an E-
site pattern on the 23S rRNA after peptide-bond formation, whereas an unaltered P-
site pattern remained on the 16S rRNA. The conclusion was that the tRNA was in a
P/P state before and in a P/E state after the puromycin reaction (where the letter
before and after the slash indicate the site bound by the tRNA on the 30S and 50S
subunit, respectively). In another experiment, ternary complex was added to ribo-
somes carrying an AcPhe-tRNA at the P-site, which following peptide-bond forma-
tion would put an AcPhe-Phe-tRNA at the A-site and a deacylated tRNA at the P-site.
An “A plus P” pattern was observed on the 16S rRNA, whereas the 23S rRNA exhib-
ited a “P plus E” pattern. These results were interpreted such that the analog of the
peptidyl-tRNA was in an A/P-site and the deacylated tRNA in a P/E site. Following
translocation, the protection patterns suggested that the tRNAs were in the P/P and
E-sites, where the E-site is located solely on the 50S subunit rather than on the 30S
subunit.

The hybrid-site model [22] in its original form is depicted in Fig. 8-2(A) with its
diagnostic feature of hybrid sites after peptide-bond formation: the tRNAs pass
through the ribosome with a “creeping” movement. On the 30S the picture follows
the classical scheme outlined in the preceding section; however on the 50S, the
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Figure 8-2 Models of the elongation cycle: 
(A) The hybrid-site model according to Ref. [22]. 
For explanation see text. The essence of this 
model is a creeping movement of the tRNAs 
through the ribosome. (B) The α–ε model of 
the elongation cycle according to Ref. [49]. 
The essential feature is a movable ribosomal 
α–ε domain that connects both subunits 
through the intersubunit space, binds both 
tRNAs of an elongating ribosome and carries 
them from the A- and P-sites to the P- and 

E-sites, respectively, during translocation. 
The model keeps all the features of the allos-
teric-three-site model (see text), but explains 
the reciprocal linkage between A- and E-sites 
by the fact that the α–ε domain moves out of 
the A-site during translocation leaving the 
decoding center alone at the A-site rather 
than by an allosteric coupling. In (B) Yellow 
and green represent the two binding regions 
of the α–ε domain; blue, the decoding center 
at the A-site.
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movement is proposed to start after peptide-bond formation but before EF-G-depen-
dent translocation. The model has been modified in light of the crystal structure [23],
where the E-site tRNA shows intensive contacts with the small subunit, such that
now the tRNA is found in the E/E-site after translocation [24]. A further change was
introduced so that after peptide-bond formation the tRNAs initially remain at the
classical A/A- and P/P-sites, before they shift, after an undefined time period, into
the hybrid A/P- and P/E-sites, respectively [24]. These changes were necessary to
account for the observation that no hybrid sites were observed in a systematic study
of the elongation cycle ([11]; also see below) and the CCA ends did not move after
peptide-bond formation in a 50S crystal [25].

In functional studies, the P-site is operationally defined as the site where an acy-
lated-tRNA can react with puromycin, in contrast with an A-site location where it is
for all intense and purposes puromycin unreactive. The observation that an acylated
tRNA can in fact undergo the puromycin reaction [26] does not seriously challenge
this definition, since the latter reaction differs qualitatively from that of the P-site
reaction in that it is extremely slow. For example, under conditions of 6 mM Mg2+

and in the presence of polyamines, the A-site puromycin reaction proceeds 200
times slower than that in the P-site (A. Potapov, C. Spahn and K. H. Nierhaus,
unpublished results). Note that the hybrid-site model uncouples the functional defi-
nition of the P-site from the structural one, because this model locates the peptidyl
residue at the P-site of the PTF center (on the 50S subunit) after the peptide-bond
formation (because the peptidyl-tRNA is at the A/P-site), yet the peptidyl residue is
not puromycin-reactive. Consequently, this model is forced to distinguish between
two P-site positions on the 50S subunit, one that is puromycin-reactive and one that
is not. Finally, the problem of moving the (tRNA)2•mRNA complex has not become
significantly simpler, even though the tRNA movement from one site to the other
now occurs in two steps.

There are two major criticisms that should be considered when applying the
hybrid-site model:

1. The concept of hybrid sites rests solely on the protection patterns of the
23S rRNA. However, the protections of 16 out of 17 bases of 23S rRNA were depen-
dent on the ultimate A76 residue or CA76-3� residues of the universal CCA-3� termi-
nus of the tRNAs [27]. In contrast with the hybrid-site perception, the crystal
structure of the 50S subunit after peptide-bond formation demonstrates that the
CCA ends at A- and P-sites do not move [25].

2. The experiments from which the model is derived employs a vast range of
Mg2+ concentrations ranging from 5 to 25 mM [28, 27]. However, it is well known
that the binding properties and the interdependencies of the various sites are
extremely sensitive to changes in Mg2+ concentration [29]. This sensitivity probably
reflects an increasing distortion of the ribosome with increasing Mg2+ concentra-
tion, which one would expect affects a fine-structure analysis such as the chemical
probing of the rRNA bases. In fact, a deacylated tRNA bound to programed ribo-
some under conventional ionic conditions (Table 8-1) was found exclusively at the P/
E hybrid site, whereas under more in vivo ionic conditions, the deacylated tRNA was
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found at the classical P-site, suggesting that the hybrid-site concept may simply be a
buffer artefact [30]. A systematic analysis of tRNA-binding sites during elongation
did not provide any evidence for hybrid states of a tRNA [11]. Recently, cryo-EM of
PRE state ribosomes prepared in a different laboratory also showed no evidence for
the presence of hybrid states [31]. In this study, the post-peptide-bond formation of
PRE state ribosome complexes had a dipeptidyl tRNA at the classical A-site and not
at the A/P hybrid site as would be predicted by the hybrid-site model. From these
independent studies, it is at least clear that a ribosome containing a hybrid site does
not represent a significant proportion of the elongating ribosome population. Fur-
thermore, the crystal structure of a programed ribosome containing three deacylated
tRNAs at 5.5 Å resolution identified a deacylated tRNA at the classical P-site [23],
rather than at the P/E hybrid site as might be expected from the hybrid-site model.

Contrary to the belief of some, the ratchet model, where the subunits twist relative
to each other in a forward-and-back movement by about 4.5° during translocation
[32], does not in fact support the hybrid-site model. This is because the forward-and-
back ratchet movements occur during one translocation step, i.e., the tRNAs are at A-
and P-sites before translocation and at P- and E-sites after translocation (see
Sect. 8.4.2). However, it could be that during one translocation reaction the two
tRNAs do transiently pass through a hybrid position when they go from the A- and
P-sites to the P- and E-sites, respectively. In fact, this interpretation is supported by a
cryo-EM analysis of the translocation movement [31], suggesting that hybrid states
are indeed translocation intermediates.

8.1.2 
The Allosteric Three-site Model ( –  Model; Reciprocal 
Coupling between the A- and E-sites)

Under unfavorable buffer conditions the dissociation rate of a tRNA at the E-site was
reported to be 0.3 s 1 [33], whereas the elongation rate, determined under compara-
ble conditions, was reported to be 10 times faster (3 s 1) [34]. This alone suggests
that an active mechanism must exist to eject the deacylated tRNA from the E-site.
Under near in vivo conditions, the situation is even more significant: the dissocia-
tion rate of an E-site tRNA from an isolated POST state is much lower and can be
measured in hours rather than seconds. POST states can be isolated via overnight
centrifugation through sucrose cushions without loss of any deacylated tRNA from
the E-site (see, e.g., Ref. [35]), and native polysomes isolated using a procedure last-
ing longer than 24 h contain an occupied E-site almost quantitatively [36]. It is clear
that the release of a deacylated tRNA from the E-site must be an active process and
cannot occur via a simple diffusion process as considered by some authors (see, e.g.,
Ref. [37]). In fact, crystal structures of 70S•tRNA complexes [23] and cryo-EM studies
[31] have demonstrated stable and tight E-site binding, although a mechanism for
the E-tRNA release was not deduced.

A reciprocal linkage between A- and E-sites has been identified as being the active
mechanism for E-site ejection: the E-site affinity drops markedly upon occupation of
the A-site and vice versa, i.e., the occupation of the A-site is coupled with the tRNA
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release from the E-site [38, 39]. In the years following the identification of the recip-
rocal linkage between A- and E-sites, much data accumulated providing support for
this model: (i) A direct and unequivocal demonstration of the reciprocal linkage was
achieved using a heteropolymeric mRNA displaying three different codons at the
three sites together with three respective cognate tRNAs, each labeled with a differ-
ent isotope [40]. (ii) The activation energy for occupation of the A-site depends on the
charging state of the E-site: when a tRNA is present at the E-site the activation
energy is twice as large as that observed when the E-site is free [12]. (iii) Thiostrep-
ton, viomycin and all types of aminoglycosides severely impair A-site binding only if
the E-site is occupied [41]. (iv) The reciprocal coupling of A- and E-sites has also been
observed with the ribosomes of organisms from other evolutionary domains, viz.
with ribosomes of Halobacterium halobium (archea; [42]) and yeast (eukarya; [20]),
suggesting that this relationship is universally conserved. Indeed, in yeast, the recip-
rocal coupling was observed when the functions of the third elongation factor (EF-3)
were studied [20]. In the POST state, yeast 80S ribosomes bound the E-tRNA so
tightly that a ternary complex aa-tRNA•EF-1•GTP could not bind to the A-site. First,
the binding of EF-3 to the ribosome and ATP cleavage was necessary to free the E-
site tRNA, perhaps by “opening” up the E-site by movement of the L1 protuberance
of the 50S subunit. Only then was it possible for A-site occupation and the concomi-
tant release of the E-tRNA to occur. These results illustrate the bi-directionality of
the reciprocal linkage: if the E-tRNA cannot be released, the A-site remains in its
low-affinity state and cannot be occupied; if EF-3 “opens” the E-site, A-site occupa-
tion triggers release of the E-tRNA.

The reciprocal linkage between A- and E-sites led to the “allosteric three-site
model”, which is characterized by three basic features (the last version is the –
model, see Fig. 8-2B; see Ref. [43] for review):

1. Ribosomes contain three tRNA-binding sites [44, 45].
2. The first and the third sites, A- and E-sites, respectively, are coupled in a recip-

rocal fashion: occupation of the A-site decreases the affinity at the E-site and vice
versa [40, 39, 20].

3. Both tRNAs that are present at the A- and P-sites before translocation and at
the P- and E-sites after translocation are linked to the mRNA via codon–anticodon
interaction [46, 20]. Codon–anticodon interaction at the E-site seems to be essential
for establishing the POST state containing the P- and E-tRNAs [47]. Only the POST
state is the proper substrate for the ternary complex aa-tRNA EF-Tu GTP.

The reciprocal linkage model was extended to the so-called –  model when the
accessibility of the phosphate groups of a tRNA at the various ribosomal sites was
tested in PRE and POST states. These experiments demonstrated that a tRNA in the
A-site of a PRE state ribosome had a strikingly different pattern when compared
with the corresponding tRNA in the P-site [48]. However, after translocation to the
P- and E-sites, the protection patterns of both tRNAs hardly changed [49]. The con-
clusion was that the tRNAs bound to a structural domain of the ribosome, and that
this structural domain moved during translocation from the A- and P-sites to the P-
and E-sites while maintaining contact with both tRNAs. Therefore, the structural
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domain was considered to contain two binding regions, which were termed  and 
(Fig. 8-2B). A tRNA bound to the  binding region is located at the A-site before
translocation and at the P-site after translocation. Similarly, a tRNA bound to  bind-
ing region is located at P-site before translocation and at the E-site after transloca-
tion. Thus, only  can appear at the A-site and only  at the E-site (hence the
nomenclature), whereas at the P-site either  or  can be present depending on the
translocation state. Support for the model was recently provided by results obtained
using a completely different approach: site-specific Pb2+ cleavage was applied to
trace tertiary alterations of tRNAs and rRNAs in PRE and POST state ribosomes [50].
Deacylated tRNAs and AcPhe-tRNA produced the same cleavage pattern in solution
but very different ones when bound to the ribosome. Consistent with phospho-
rothiote experiments, the specific and distinct patterns for the bound tRNAs did not
change during translocation. This again led to the conclusion that while the tertiary
structure of the adjacent tRNAs at A- and P-sites are different, the fact that they do
not change during translocation argues for a ribosomal “conveyor” that binds both
tRNAs and moves them during translocation. Comparing contact patterns of tRNAs
obtained with isolated subunits and 70S ribosomes using the phosphorothioate
method indicated that the two parts of the “conveyor”, both of which bind a tRNA,
probably move in a concerted fashion but not strictly side-by-side [51]. Therefore, the
recent observation that the deacylated tRNA seems to move from the P- to the E-site
via a hybrid position [31] is not in conflict with the –  model.

The –  model integrates the well-documented fact that the post-translocational
ribosome with a low-affinity A-site is capable of selecting the aminoacyl-tRNA cog-
nate to the codon at the A-site, i.e., the decoding process occurs before the –
domain of the ribosome flips back from the P-E-site to the A-P-site. According to the

–  model, the decoding site, being exclusively on the 30S subunit, is stably located
at the A-site where it is called . It follows that  is superimposed on  in the PRE
state and separated from the  domain in the POST state (Fig. 8-2B). This feature of
the –  model predicts that the ribosome has two tRNA-binding sites in the PRE
state and three in the POST state (the two high-affinity sites –  at the P- and E-sites
and the low-affinity site  at the A-site).

All three features of the allosteric three-site model are also valid for the –  model,
although they are extended or re-interpreted, such that (i) the three tRNA-binding
sites still exist but only in the POST state. Saturation of 70S ribosomes with deacy-
lated tRNAs levels off at three tRNAs per ribosome. First, the P- and E-sites are filled,
thus establishing a POST state, thereby creating a low-affinity A-site ( -site at the A-
site). This is illustrated by the requirement of excess (> 6-fold) of deacylated tRNAs
over ribosomes to fill the third site [45]. (ii) The A- and E-sites have an inverse rela-
tionship in that an occupied E-site is accompanied by a low-affinity -site at the A-site
and an occupied A-site with no affinity at the E-site. The new interpretation of this
relationship is that allostery is not involved: during translocation the  region moves
from the A-site to the P-site leaving the decoding center  in the A-site (“low-affinity”
A-site), and during aminoacyl-tRNA binding to the A-site the –  domain jumps
from the P-E to the A-P, leaving the E-site without a tRNA-binding capacity. (iii) The



8 The Elongation Cycle  332

two tRNAs have a similar mutual arrangement relative to each other. In fact, the
angles between the tRNAs in the PRE and POST states are almost identical, as shown
by cryo-EM analysis (39° and 35° in the PRE and POST states, respectively [11]). Also
the arrangement relative to the mRNA, i.e., the codon–anticodon interactions, is
maintained before, during and after translocation with regard to the –  binding
regions. Thus, the movement of the tRNAs occurs simultaneously on the two sub-
units in a coordinated fashion, and during translocation the tRNAs might transiently
move through hybrid positions as has been made evident for the deacylated tRNA
moving from the P-site over the hybrid position P/E to the E-site [31], whereas the
predictions of the hybrid-site model, namely that the tRNAs swing into a hybrid site
after peptide-bond formation could not be confirmed [11, 31]. However, the CCA
ends of the two tRNAs present at A- and P-sites are directly adjacent at the PTF center
at the PRE state (required for peptide-bond formation), whereas they are separated
substantially in the POST state. After the peptide bond has been formed, there is no
need to keep them together (see Figs. 6-2A and B in Chap. 6). This fact indicates that
the  and  regions do not strictly move side-by-side during translocation.

Ribosomal candidates for a movable domain have been identified as bridge B2a in
70S ribosomes via cryo-EM [52] and X-ray crystallography [23], and probable riboso-
mal components such as the upper region of the h44 of the 16S rRNA [53], H69 of
the 23S rRNA and parts of the ribosomal protein L2 [54, 55].

The –  model provides a dynamic picture of the translating ribosome. The trans-
location reaction is explained in a (possibly too) simple fashion: the –  domain
moves together with both tRNAs and the corresponding codons. The required move-
ment of about 10 Å, the length of a codon, is not unusual for molecular movements
of enzyme substructures. For example, the distance between the first and the second
domains of EF-Tu is enlarged by up to 40 Å upon GTP cleavage [56]. According to
the –  model, the critical step during the elongation cycle is not the translocation
reaction but rather the binding of the new aminoacyl tRNA in the -site at the A-site,
since during the latter the –  domain has to release the tRNAs in order to switch
from the E-A-sites to the P-A sites (see Fig. 8-2B). This is in agreement with the find-
ing that occupation of the A-site is the rate-limiting step of elongation, not the trans-
location reaction [57, 12].

To date, the most comprehensive analysis of the translocation reaction by cryo-EM
[31] challenges an essential feature of the –  model, namely, PRE state ribosomes
carrying an fMet-Phe-tRNA at the A-site and a deacylated tRNAPhe at the P-site, also
carried a tRNA at the E-site. This was particularly surprising since deacylated tRNA
was not actually included in the reaction; however, the authors assumed that the
source of the E-tRNA was the free pools of deacylated tRNA in solution, which
enabled direct binding to the “high-affinity” E-site. Regardless of the source, the
presence of simultaneously occupied A- and E-sites is in direct contradiction with
the –  model. However, to contradict the –  model directly the stoichiometry of
the A- and E-sites needs to be assessed. The authors made no attempts to resolve
this conflict between their conclusions and the findings that an E-site release upon
A-site occupation has been observed with both prokaryotic and eukaryotic ribosomes
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(see Ref. [58] for review). In any case, it is clear that we are far from having a detailed
picture of the translocation reaction and the presence of high-resolution structures
of PRE and POST states would certainly go some way to resolving one of the central
enigmas of ribosome research.

8.2 
Decoding and A-site Occupation

8.2.1 
Some General Remarks about Proofreading

The term “proofreading” stems from the glossary of the printing arts. The first out-
print of a newspaper, e.g., was checked by the print master, and if he found a mis-
print, the letter was exchanged and the mistake corrected for the second print that
was delivered to the clients. In molecular biology, this term has a similar meaning,
in that the last amino acid building block that is to be added to the growing polypep-
tide chain is checked for correctness before it is permanently incorporated into the
synthesized protein.

Proofreading is a common phenomenon in polymerases that synthesize DNA [59]
and RNA [60]. In fact, polymerization of nucleic acids is well suited for proofreading,
since its basic mechanism is that of “tail growth” (Fig. 8-3). This means the new
building block that is to be added to the nascent chain is providing the energy-rich
bond (the phosphoric acid anhydride bond between the  and the  phosphate resi-
dues of an NTP) for the link (the 3� ester bond) to the nascent chain. If the addition
was wrong, the proofreading center hydrolyzes the last four nucleotides, thus
enabling another chance for the correct addition.

In contrast, the situation is very different in the case of protein synthesis since it
follows the principle of “head growth” (Fig. 8-3): the nascent chain provides the
energy-rich ester bond for the formation of the peptide bond that links the newly
added amino acid. The peptidyl residue is added to the newly arrived amino acid, and
the ester bond of the latter is used for the next round of elongation. Therefore, in
strictu sensu, proofreading cannot exist in protein synthesis, since such a process
would sacrifice the already synthesized chain via removal of the last incorporated
amino acid. Not surprisingly, therefore, a “proofreading center” was not detected in
the atomic structures of the ribosome. Nevertheless, the term proofreading is widely
used in the field of protein synthesis, but here in a broader sense, such as “kinetic
proofreading” that will be discussed in Sect. 8.2.3. We should also note here that syn-
thetases of both class I and class II have “proofreading centers” that play an impor-
tant role for achieving the accuracy of charging tRNAs [61–63] (see also Chap. 4.2).

8.2.2 
Discrimination against Noncognate aa-tRNAs

A new elongation cycle begins when an aa-tRNA enters the ribosomal A-site as the
ternary complex aa-tRNA EF-Tu GTP. The codon displayed in the A-site is specific
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for a single species of tRNA, termed the cognate tRNA, which has an anticodon that
perfectly complements the A-site codon. However, there are many other tRNA com-
petitors that can interfere with this selection process: 41 in E. coli and even more in
the eukaryotic cell. To make matters worse, 4–6 of these tRNAs, termed near-cognate
tRNAs, will have an anticodon similar to the cognate tRNA. The remaining 90%
have a dissimilar anticodon and are termed noncognate tRNAs. The problem is com-
pounded further when one considers that the aa-tRNAs are delivered in the form of
a ternary complex, i.e., in complex with the elongation factor EF-Tu and GTP. The
ribosome must therefore discriminate between relatively large ternary complexes
(72 kDa), which present multiple potential interaction sites with the ribosome, on
the basis of a small discrimination area, the anticodon (1 kDa). The discrimination

Figure 8-3 Principles of tail- and head-growth: (A) Definitions
 of head (H) and tail (T) in the synthesis of nucleic acids and 
proteins. Tail growth means that the energy-rich bond of the 
new building unit is used for incorporation, whereas during 
head growth the energy-rich bond of the nascent chain is used 
for incorporation of a new building block. (B) Tail growth is 
exemplifed by the synthesis of nucleic acids (activities of replicases 
and transcriptases), and head growth to protein synthesis on the 
ribosome. See text for details.
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potential of the discrimination energy can only be reached under equilibrium condi-
tions and, in this case, the free energy of binding is relatively large, with only a tiny
fraction being discrimination energy. This means that equilibrium can only be
reached after long time periods, i.e., this process must be slow to be accurate. Since
we know that protein synthesis is a relatively fast and accurate process, the ribosome
must overcome this hurdle. The question is how?

A model has been proposed which overcomes this problem by simply dividing
A-site occupation into two distinct events; a decoding step followed by an accommo-
dation step (reviewed in Ref. [64]). During the initial decoding step, the A-site is in a
low-affinity state, which reduces interaction of the ternary complex to mainly codon–
anticodon interactions, thus excluding general contacts of the tRNA and elongation
factor. By restricting the binding surface of the ternary complex to the discriminat-
ing feature, i.e., the anticodon, the binding energy is both small and equivalent to
the discrimination energy. In addition, since the binding energy is small, equilib-
rium can be rapidly attained, thus ensuring the efficiency of the reaction is retained.
The second step, accommodation of the A-site, requires release of the aa-tRNA from
the ternary complex into the A-site. This step utilizes the nondiscriminatory binding
energy to dock the tRNA precisely into the A-site and the attached amino-acyl resi-
due into the PTF center on the 50S subunit in preparation for peptide-bond forma-
tion. As we have already seen in the previous section, accommodation of the aa-
tRNA in the A-site is accompanied by release of the E-tRNA. Evidently, this second
step of A-site binding involves gross conformational changes within the ribosome
[12] and thus can be thought of as a relatively slow process in comparison with the
first or decoding step. It follows that A-site binding occurs via a coupled reaction sys-
tem, consisting of a fast initial decoding and a slow second accommodation reaction.
This has the important consequence that the initial reaction operates at equilibrium
even when the whole system runs under steady-state conditions. It is this feature
that enables the discriminatory potential of codon–anticodon interaction to be effi-
ciently exploited.

Recently, the first step of A-site binding (low-affinity A-site) was viewed using
cryo-EM by analyzing ternary complexes stalled at the A-site using the antibiotic kir-
romycin [65, 10]. Although kirromycin allows GTP hydrolysis, it inhibits the associ-
ated conformational changes in EF-Tu that are necessary for dissociation from the
ribosome. The cryo-EM reconstructions suggest that the anticodon-stem loop of the
tRNA is kinked to allow codon–anticodon interaction and thus overcomes the un-
favorable incoming angle of the tRNA to the A-site dictated by the ternary complex
(see Fig. 8-4; [10]).

As accommodation of an aa-tRNA into the A-site involves the dissociation of
EF-Tu GDP from the ribosome, which is in turn coupled with the hydrolysis of GTP,
it is interesting to note that in E. coli up to 2 GTPs are hydrolyzed during the incor-
poration of cognate-tRNAs and up to 6 for near-cognate-tRNAs, whereas noncog-
nate-tRNAs do not trigger EF-Tu-dependent GTP hydrolysis at all [66]. The accep-
tance of a near-cognate aminoacyl-tRNA consumes three times more GTP than that
of a cognate one, thus improving the accuracy by a factor of 3 only. Since the total
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accuracy is characterized by a factor of about 3000 (one mis-incorporation in 3000
incorporation events), it is clear that this observation adds further weight to the argu-
ment that the tRNA discrimination is governed predominantly by anticodon–codon
recognition during the initial binding step (see also the next section).

Why is the low-affinity A-site during the decoding step important for preventing
the interference of noncognate tRNAs with the decoding reaction? Preventing this
interference by noncognate tRNAs is not trivial since they represent the majority of
about 90% of the ternary complexes. If the decoding step reduces the interactions of
the ternary complex with the ribosome mainly to codon–anticodon interaction, then
this will prevent noncognate ternary complexes interfering with decoding, since
interaction of the ternary complex outside of the anticodon is not possible and the
anticodon of noncognate tRNAs cannot form efficient base-pairs with the codon dis-
played at the A-site. In other words, the A-site codon does not really exist for the non-
cognate complexes. This fact reduces the selection problem by an order of
magnitude: instead of selecting one out of 41 tRNA species (cognate versus near- plus
noncognate tRNAs) only 1 out of 4–6 tRNAs have to be selected (cognate versus near-
cognate tRNAs). The selection problem is comparable with that of a transcriptase
selecting the correct nucleotides out of 4 possible ones during RNA synthesis. This
process occurs with a precision of better than one mistake in 60 000 incorporations
without proofreading [60]. The fact that the noncognate ternary complexes do not
interfere with the selection process has been demonstrated by a number of different

Figure 8-4 The ternary complex on the ribosome during the 
decoding process. (A) Binding of the ternary complex aa-tRNA•EF-
Tu•GTP (red or pink) during the first step of A-site occupation 
(T position), with tRNAs present at P- and E-sites. Ribosomal 
subunits are in blue (large subunit) and yellow (small subunit). 
(B-D) Fitting of the crystal structure of the ternary complex into 
the difference mass corresponding to the ternary complex 
on the ribosome. To fit satisfactorily the crystal structure of a 
tRNA into the corresponding cryo-EM density requires the 
introduction of a kink in the anticodon stem of the amino-acyl-
tRNA of about 40°. From Ref. [10]; for details see text.
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approaches: (i) When an E-tRNA induces a low-affinity A-site, a noncognate ternary
complex is not incorporated into the nascent peptide chain [47]. (ii) The addition of
an excess of noncognate ternary complexes does not slow down the rate of poly(Phe)
synthesis in fast systems ([67] and A. Bartetzko and K.H. Nierhaus, unpublished
observations). (iii) As mentioned previously, noncognate ternary complexes also
show no traces of GTP turnover, whereas near-cognate complexes have a turnover
about three times higher than that of cognate ternary complexes [66].

The next obvious question is how the cognate and near-cognate tRNAs are dis-
criminated. This is a question that can now be answered at the molecular level, as
discussed in the next section.

8.2.3 
Decoding of an aa-tRNA (Cognate versus Near-cognate aa-tRNAs)

A model for the discrimination between cognate and near-cognate aa-tRNAs was
proposed by Potapov about 20 years ago [68]. According to this model, the decoding
center of the ribosome recognizes the anticodon–codon duplex, in particular sensing
the stereochemical correctness of the partial Watson–Crick base-pairing and the
positioning of the phosphate-sugar backbone within this structure. A test of this
hypothesis was performed with an mRNA that carried a DNA codon (deoxycodon) at
one of the three ribosomal sites. If the stability of the base pairs, i.e., the hydrogen
bonding between codon–anticodon bases of the Watson–Crick pairs, is the sole
requirement for the recognition step, then a 2�-deoxy base in the codon should not
affect the decoding process. If, however, the stereochemical correctness of the base
pairing is tested, i.e., including the positioning of the sugar pucker, then a 2�-deoxy
base should impair the decoding process. It was found that a deoxycodon at the A-
site was disastrous for tRNA binding at this site, whereas a deoxycodon at the P-site
had no effect on tRNA binding to the P-site. This observation also explains previous
results according to which a DNA cannot take over the function of an mRNA (see
Ref. [69] and references therein).

The components of the ribosome directly involved in decoding were identified to
3.1 Å by crystallography [70]. Crystal packing of the Thermus thermophilus 30S sub-
unit fortuitously placed the spur (h6) of one subunit into the P-site of another, thus
mimicking the anticodon stem loop (ASL) of a P-tRNA. Another surprise was that
the base-pairing partner to the P-tRNA mimic was the 3�-end of the 16S rRNA,
which folding back on itself extended into the decoding center. This situation, with
the P-site filled, enabled Ramakrishnan and co-workers [70] to soak an ASL frag-
ment (ASL-tRNA) and a complementary mRNA fragment into these crystals to study
aa-tRNA decoding at the A-site.

The results can be summarized as follows: the binding of mRNA and cognate aa-
tRNA induces two major rearrangements within the ribosomal decoding center: the
universally conserved residues A1492 and A1493 flip out of the internal loop of h44,
whereas the universally conserved base G530 switches from syn to anti conforma-
tion. A1493 recognizes the minor groove of the first base pair (ASL-tRNA position
A36–U1 of the mRNA) via a type I A-minor motif (Fig. 8-5A). A1493 establishes
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three hydrogen bonds (H-bonds) with the first position of the codon–anticodon
duplex: two with 2�-OH groups from both A36 and U1 and another with the O2 of
U1. It is noteworthy that the latter H-bond is not sequence-specific as might be
expected, since the O2 position of pyrimidines and the N3 of purines occupy equiva-
lent positions in the minor groove of a double helix and both are H-bond acceptors.

Figure 8-5 The principles of decoding in the A-site of the 
ribosome. (A) The first base pair of codon–anticodon interaction 
(position 1) exemplifies a type I A-minor motif: A1493 binds to 
the minor groove of the A36–U1 base pair via H-bonds. 
(B) The middle position illustrates a type II A-minor motif: 
A1492 and G530 acting in tandem to recognize the stereo-
chemical correctness of the A35–U2 base pair using H-bonds. 
(C) The third (or wobble) base pair (G34–U3) is less rigorously 
monitored. C1054 stacks against G34, whereas U3 interacts 
directly with G530 and indirectly with C518 and proline 48 of 
S12 through a magnesium ion (magenta). All nucleotides 
involved in monitoring positions 1 and 2 are universally 
conserved. Adapted from Ogle et al. [70].
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The second base pair (A35–U2) is also monitored via 2�-OH interactions, but the
job is split between two bases, namely A1492 and G530 (this type II interaction of an
A-minor motif is seen in Fig. 8-5B). A1492 and G530 are locked in position by sec-
ondary interactions with S12 (serine 50) and another universally conserved residue,
C518. Monitoring the second base pair seems to occur more rigidly than that of the
first pair in accordance with the fact that the second base pair is of utmost impor-
tance for decoding followed by the first pair, whereas the third pair of the codon–
anticodon duplex is of least importance [71]. In other words, correct positioning of
the 2�-OH groups of the first and second base pairs is critical in forming A-minor
interactions and thus efficient duplex sensing. In contrast, the third position is less
rigorously monitored, allowing latitude for wobble interactions (Fig. 8-5C). This is
evident in the third base pair (G34-U3), where the minor groove remains exposed
despite direct interactions with C1054, G530 and indirect metal-mediated interac-
tions with C518 and proline 48 of S12. Taken together, these results confirm the
Potapov hypothesis and explain how decoding operates through the recognition of
the correct stereochemistry of the A-form codon–anticodon duplex. Furthermore,
the fact that the components involved are universally conserved suggests that the
mechanism of decoding is probably similar for ribosomes from all kingdoms.

Important extensions to this picture could be made when the known crystal data
of T. thermophilus 30S subunit showing cognate codon–anticodon interactions
between an UUU codon and an ASL structure of the tRNAPhe [70] was comple-
mented with a data set obtained after soaking the programed 30S subunits with
near-cognate ASLs from tRNA  and tRNASer. The cognate tRNAPhe has the antic-
odon 3�-AAG-5�, the near-cognate tRNA  and tRNASer contain the anticodons 3�-
GAG-5� and 3�-AGG-5� with a G:U mismatch at the first or second position, respec-
tively, whereas such a mismatch is allowed at the wobble position [72]. The most
important conclusion from this work was that only the cognate codon–anticodon
interaction could induce a “closed” form of the 30S subunit involving a movement of
the shoulder and head towards each other, whereas near-cognate ASLs could only
induce this conformation in presence of the misreading-inducing aminoglycoside
antibiotic pactamycin. The complete movement can be seen under http://
www.cell.com/cgi/content/full/111/5/721/DC1, and has a number of important
consequences. Various nonpolar interactions between the ribosomal proteins S4 and
S5 are broken upon transition from the closed to the open form, whereas h44, h27
and S12 come together and can form additional salt bridges (between residues K57
and the phosphate of C1412 of h44 or K46 and the phosphate of A913 of h27). It has
already been noted previously that mutations which would be predicted to break the
nonpolar interactions between S4 and S5 induce a “ram” phenotype (ram, ribosomal
ambiguity mutations: ribosomes with a defect that is characterized by a high-level
amino acid mis-incorporation [73, 74]). In other words, these mutations facilitate the
transition into the open form and thus reduce translation fidelity by inducing mis-
incorporation. On the other hand, mutations of S12 that destabilize the closed form
would impair the transition to the closed form and thus increase the fidelity of
aa-tRNA selection at the A-site. In fact, mutations of K57 of S12 result in the most-
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accurate (“hyperaccurate”) phenotype known. Therefore, we have gained for the first
time a molecular understanding of mutants that increase or decrease the level of
mis-incorporations of the ribosome. Since an occupied E-site that has been shown to
induce a low affinity of the A-site and improve the accuracy (see Ref. [75] for review),
also makes an important contribution to the ribosomal power for A-site tRNA dis-
crimination, this suggests that in the frame of the open-closed model of Ramakrish-
nan and coworkers [72], the extensive contacts the E-site tRNA with both the 30S and
50S subunit might increase the energetic costs for the transition from the open to
the closed form.

Prior to the Potapov hypothesis, it had been proposed that the ribosome utilized a
“proofreading mechanism” to improve the accuracy of translation [76, 77]. This
mechanism was suggested to operate by re-selection of the correct substrate during
a so-called “discarding step”, after the initial binding of the A-tRNA. Because re-
selection is dependent upon release of the tRNA from EF-Tu and is accompanied by
GTP cleavage, the GTP consumption for the incorporation of a cognate and near-
cognate amino acid provides a measure of the power of proofreading. Insofar as the
crystal structure of EF-Tu and the ribosome are concerned, the ribosomal proofread-
ing mechanism lacks its own active center (see Sect. 8.2.1 for a principal comparison
of the synthesis of nucleic acids and proteins concerning proofreading). Instead, the
term “proofreading” has been broadened by introducing “kinetic proofreading” that
occurs after the release of the binary complex EF-Tu·GDP [78]. A simple model for
kinetic proofreading is the following: the binding energy during the decoding step
(first step of A-site binding, see 8.2.2) is for the near-cognate aa-tRNA lower than for
the cognate one. Therefore, the probability of triggering the gross-conformational
change required for the accommodation of the aa-tRNA into the A-site (second step
of A-site binding) is lower than for the near-cognate. This in turn prolongs the rest-
ing time of the near-cognate aa-tRNA at the low-affinity A-site and provides an addi-
tional chance for the near-cognate aa-tRNA to fall off the low-affinity A-site [79] thus
increasing the accuracy. Re-binding of this near-cognate aa-tRNA is unlikely in the
presence of competing ternary complexes that have a 2–3 orders of magnitude
higher affinity for the A-site than the naked aa-tRNA [80].

The importance of the kinetic proofreading step can be quantitatively determined
by taking advantage of the fact that the kinetic proofreading mechanism requires
EF-Tu-dependent GTP hydrolysis. Accuracy of aa-tRNA selection in the presence of
EF-Tu and a noncleavable GTP analog was determined to be 1 :1000 [81], an accuracy
only three times lower than that seen in vivo (1 :3000). Exactly a threefold difference
was also determined for the GTP consumption per incorporation of cognate versus
near-cognate amino acids [66]. Thus it is clear that the significant contribution to the
accuracy of translation (1000-fold) lies within the stereo-chemical monitoring of the
codon–anticodon duplex by the ribosome as predicted by Potapov and that the
“kinetic proofreading mechanism” plays only a minor role, conferring a 3-fold
improvement in the accuracy. This view was qualitatively confirmed by a recent
direct measurement of the discrimination power of the initial binding without
proofreading, where the binding of cognate and near-cognate ASL-tRNA fragments
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to the A-site of 70S ribosomes were compared. The accuracy was found to be
between 1 : 350 and 1 : 500, thus also demonstrating that the lion’s share of the ribo-
somal accuracy is carried by the initial binding [72].

8.2.4 
Roles of EF-Tu

The following functions of EF-Tu can be distinguished: (i) EF-Tu within the ternary
complex aa-tRNA•EF-Tu•GTP reduces the activation energy barrier between the
POST and the PRE states by about 120 kJ mol 1 [12] and thus allows the transition
from the POST to the PRE state with a high rate. (ii) EF-Tu binds an aa-tRNA at the
amino acid acceptor stem thus shielding the labile ester bond between the aminoa-
cyl residue and the tRNA. (iii) A third function (related to function (i) but not identi-
cal) is the carrier role of EF-Tu, namely, to deliver the aa-tRNA to the A-site: the
ternary complex has an affinity for the A-site, 2–3 orders of magnitude higher than
that of the corresponding aminoacyl-tRNA [80]. (iv) Another role for EF-Tu was iden-
tified by Uhlenbeck and co-workers [82]. Measuring the affinities of various cognate
aa-tRNA (e.g., Val-tRNAVal) and some mis-pairs (e.g., Ala-tRNAVal) they recognized
that either the amino acid or the tRNA binds to EF-Tu with high affinity to form sta-
ble ternary complexes aa-tRNA·EF-Tu·GTP. For example, EF-Tu·GTP easily forms
a ternary complex with Asp-tRNAAsp or Asn-tRNAAsn, but not with the mis-charged
Asp-tRNAAsn, since in the latter case both moieties bind with low affinities. This
observation explains an important scenario that was an enigma hitherto: in most
organisms there are only 18 or 19 synthetases, i.e., not the 20 different synthetases
corresponding to the 20 natural amino acids. For example, many organisms do not
contain a synthetase specific for asparagine (AsnRS). In this case, AspRS is also
charging tRNAAsn with aspartic acid, yielding a mis-charged Asp-tRNAAsn, which is
recognized by enzymes that amidate Asp to Asn on the tRNA. The mis-charged Asp-
tRNAAsn does not form a stable ternary complex with EF-Tu·GTP and thus Asp is
not incorporated at codons specifying Asn. This discrimination process via EF-Tu
was termed thermodynamic compensation and adds to the accuracy of the transla-
tional process [82].

8.2.5 
Mimicry at the Ribosomal A-site

The A-site is not restricted to binding tRNAs exclusively. During the various stages
of the elongation cycle, a number of translational factors interact at the A-site. The
first structures determined for these translational factors were those of EF-G [83, 84]
and EF-Tu [83, 85]. Interestingly, the structure of the latter, in the form of a ternary
complex EF-Tu GTP tRNA [86], had a striking similarity to that of EF-G GDP, such
that domains 3–5 of EF-G closely mimic the tRNA in the ternary complex (Figs. 8-6A
and B; reviewed by Nissen et al. [87]). This suggested that the binding pocket of the
A-site constrains the translational factors binding there to conform to a tRNA-like
shape. In the last few years, solution structures for various termination factors, such
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as RF2, eRF1 and especially RRF (Fig. 8-6C) that also interact at the ribosomal A-
site, have generally supported this concept. However, recent studies on the confor-
mation and orientation of these factors on the ribosome suggest that the translation
mimicry hypothesis has been over-extrapolated and that an overall tRNA shape does
not necessarily suggest a binding orientation analogous to that of the tRNA (see
Chap. 12 on termination for more details).

Mimicry of RNA by protein may be a more common feature in ribosomes than
first realized. Organellar ribosomes generally have shorter rRNA components when
compared with E. coli. Recent analyses of the chloroplast and mitochondrial ribo-
some components suggest that these rRNA losses are compensated for by both
increases in size of the ribosomal protein homologs and the presence of additional
organelle-specific ribosomal proteins [88–92]. Mitochondria represent an extreme
example in that the protein component of the ribosomes represents two-thirds of the
mass instead of one-third as in E. coli ribosomes. It is worth mentioning that the
rRNA does consist predominantly of universally conserved residues that locate to
the active centers of the ribosome, i.e., the decoding center on the 30S subunit and
the PTF center on the large subunit [93], thus reinforcing the importance of these
regions.

8.2.5 
Translational Errors

Three types of ribosomal errors can be distinguished, the underlying mechanisms
of which, not only partially overlap but are also intimately related: (i) a simple mis-
take in the decoding of a codon, (ii) a processivity error, and (iii) a loss of the correct
reading frame (frameshift). A decoding error can lead to incorporation of an incor-
rect aminoacyl residue into the nascent peptide chain. A processivity error is defined
as the release of a prematurely short peptidyl-tRNA from the ribosome. A shift in the

Figure 8-6 Molecular mimicry of tRNAs by translation factors. 
Comparison of the crystal structures for (A) EF-G GDP with 
domains 3–5 in gold (pdb1fmn) [148], (B) EF-Tu GTP tRNA 
(pdb1ttt) [86], (C) RRF (pdb1eh1) [149], figures of crystal 
structures were generated with Swisspdb viewer [150] and 
rendered with POVRAY.
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reading frame usually means the immediate loss of the genetic information, and
will lead to the release of the synthesized peptide from the ribosome due to the
appearance of a premature stop codon in the A-site. From the frameshift, peptide
release will occur statistically within about 20 decoding steps in the incorrect reading
frame since three of the 64 codons are stop codons.

Incorrect incorporation of an amino acid at a sense codon is termed a missense
substitution and occurs with a global average of ~3 10-4 [94]. The third nucleotide
of a codon is misread the most often, followed by the first one; for the decoding pro-
cess the middle nucleotide of a codon seems to be the most important and is mis-
read with the lowest detectable frequency. The codon lexicon is arranged in a way
that an error in the reading of the third nucleotide of a codon results in the incorpo-
ration of either the same or a similar amino acid into the nascent chain, i.e., one
with chemical properties similar to the correct amino acid such as charge or hydro-
philicity. In this way, the effects of the missense substitution are buffered and usu-
ally do not lead to disastrous malfunctions of the corresponding protein. According
to a rough estimate, only 1 in 400 missense events will completely inactivate the
product [95].

Mis-incorporations are not only due to ribosomal decoding errors, but can be
caused at the synthetase level via mis-charging. However, the charging mistakes of
synthetases are usually below the level of the ribosomal mis-reading and can reach a
precision of 1 mis-charging in 100 000 charging events [96]. Owing to the generally
high accuracy of the synthetases, the mis-charging effects are negligible for protein
synthesis (see Chap. 4 for charging mechanisms of the synthetases). EF-Tu also par-
ticipates in preventing mis-incorporations in the frame of the thermodynamic com-
pensation mechanism described in Sect. 8.2.4, whereas the discrimination cognate
versus noncognate is discussed in Sect. 8.2.2 and that between cognate versus near-
cognate in Sect. 8.2.3.

In the rare cases of processivity errors, a stop codon can be translated (termed
readthrough) by a ternary complex aminoacyl-tRNA EF-Tu GTP leading to an exten-
sion on the protein product. However, usually processivity errors are premature
drop-offs of the peptidyl-tRNAs, the frequency of which has been estimated to be
around 4 10-4 (i.e., four drop-offs in 10 000 amino acid incorporations; [97]). The
ester bond linking the peptidyl residue to the tRNA is more stable than the corre-
sponding bond of an aminoacyl-tRNA. This means that peptidyl-tRNAs would accu-
mulate in the cell over time, thereby sequestering the tRNAs and prohibitively
restricting protein synthesis. Therefore, the existence of the enzyme peptidyl-tRNA
hydrolase is essential for cell viability, since it cleaves the relevant ester bond (with
the exceptions of fMet-tRNA and aminoacyl-tRNA), thus recycling the tRNAs. In
studies with a protein of more than 1000 amino acids ( -galactosidase), the fraction
of initiating ribosomes that did not complete the synthesis was estimated to > 20%,
and up to half of the effect was caused by a premature drop-off, the other half by
truncated mRNAs resulting from an abortive transcription of the lacZ gene [98]. The
probability of a premature drop-off is probably not identical for every codon, but is
rather sensitive to context effects and occurs more often with short peptidyl-tRNAs.
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Nevertheless, the energy impact of processivity errors seems to be more severe than
that of missense errors, the latter being the “standard” mistake during the decoding
process. An estimation of the energy loss caused by processivity errors amounts to
3% of the total energy turnover of rapidly dividing cells.

Truncated mRNA may trap a synthesizing ribosome since a stop codon necessary
to provide an organized termination event is absent. Bacteria contain a stable RNA
of about 350 nt that rescues these trapped ribosomes. This RNA (10Sa RNA or
tmRNA) can be charged with alanine by the corresponding synthetase, occupy the A-
site, and after the nascent peptide has been transferred to the alanyl residue (tRNA
function) can function as a mRNA and by doing so add a 10-amino-acid peptide tag
to the nascent chain, allowing an ordered termination event via a programed stop
codon. Owing to dual tRNA and mRNA functions of this RNA, it has acquired the
name, tmRNA. The functions of the tmRNA are (i) to tag the abortive peptides with
an additional sequence at the C-terminus that destines the peptide for efficient deg-
radation and (ii) to recycle trapped ribosomes [99]. Although truncated mRNAs are
not rare, the rescue of trapped ribosomes does – at least in some organisms – not
depend solely on the presence of tmRNA, since null mutants are viable in E. coli
although not in Baccillus subtilis at higher temperatures [100]. The precise mecha-
nism of tmRNA action is not known (see Chap. 11 for more details).

What causes processivity errors to occur? Several mechanisms can cause a proces-
sivity error but the predominant cause is probably an event shortly after the onset of
protein synthesis, i.e., the insertion of the growing peptide chain into the ribosomal
tunnel. This tunnel can harbor a sequence of about 30 amino acids before the grow-
ing peptide chain emerges from the back of the 50S subunit into the cytosol sur-
rounding the ribosome. The macrolide antibiotics, such as erythromycin, cause
accumulation of short oligo-peptidyl-tRNAs ranging in size from 1 to 8 amino acids
long depending on the macrolide (see Chap. 12). This occurs because these antibiot-
ics, by binding within the tunnel, prevent egress of the nascent polypeptide chain
and therefore induce drop-off. Another mechanism is a false stop, i.e., a sense codon
is incorrectly recognized by a release factor leading to termination of protein synthe-
sis. A false stop is a rare event with a probability of about 10-6 per codon [101].
Finally, frameshifts can lead to protein fragments as mentioned previously.

Since loss of the reading frame would lead to an immediate loss of the genetic
information, maintaining the reading frame is an essential task of the ribosome.
Usually, a loss in the reading frame occurs only once in 30 000 elongation cycles
[98]; however, at the recoding site of the RF2 mRNA, where a + 1 frameshift at the
26th codon is essential for production of the full-length and active RF2 protein, loss
of reading frame occurs with an efficiency of between 30 and 50%. Under certain
conditions the frameshifting frequency can reach almost 100% efficiency, i.e., four
orders of magnitude more often than that observed with other mRNAs. Obviously,
there must be a ribosomal mechanism for maintaining the reading frame that is
switched-off during RF2 synthesis. A detailed analysis has revealed that it is the
presence of a cognate tRNA at the E-site that is essential for maintaining the reading
frame. In vitro experiments show that the absence of an E-tRNA allows frameshift
events to occur with a frequency of up to 20%, whereas in the presence of an E-site
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tRNA no frameshifting was observed (V. Marquez, D.N. Wilson, W.P. Tate, F. Tri-
ana-Alonso and K.H. Nierhaus, in press). This does not mean that all recoding
events are triggered by a pre-mature release of the E-tRNA; a detailed discussion of
other aspects of recoding events can be found in Chap. 10.

8.3 
The PTF Reaction

The PTF reaction is the central enzymatic activity of the large subunit. It occurs
when a peptidyl-tRNA is located in the P-site and an aa-tRNA is in the A-site, termed
a PRE state. Both L-shaped tRNAs at P- and A-sites form an angle of about 40° [11,
102, 23], whereas the acceptor stems are related by a translational movement, i.e. the
CCA ends of both tRNAs at the PTF are related by an angle of approximate 180° and
are, thus, in effect, mirror images of one another. The twist to accomplish this
reflection occurs almost entirely between nucleotides 72 and 74 [103].

During PTF the -amino group of the A-tRNA attacks the carbonyl group of the
peptidyl residue of the P-tRNA, which is linked by an ester bond to the tRNA moiety
(Fig. 8-7). This forms a tetrahedral intermediate, which resolves to yield a peptidyl
bond. As a result, the aa-tRNA becomes a peptidyl-tRNA prolonged by one aminoa-
cyl residue, and the former peptidyl-tRNA is stripped of its peptidyl residue to
become a deacylated tRNA without a significant change of the place of the tRNA
moieties [11, 104].

A long-standing debate within the translation field concerned whether or not the
PTF reaction is catalyzed by proteins or rRNA. The PTF center was identified by
using a putative transition state analog of the PTF reaction, which was soaked into
crystals of the 50S subunit from Haloarcula marismortui [105]. This analog, which
has been introduced by the Yarus group and hence termed the Yarus inhibitor, is a
mimic of the CCA end of a P-tRNA attached to puromycin in the A-site (inset in
Fig. 8-7) and is a strong competitive inhibitor of the A site substrate [106]. The
region moulding the binding site of the inhibitor is densely packed with highly con-
served bases of the 23S rRNA, mainly derived from the so-called PTF ring of domain
V. The PTF ring structure with 41 nucleotides (Fig. 8-8) is one of the most highly
conserved in rRNA, and its PTF involvement is supported by crosslinking studies
from the acyl residues of tRNAs at A- and P-sites (see, e.g., Ref. [107]) as well as by
mutations that render cells resistance against many antibiotics blocking peptide-
bond formation (see Chap. 12 and Ref. [108] for review).

Although there are 15 proteins that interact with domain V of the 23S rRNA, only
the extensions of proteins L2, L3, L4, and L10e come within 20 Å of the active site
(Fig. 8-9). That the active center of the ribosome is made exclusively from RNA,
implies that the ribosome is a true ribozyme.

Each of the four proteins L2, L3, L4, and L10e (a homologue of bacterial L16) has a
globular domain connected to a long extension that penetrates deeply into domain V
and approaches the active site. Such a long extension is quite common to ribosomal
proteins and it is thought to play a role as a “glue” for the quaternary structure of the
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Figure 8-7 The PTF reaction. The figure shows 
the four possible steps of peptide-bond forma-
tion according to recent crystallographic and bio-
chemical data [152, 103, 105, 122].  The essential 
features are (A) C74 and C75 of  the P-site tRNA 
(green) are Watson–Crick paired with G2252 and 
G2251, respectively,  of the P loop (blue). Simi-
larly, C75 from the A-site substrate (red) forms a 
Watson–Crick base pair with G2553 (A-loop).  
The -NH2 function of the A-site aminoacyl-
tRNA is an ammonium ion at pH 7 [153]. 
(B) Deprotonation of the ammonium ion triggers 
the nucleophilic attack of the -amino function 
on the carbonyl group of the P-site substrate, 

which results in the tetrahedral intermediate T±.  
The secondary -NH2 group forms a hydrogen 
bond with N3 of A2451 and a second with either 
the 2�-OH of the A76 ribose at the P-site (shown 
here) or alternatively with the 2�-OH group of 
A2451. The oxyanion of the tetra-hedral interme-
diate points away from the N3-A2451 [103] and 
thus cannot, in contrast with the previous pro-
posal [105], form a H-bridge.  (C) Further depro-
tonation of the secondary  -NH2 group leads to 
the tetra-hedral inter-mediate T- and the PTF 
reaction is completed  by an elimination step.  
(D) The peptidyl residue is linked to the ami-
noacyl-tRNA at the A-site via a peptide bond.
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ribosome (see Chap. 1). Interestingly, three out of the four proteins in the vicinity of
the PTF center are also present in eubacterial ribosomes, viz. L2, L3, and L4. These
proteins have been identified previously together with 23S rRNA as major candi-
dates for the PTF activity by single-omission tests in a total reconstitution system of
the large subunit [109, 110].

One significant difference between the Deinococcus radiodurans 50S structure and
that from H. marismortui is the presence of protein L27, a protein that has no
homolog counterpart in the latter archaea organism [111]. L27 is one of the few pro-
teins that are present in the interface region of the 50S subunit. It has been pro-
posed that L27 plays a role in placement of the CCA ends of the A- and/or P-site
tRNAs, and based on docking of the tRNAs from the T. thermophilus 70S:tRNA3

Figure 8-8 Secondary structure of the domain V of the E. coli 
23S rRNA. Left: the A-site (blue) and P-site (green) regions that 
are related by 2-fold symmetry, where the symmetry-related resi-
dues within these regions are highlighted with the same color. 
Right, The 2-fold symmetry is illustrated from two different views 
using ribbon representations of the PTF center from D. radiodurans 
50S subunit, with the A- and P-site CCA-end ligands indicated in 
the corresponding colors. This figure was taken from Ref. [146] 
with permission.

Figure 8-7 contd. The inset is the Yarus inhib-
itor CCdAp-puro-mycin (CCdApPmn), which 
was used to identify the PTF center of the ribo-
some. The interactions of the Yarus inhibitor 
with the rRNA were deduced from 50S crystals 
of H. marismortui ribosomes after soaking the 
inhibitor into the crystals. Note that it was 

concluded that the protonated N3 of A2451 
makes a H bridge to O2, which was thought 
to mark the position of the oxyanion of the 
tetrahedral intermediate (transition state) 
formed during peptide-bond formation [105] 
(cf. with the probably  correct representation 
in step (B). 
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structure into the D. radiodurans 50S structure, contact of the CCA ends with L27
were predicted [111] Indeed, photoreactive derivatives of yeast NAc-tRNAPhe contain-
ing 2-azidoadenosine at their 3�-termini could be crosslinked to L27 when bound at
the ribosomal P-site [112]. Recently, Zimmermann and co-workers [113] have shown
that it is the very N-terminal of L27 which is crosslinked, since deletion of the 3–6
amino acids severely reduced the crosslinking efficiency and deletions of more than
nine amino acids totally abolished crosslinking altogether. Therefore, L27 is more
probably involved in tRNA positioning rather than in the PTF reaction itself and,
furthermore, seems to be specific for only eubacteria.

The debate has now turned to whether the PTF reaction follows a physical or in
addition also a chemical principle.

8.3.1 
A Short Intermission: Two Enzymatic Principles of PTF Activity

There are two main principles associated with enzymatic reactions: a chemical and a
physical. A number of examples exist where one or other principle is predominant
but they need not be mutually exclusive (see Ref. [1] for review).

8.3.1.1 Chemical Concept: A Transient Covalent Bond 
between Active Center and Substrate(s)

Although the serine proteases subtilisin in bacteria and chymotrypsin in mammals
have arisen independently during evolution, both have an identical activation center

Figure 8-9 The A- and P-site products in red and green, 
respectively, bound at the PTF center of the 50S subunit. The 
proteins that reach within ~20 Å of the PTF center include 
proteins L2 (purple), L3 (blue), L4 (cyan) and L10e (brown). 
This figure was generated from pdb file 1KQS [25] using 
Swisspdb viewer [150] and rendered with POVRAY.
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for clearing the peptide bond containing a triad of Asp, His and Ser (Fig. 8-10). The
three amino acid residues participate directly in the catalysis through a transient
covalent event. The Asp–His module executes a general acid–base catalysis consist-
ing of a proton donation (the acidic step), and a proton-accepting step (the basic step).
The nucleophilic serine residue attacks the first substrate (which can be a peptide or
an ester) forming a covalent acylated enzyme intermediate, i.e., after cleavage of the
peptide bond the Ser residue binds the carbonyl residue transiently forming a seryl
ester. The serine residue is then displaced via a nucleophilic attack of the second sub-
strate (which can be an amine, a water molecule, or an alcohol). Importantly, the His
residue has a pKa of about 7, making it excellently suited to function in this type of
catalysis which requires steps of both proton donation and acceptance at pH 7.

In the case of the PTF reaction, we can replace the intermediate seryl ester by a
peptidyl-tRNA, where the peptidyl residue is also linked to the tRNA body via an
ester bond. After nucleophilic attack by the -amino group, a covalent intermediate
is formed between the peptidyl and aa-tRNA. This intermediate complex with a tet-
rahedral carbon and a negatively charged oxygen is unstable and decomposes to give
a peptidyl moeity (the nascent chain) linked to the aminoacyl-tRNA via a peptide
bond in the A-site and a deacylated tRNA at the P-site. Both reactions occur equally
well with an alcohol [114] or, with a water molecule instead of an aminoacyl-tRNA,
in the case of termination reaction. The mechanism requires (i) the activation
(deprotonation) of the nucleophilic -amino group of the aa-tRNA by a general base
catalyst, e.g., a His–Asp system as in the serine proteases, (ii) the stabilization of the

Figure 8-10 The mechanism of peptide-bond 
hydrolysis of serine proteases. Three amino 
acids Ser, His and Asp participate in this reac-
tion. (I) The nucleophilic hydroxyl anion of the 
serine residue attacks the carbonyl group of the 
substrate (peptide bond) forming (II) a covalent 

acyl-enzyme intermediate. (III) The serine 
molecule is then displaced via a nucleophilic 
attack by a water molecule. (IV) Both acyl 
formation and breakdown proceed via a 
normally high-energy tetrahedral 
intermediate.
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tetrahedral intermediate resulting from the nucleophilic attack of the aa-tRNA on
the ester linkage of peptidyl-tRNA, and (iii) the activation of the tetrahedral interme-
diate, which then breaks down due to proton donation from the general acid catalyst.
To avoid a side reaction with a water molecule, i.e., hydrolysis of the peptidyl-tRNA
during PTF reaction, the PTF center must be in a hydrophobic pocket. However, in
the crystal structure of 50S (1JJ2.pdb released upon the publication of Ref. [115]) the
residue A2451, which is in proximity of the PTF catalytic center (see the next sec-
tion), is surrounded by 56 water molecules within a distance of 10 Å. This finding
questions the assumption that the identified region for peptide-bond formation is in
its fully active state, although it is competent to form a peptide bond [25].

The essential involvement of general acid–base catalysis in peptide-bond forma-
tion is consistent with the following experimental data: (i) If an enzymatic reaction is
retarded in the presence of heavy hydrogen D (D2O) instead of H (H2O), the obvious
conclusion is that a general acid–base catalysis is involved, since the migration of D
versus H is slower. Precisely, such an effect has been observed for peptide-bond for-
mation [1]. (ii) The pH dependence of peptide-bond formation peaks at pH 7, similar
to the pKa curve for a His residue [114, 116].

It was shown that the PTF activity can be blocked by His-modification reagents
and that inactivation follows a one-hit kinetics of modification of His residues on
50S subunits [117], indicating that one His residue is essential for peptide-bond for-
mation. Furthermore, phenyl-boric acid which reacts specifically with His residues,
blocks peptide-bond formation [118]. Taken together, the interpretation was that a
His residue might mediate a general acid–base catalysis as is known from the case
of serine proteases. These suggestions of a catalytic mechanism, based on general
acid–base catalysis and a possible involvement of a His residue, lead to the idea that
the mechanism of serine proteases is exploited by the ribosome as well. A candidate
for this His residue is His229 of L2 (see Ref. [54] for discussion and references
therein). The recent X-ray analysis of 50S crystals demonstrates that a His–Asp mod-
ule as in the case of serine proteases does not seem to apply, since no proteins are
within 18 Å of the active site (see the next section; [105]). The role of a His residue as
being seemingly critical for peptide-bond formation is therefore still unclear.

8.3.1.2 Physical Concept: The Template Model

The essence of this concept is that an enzyme organizes a defined stereochemical
arrangement of the two substrates that are to be covalently bonded. The stereochem-
ical arrangement is sufficient to allow for a dramatic acceleration of the reaction rate
by 106–109-fold. This concept does not require any direct chemical involvement in
the catalysis of the reaction such as a transient covalent binding of the substrate(s) to
the enzyme.

Let us consider the acceleration factor provided by the ribosome. The upper limit
of the rate for a ribosome-free environment can be estimated from a reaction
between NH2OH and AcPhe-tRNA (see Ref. [1]). The rate for the nucleophilic attack
to form an ester or a peptide bond is 6 10-5 M 1 s 1, which means one peptide bond



8.3 The Peptidyl-transferase Reaction 351

is formed in 30 h. On the ribosome, one peptide bond is made in 50 ms (15–20 pep-
tide bonds per ribosome per second [119]). From these numbers (15–20) s 1/6 10-

5 M 1 s 1, an acceleration factor of 3 105 M can be calculated; in other words, the
ribosome accelerates the reaction by a factor of 3 105 M.

Kinetic data from organic chemistry demonstrate that a rate factor of this magni-
tude can be obtained from simple model compounds where the reactants are appro-
priately juxtaposed. Bruice and Benkovic [120] have shown that the rate of
intramolecular amine attack in phenyl-4(dimethylamino) butyrate (I in Fig. 8-11) is
1.3 103 M faster than bimolecular trimethylamine attack on phenyl acetate; a simi-
lar enhancement of the rate has been observed for intramolecular reaction in succi-
nate half ester anion (II; Fig. 8-11) as compared with bimolecular reaction of acetate
ion with phenyl acetate. A further rate enhancement is seen with an intramolecular
reaction in the rigid ester anion (III) that proceeds 2.3 102 times more rapidly than
that in (II), because in (III) the oxyanion nucleophile and ester are more rigidly fixed
and thus better suited for the reaction, whereas (II) has rotational freedom to adopt
nonproductive conformations. These results allow the prediction that if the ribo-
some were simply to hold the -amino nitrogen of an aminoacyl-tRNA in the same
position relative to the ester linkage of a peptidyl-tRNA as the carboxylate anion is
held relative to the ester linkage in (III), peptide-bond formation would occur spon-
taneously with a rate comparable to the in vivo rate of ribosomes. The more rigid the
reactants are fixed in a favorable stereochemistry, the faster the reaction proceeds. In
other words, the rate of peptide-bond performance of the ribosome can be explained
exclusively using the template model.

Figure 8-11 Peptide-bond formation in model compounds with 
appropriate juxtaposed nucleophile. See text for explanations.



8 The Elongation Cycle  352

8.3.2 
Data from the Crystal Structures

The universally conserved residue A2451 of domain V is the nearest base to the
Yarus-transition analog. It was thought to be a good candidate for a general acid–
base catalyst, since its N3 is about 3 Å from the oxygen and 4 Å from the nitrogen of
the phosphoamide in the Yarus inhibitor (Fig. 8-12A). This proposal was strength-
ened when the pK value of A2451 was found to be abnormally high at neutral
pH (> 7, which is 6 pH units higher than expected) [121, 122], a property essential
for acid–base catalysis as it allows for easy donation and withdrawal of a proton
from the -amino group of the aa-tRNA at the A-site. According to the same model
[105], protonation of A2451 would also allow formation of a hydrogen bond with the
carbonyl oxyanion of the tetrahedral transition state analog (inset of Fig. 8-7). How-
ever, the pH dependence of DMS modification at position 2451, with which the
abnormally high pK of this residue was demonstrated, was subsequently shown to
be displayed only by inactive ribosomes [123]. Shortly following, several groups
reported that A2451 was not essential for peptide-bond formation, since ribosomes
bearing mutations at position 2451 exhibited only modest (2–14-fold) decreases in
the rate of peptidyl transfer [124] and were instead shown to be defective in sub-
strate binding [125].

The next glimpse of a stage in the PTF reaction was that of the final products,
obtained by soaking of A- and P-site substrates into enzymatically active H. maris-
mortui 50S crystals [25]. The activity of the crystals was demonstrated by addition of
the native 50S crystals to a solution containing A- and P-site substrate analogs which
resulted in product formation, and ceased upon removal of the crystals. The struc-
ture determined to 2.4–3.0 Å was post-peptide-bond formation but pre-translocation
and showed that the deacylated CCA bound to the P-site had its 3�-OH in close prox-
imity to the N3 of A2451 (Fig. 8-12B) [25].

Counterevidence against the involvement of A2451 in stabilizing the transition
state analog followed: If the oxyanion of the tetrahedral intermediate is hydrogen-
bonded to the N3 of A2451, then this N3 must be protonated at around pH 7 and
therefore should lose its proton at pH > 7.3. In this case, one would expect a strong
pH dependence of the affinity of the Yarus inhibitor, since the hydrogen bond would
contribute significantly to the affinity. To test this hypothesis, Strobel and co-work-
ers [122] determined the affinity of the Yarus inhibitor for the 50S subunit at all pH
values between 5 and 8.5 and found that it remained unchanged, a result inconsis-
tent with the idea that the oxyanion is stabilized via a H-bond to the N3 of A2451.
The same conclusion was drawn by subsequent crystallographic studies showing
that the oxyanion of the tetrahedral intermediate points away from N3 of A2451,
thus excluding a possible hydrogen bonding between these two atoms [103].

Furthermore, the Yarus inhibitor is not an honest mimic of the transition state:
the distance between the O2 of the Yarus inhibitor and the 2�-C of the deoxy-A76
(dA76) ribose at the P-site is only 2.8 Å (arrowed in Fig. 8-12A). A physiological P-
site substrate contains a 2�-OH at this 2’-C atom, which is essential for peptide-bond
formation [126], and would sterically clash with the O2 in the position of the Yarus
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Figure 8-12 Tight fixation of the CCA ends of 
the P- and A-tRNAs observed in 50S subunit 
from H. marismortui in complex with (A) the 
Yarus inhibitor, and (B) the products following 
peptide-bond formation. The CCA ends of the 
tRNAs in the A- and P-sites are colored red and 
green, respectively. The N3 of A2451 (dark blue) 
is 3.4 Å from the O2 of the Yarus inhibitor (see 
also inset in Fig. 8-7), whereas the same O2 is 
only 2.8 Å from the 2�-deoxy of A76 (arrowed). 
Selected rRNA residues of domain V of the 23S 

rRNA are colored light blue, including the 
A- and P-loop bases that participate in A- and 
P-site CCA end fixation (E. coli numbering). 
In (B) the P-site C74 and C75 have been 
omitted for clarity. Dashes indicate H-bonding 
and rRNA nucleotides use the following color 
scheme: oxygen, red; phosphorus, yellow; nitro-
gen, blue; carbon, dark blue. (A) and (B) 
were generated from pdb files 1FFZ [105] 
and 1KQS [25], respectively, using Swisspdb 
viewer [150] and rendered with POVRAY.
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inhibitor observed in the crystal. The essential nature of this 2�-OH might be
explained by the observation that the -NH2 possibly forms a hydrogen bond with
this OH (illustrated in Fig. 8-7B).

The general base catalysis debate flared up again, when Rodnina and co-workers
[127] presented evidence that peptide-bond formation depends on two ionizable
groups, one with a pKa of 6.9 and the other with a pKa of 7.5. The former was shown
to be associated with the -NH2 group of puromycin used in the kinetic experi-
ments, whereas the latter seemed to be ribosome-associated. The ionizable group
evidently belongs to A2451 since a ribosome bearing an A2451U mutation catalyzed
peptide-bond formation ~130 times slower than normal and had lost the pH depen-
dence associated with the titratable group at a pKa of ~7.5. However, an alternative
explanation suggested by the authors was that the protonated group is part of the
A2450:C2063 base pair lying directly behind A2451 (seen in Fig. 8-12B) – the candi-
date-ionizable group being the N1 of A2450. Although a distance of 7 Å from the N1
to the a-NH2 group is too long for hydrogen transfer, a postulated conformational
change of the PTF center might bring A2450 within the range [127]. The assumption
of conformational changes broadens again the number of possible candidates that
might play a role in the kind of chemical catalysis that is advocated here. We note
that evidence has been presented implicating His229 of protein L2 in this catalysis
[54], although current maps place this residue more than 20 Å from the tetrahedral
intermediate of the transition state. The best that can be said at the moment is that a
direct role of A2451 in a general acid–base catalysis is hard to be reconciled with the
observation that A2451 in active ribosomes does not contain a titratable group at this
pKa in contrast with inactive ribosomes [123].

In fact, the ribosome need not directly involve chemically in the catalysis of the
PTF reaction, such as the formation of a transient covalent interaction between the
substrate (tRNAs) and the enzyme (the ribosome or, more specifically, in this case
the rRNA). The template model predicts that tight stereochemical arrangement of
substrates relative to one another would be sufficient to provide the dramatic accel-
eration of the reaction rate needed for peptide-bond formation (see the previous sec-
tion). In this case, the role of A2451 would be to withdraw a proton from free
nucleophilic -NH2 group of the A-site substrate or form a hydrogen bond with the

-NH2 group, thus promoting peptide-bond formation via proper positioning of the
NH2 group. The reaction scheme would follow similar to that presented in Fig. 8-7
and described in more detail in the corresponding legend.

Tight fixation of the CCA ends of the P- and A-tRNAs is exactly what is observed
both in the analog soaked 50S crystal structure (Fig. 8-12A) and also with the 50S
structure containing the products of the PTF reaction following soaking of the A-
and P-site substrates (Fig. 8-12B). In the P-site, the CCA end is locked into position
by two Watson–Crick base pairs, viz. C74 and C75 with G2252 and G2251. A76
stacks on the ribose of A2451 (seen clearly in Fig. 8-12B). In the A-site, the CCA end
of the aa-tRNA is fixed by (i) Watson–Crick base-pairing between C75 and G2553,
(ii) a type-I A-minor motif between A76 and the G2583–U2506 base pair, and (iii) an
additional H-bond interaction between the 2�-OH of A76 with U2585. Tight fixation
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of the CCA ends of both A- and P-tRNAs at the PTF center underlines the impor-
tance of the template model in peptide-bond formation, viz. that precise stereochem-
ical fixation is predominantly responsible for the enormous acceleration of the
reaction. The rate of peptide-bond formation on the ribosome of ~50 s 1 was esti-
mated to be ~105 faster than the uncatalyzed reaction (the rate in the absence of ribo-
somes) [1]. The PTF reaction without chemical catalysis (i.e., ribosomal ionizing
group is protonated at pH < 7) occurs with a rate of ~0.5 s 1 [127], which is still
>1000 faster than the uncatalyzed reaction. If this estimation is correct then the
physical mode of peptide-bond formation represents approximately 90% of the reac-
tion rate, with the chemical mode making up the remaining 10%.

8.3.3 
Why both the Physical and Chemical Concepts for 
Peptide-bond Formation?

If the physical mode sufficiently explains the overall rate of protein synthesis, why
does the chemical mode exist in addition? A possible explanation is that the template
model requires a maximal rigid surface for the ligands, whereas the ribosome has to
be flexible to allow the movement of the mRNA•tRNA2 complex during trans-
location. To achieve both a fast rate and a flexible structure of the ribosome, both
physical and chemical catalysis might need to be involved for an optimal rate of pro-
tein synthesis, although it is already clear that the template (physical) mode probably
plays the dominant role in peptide-bond formation.

8.4 
The Translocation Reaction

Following peptide-bond formation, the positions of the tRNAs remain unchanged.
This has been demonstrated by cryo-EM analyses of E. coli ribosome complexes [11,
104] and – concerning the CCA ends at the PTF center – by soaking A- and P-site
substrates into active 50S H. marismortui crystals and solving the structure of the
reaction products after peptide-bond formation [25]. Now the ribosome must trans-
fer the products, the peptidyl-tRNA in the A-site and deacylated tRNA in the P-site,
to the P- and E-sites respectively, i.e., shifting the ribosome from PRE to POST state
(Figs. 8-1(c) and (f), respectively). This process is termed translocation. It must be
extremely accurate at both ends of the tRNA molecule: the anticodon–codon com-
plex must be moved exactly 10 Å (the length of one codon), longer or shorter move-
ments will change the reading frame. At the other end of the A-site peptidyl-tRNA,
the CCA end must also be precisely moved into the P-site so as to set up the next
peptidyl-transferase reaction with the incoming A-tRNA. Incorrect placement of the
peptidyl-tRNA at the P-site could be disastrous for peptide-bond formation and lead
to abortion of translation.

Ribosomes have an innate translocase activity [14], but it is more than one order of
magnitude slower than that of the EF-G catalyzed reaction [13]. This implies that the
structures necessary to move the tRNAs reside in the ribosome and that the role of
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EF-G (and EF2 in eukaryotes) is to reduce the activation energy barrier that separates
the two sets of tRNA positions. Important questions remaining unanswered are:
How does EF-G mediate translocation and what ribosomal components are involved
in transfer of the tRNAs?

8.4.1 
Conservation in the Elongation Factor-G Binding Site

The crystal structure of EF-G has been solved in the nucleotide-free form [83] and in
complex with GDP [84]. The GTP form is the active one, which binds to the ribo-
some and triggers translocation. Hydrolysis of GTP inactivates EF-G and dissociates
it from the ribosome (reviewed in Ref. [128]). EF-G belongs to the same subfamily of
G proteins as IF2, RF3, and EF-Tu, the latter of which has been crystallized in both
GTP (active) and GDP (inactive) forms. Comparison of these EF-Tu structures
reveals that they exhibit large domain shifts relative to one another [85].

Cryo-EM reconstructions of EF-G bound to bacterial 70S ribosomes at 17.5–20 Å
[7, 129, 9] and EF2 to eukaryotic 80S ribosomes at 17.5 Å [130] show similar binding
sites for both factors (Figs. 8-13A and B). In these complexes, antibiotics were used

Figure 8-13 Comparison of cryo-electron microscopic analyses 
of EF-G 70S complex  from E. coli and EF2 80S complex from 
S.cerevisiae. Side view of (A) EF-G 70S complex and (B) EF2 80S 
complex with small subunit on left and large subunit on right. 
The same orientation is seen, in the small inset on the left, of 
an empty 80S ribosome, where the 40S and 60S subunits are 
colored yellow and blue, respectively. Relative arrangements of 
(C) EF-G and P-tRNA and (D) EF2 and P-tRNA (where the 
P-tRNA was placed into the 80S density map on the basis of the 
position observed in a P-tRNA-bound 70S ribosome reconstruc-
tion). Landmark abbreviations are for the small subunit: b, 
body; bk, beak; h, head; sh, shoulder and sp, spur. Landmarks 
for the large subunit: CP, central protuberance; St, L7/L12 
stalk. The roman numerals on EF-G/EF2 refer to the domains. 
Figures modified from Gomez-Lorenzo et al. [130].
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to trap the elongation factor on the ribosome. EF-G was trapped on the 70S ribo-
some using the antibiotic fusidic acid, which allows translocation and GTP hydroly-
sis, but blocks the switch into the GDP conformer of the factor, preventing
dissociation from the ribosome. The eukaryotic eEF2 was locked on the yeast ribo-
some using the antifungal sordarin, which is thought to function analogously to
fusidic acid [130]. The EF-G complex was formed with a typical PRE state, i.e., A- and
P-tRNAs were present. As expected, the tRNAs were translocated to the P- and E-
sites, but of special interest is that the tip, domain IV, of EF-G was shown to occupy
the position of the A-site. Similarly, the position for EF2 seen in the EF2:ribosome
complex also occupied the A-site, and came very close to the position of the P-tRNA
(Figs. 8-13C and D). EF-G-mediated translocation is also possible in the presence of
nonhydrolyzable GTP analogs, such as GDPNP, thus suggesting that binding of EF-
G alone is sufficient for translocation and that hydrolysis is necessary for conforma-
tional change and release of EF-G GDP [128]. We repeat that the fact that transloca-
tion is an intrinsic activity of the ribosome has been shown by the factor free
“spontaneous” translocation [131]. Furthermore, a dipeptidyl-tRNA that has been
formed at the A-site via peptide-bond formation shows a much faster spontaneous
translocation than a chemically made dipeptidyl-tRNA that has been bound to the A-
site [13]. The energy for translocation therefore might arise by the peptide-bond for-
mation, at least in part. The surprising observation that the antibiotic sparsomycin,
an efficient blocker of peptide-bond formation, is able to effectively trigger a single
translocation has corroborated the view that it is not the energy from the EF-G-
dependent GTP hydrolysis that drives the translocation [132].

Precisely the opposite view, namely that EF-G-dependent GTP hydrolysis limits
the translocation reaction thus accelerating the translocation, has been put for-
ward by one group [37]. In this case, EF-G would be considered a “motor protein”,
although this view has not yet been accepted by the wider scientific community.
One reason might be that the same group has published just the opposite results
about 15 years ago: Also applying stop-flow measurements, they showed that the
translocation reaction limits the EF-G-dependent GTP hydrolysis and not vice
versa, namely that EF-G-dependent GTP cleavage occurs after translocation and
thus the correspondingly released energy cannot directly flow into the transloca-
tion reaction [34].

For classical G-proteins, a GTPase-activating protein (GAP) stimulates the G-pro-
tein-mediated hydrolysis of GTP. In the case of EF-G/EF2, the GAP is provided by
components of the ribosome. There are certainly gross conformational changes visi-
ble upon binding of each elongation factor to the ribosome. One of the most striking
changes is seen within the stalk region; density for this region is absent in the empty
70S and 80S ribosomes but becomes more ordered upon EF-G/EF2 binding [7, 129,
130], supporting its universal role in factor binding. The best candidates for the GAP
role include the pentameric stalk complex, which consists of the ribosomal proteins
L10 (L7/L12)4, as well as a region of the 23S rRNA termed the sarcin-ricin loop
(SRL). The SRL is so named because cleavage after G2661 of the bacterial 23S rRNA
within this region by the highly specific RNase -sarcin inhibits all elongation
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factor-dependent activities [133] and similar effects are seen after removing the
neighboring base A2660 (E. coli nomenclature) in the 26S rRNA of yeast by the N-
glycosidase activity of the ricin A-chain [134]. Furthermore, this region contains the
longest (12 nucleotides) universally conserved stretch of rRNA underlining its func-
tional importance. Recently, hybrid ribosomes were constructed where the proteins
at the GTPase center from E. coli, L7/L12 and L10, were replaced with their eukary-
otic counterparts from rat P1/P2 and P0, respectively [135]. Both the in vitro transla-
tion and GTPase activity of the resultant hybrid ribosomes were strictly dependent
on the presence of the eukaryotic elongation factors, EF2 and EF1a. This reflects not
only the specificity of the interaction between the stalk proteins and the elongation
factors from each kingdom, but also the importance of the stalk proteins in mediat-
ing elongation factor GTPase activity.

The ribosomal protein L11 (and associated L11-binding site of the 23S rRNA) is
often considered as a candidate for a GAP role and is often referred to as the
GTPase-associated center (GAC) alone and collectively with the SRL (however to
avoid confusion we will refrain from using this term, especially since L11 is unlikely
to be a true GAC of the ribosome, see following). The reason that L11 has been
assigned a GAP role is because mutations in both L11 and its binding site on the
23S rRNA can confer resistance against the antibiotic thiostrepton, a potent inhibi-
tor of EF-G- and EF-Tu-dependent GTPase activities [136]. However, the direct
involvement of L11 in the factor-dependent GTPase is not very probable, since (i)
mutants lacking L11 are viable, although extremely compromised as indicated by
about 6-fold growth retardation [137], and (ii) the IF-2-dependent GTPase is stimu-
lated rather than blocked by thiostrepton [138]. Furthermore, replacement of either
the L10 (L7/L12)4 complex or L11 with the equivalent rat protein showed that the P0
(P1 P2)2 complex, but not the eukaryotic counterpart to L11 (RL12), was responsible
for factor specificity and associated GTPase dependence, although addition of L11 or
RL12 did stimulate protein synthesis significantly [135]. Consistently, L11 is cer-
tainly in close proximity to the elongation factors: cryo-EM analyses of EF-G bound
to 70S ribosomes revealed that upon binding of EF-G, the N-terminal domain of L11
is shifted so as to form an arc-like connection with the G-domain of EF-G [139]. This
arc-like connection is also observed in the EF2–80S complex although it is broader
and more fused [130]. However, from cryo-EM reconstructions of EF-Tu ternary
complex ribosome complexes stalled with the antibiotic kirromycin, it is the –sar-
cin/ricin loop that makes direct contact with the G domain of the EF-Tu [104] and
not the L11 region. Although residue 1067 within H43 of the L11-binding site rRNA
makes definite contact with the highly conserved region of the T arm of the tRNA,
no contact between L11 and the tRNA is observed in the recent 9 Å reconstruction
[104], in contrast with earlier proposals that were based on lower resolution recon-
structions [140]. The most striking result to emerge from the improved resolution
was an observed movement of 7 Å in the L11 region upon ternary complex binding
to bring this region into contact with the tRNA [104]. This leads the authors to pro-
pose a model, whereby the conformation change in the L11 region perturbs the ori-
entation of the tRNA such that codon–anticodon interaction can be established,
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which in turn provides the trigger for GTPase activation of EF-Tu. In this model, the
L11 region would not act as a GAP directly, but would stimulate the activity consis-
tent with the available biochemical data.

Lastly, it is noteworthy that L11 also stimulates the stringent response factor RelA
in the presence of a deacylated tRNA at the ribosomal A-site, which leads to the
RelA-dependent synthesis of (p)ppGpp, an essential effector during the stringent
response (see Chap. 11).

8.4.2 
Dynamics within the Ribosome

The –  model for translocation hypothesizes a moveable domain within the ribo-
some that carries the A- and P-tRNAs during translocation (reviewed in Ref. [43]).
Evidence for this model comes from testing the accessibility of phosphate groups on
the tRNAs in the PRE and POST states. The essential observation was that the pro-
tection patterns of A- and P-tRNAs differ from one another, but the corresponding
tRNAs exhibit the same protection patterns in the PRE state as they do in the POST.
This suggests that distinct ribosomal components are involved in carrying the
tRNAs from the PRE to the POST state. In contrast with the intensive contact pat-
terns observed with tRNAs bound to programed ribosomes, the 40 nucleotides of
mRNA covered by the ribosome [141] have almost no specific contacts with the ribo-
some, except two positions upstream of the two decoding codons (i.e., those codons
involved in codon–anticodon interactions; [142]). This immediately suggests that the
tightly bound tRNAs are the handle to move the tRNA2•mRNA complex during
translocation, whereas the mRNA follows because of the direct connection with the
tRNAs via the two adjacent codon–anticodon interactions. This is one important rea-
son why the two adjacent tRNAs maintain their simultaneous codon–anticodon
interaction before (A- and P-sites) and after translocation (P- and E-sites).

There are a number of candidates that may play a role in translocation of the
tRNAs or even constitute portions of the moveable domains. Distinct regions within
the crystal structures are disordered, most probably reflecting flexibility in these
components. A classic example is the stalk region, which, as already mentioned,
only becomes ordered upon factor binding. Another is the L1 region, the flexibility
of which may regulate E-tRNA release. There are also certain structures that become
either ordered or rearranged upon subunit association. Most of these elements are
constituents of intersubunit bridges. One striking example is the universally con-
served H69 in domain IV of the large subunit rRNA. H69 is the major element of
bridge B2a, the largest intersubunit bridge (see Fig. 8-14), and is disordered in the
H. marismortui 50S subunit structure but ordered in the D. radiodurans 50S subunit.
Comparing the latter structure with the T. thermophilus 70S structure suggests that
upon association H69 swings out towards h44, another very flexible element. In this
extended conformation, H69 would be predicted to make contact with both A- and P-
tRNAs [111]. Another element that is not fully resolved in either of the 50S struc-
tures is H38 of domain II, a constituent of bridge B1a, often called the “A-site
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finger” because it contacts the A-tRNA. As previously mentioned, both B1a and B2a
bridge elements have corresponding counterparts within the 80S yeast ribosome,
strengthening their candidacy for a role in translocation.

The most significant progress of our understanding of the translocation reaction
comes from a detailed cryo-EM study of this reaction [31], together with a biochemi-
cal analysis [143]. EF-G induces a ratchet-like movement of the 30S subunits as first
shown with empty ribosomes [144], but here the movement could be coupled with
translocation of tRNAs at higher resolution, yielding further insight into this reac-
tion: EF-G•GTP does not bind to ribosomes in a POST state or to ribosomes that

Figure 8-14 Comparison of intersubunit bridge positions between 
bacteria and yeast ribosomes. (A, B): The 30S (blue) and 50S 
(gray) ribosomal subunits of T. thermophilus are shown from 
their intersubunit sides. Intersubunit bridges are marked in 
red and are annotated according to the nomenclature from 
Gabashvili et al. [52], where the lettering of the bridges B1, B2 
and B3–B5 are labeled in blue, green and orange, respectively. 
Figure adapted from Cate et al. [154]. (C, D): The 40S (yellow) 
and 60S (blue) ribosomal subunits of S. cerevisiae are also shown 
from the interface side with the intersubunit bridges in red. 
The lettering common to T. thermophilus are labeled in blue (B1), 
green (B2) and orange (B3–B5), whereas those of additional 
intersubunit connections in the yeast ribosome are labeled 
eB8–eB11 in red. Note that bridges B6 and B7 are not included 
for simplicity. Adapted from Spahn et al. [155].



8.4 The Translocation Reaction 361

carry a peptidyl-tRNA at the P-site, but does so with high affinity if the ribosome
carries only a deacylated tRNA at the P-site as it is the case in the PRE state after pep-
tide-bond formation (see Fig. 8-2B). However, it difficult to imagine how EF-G bind-
ing is influenced by a deacylated tRNA at the P-site, when the A-site is occupied with
a peptidyl-tRNA.

The former state is denoted “locked” for binding of EF-G•GTP, the latter
“unlocked”, although no structural differences could be detected at the resolution of
10–13 Å. The following picture emerged: (i) After occupying the A-site with an aa-
tRNA and peptide-bond formation, the peptidyl-tRNA is in the A-site and a deacy-
lated tRNA at the P-site, no hybrid site is visible. (ii) EF-G•GTP binds and induces
the first forth-movement of the ratchet motion of the 30S subunit, a turn of about
20º. During this movement, the deacylated tRNA is seen in a hybrid position P/E
and it is believed (although not yet observed) that the peptidyl-tRNA would also
occupy a hybrid position A/P. (iii) The ribosome triggers the EF-G-dependent GTP
hydrolysis and the authors postulate that the resulting EF-G conformational change
into the GDP conformer completes the translocation reaction in that (i) the 30S sub-
unit moves back (second part of the ratchet movement), (ii) the tRNAs continue
their movement to E- and P-sites, respectively, and (iii) EF-G•GDP dissociates from
the ribosome. Until now, EF-G•GTP has not been successfully crystallized, whereas
EF-G•GDP has. A comparison of the structure of EF-G•GDPNP (a GTP analog) on
the ribosome with that of the crystallized EF-G•GDP revealed a striking shift of
domains 3–5 resulting in a movement of about 35 Å of the tip of domain 4. The
authors postulated that this dramatic movement, similar in extent to that observed
between the GTP and GDP conformers of EF-Tu (40 Å), promotes the back move-
ment of the ratchet motion and might be also essential for the release of EF-G•GDP
from the ribosome. If the striking conformational change is causing the release of
EF-G rather than the second half of the ratchet movement, then the EF-G-dependent
GTP hydrolysis has nothing to do with a motor protein function of this elongation
factor. If, however, the GTP hydrolysis is in fact promoting the back-swing of the
30S subunit, then this could be interpreted as the molecular-correlate to a motor-
protein role of EF-G. The authors [31] also detect a substantial movement of the L1
protuberance during the translocation and postulate an active participation of this
structure in the translocation of the deacylated tRNA from the P-site to the E-site.

During the translocation reaction a movement of a peptidyl-tRNA from the A-site
to the P-site via a P/E hybrid position can be easily reconciled with the –  model as
has been suggested previously [51]. Note the difference to the hybrid-site model.
This model postulates that after peptide-bond formation and before translocation
the tRNAs move on the large subunit but stay on the 30S subunit, i.e., the peptidyl-
tRNA at the A-site moves from A/A-site to the A/P-site, and only the translocation
movement brings the tRNA into the P/P-site. In contrast, the cryo-EM study sug-
gests that during translocation the peptidyl-tRNA moves from the A- to the P-site via
a transient A/P position.

Despite the asymmetry of the ribosome, an internal symmetry within the large
ribosomal subunit has been identified ([145]; reviewed in Refs. [146, 147]). The fact
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that the CCA ends of tRNAs at the A- and P-sites are related by 180° rotation rather
than by a translational movement like the rest of the tRNA [103, 105, 25], suggested
that at least a minimum of symmetry might exist within the PTF center of the ribo-
some. However, Yonath and co-workers [145] realized that this symmetry extended
beyond the A and P loops, and identified two regions of approximately 90 nucle-
otides that are related by rotational symmetry in the D. radiodurans 50S subunit
(Fig. 8-8). The closest residues to the center of rotation include a number of residues
of the PTF ring, strands of H89 and H93 and the stem loops of H92 and H80, which
are the A and P loops, respectively (symmetry-related residues are colored with cor-
responding colors in Fig. 8-8). A similar symmetry was also discovered within the
large subunit from archaea H. marismortui and thermophilic eubacteria T. thermo-
philus suggesting that it is a conserved feature of ribosomes. This is in itself not sur-
prising since this region of the ribosome is highly conserved, but does add an extra
dimension. But what is the significance of the symmetry?

Following peptide-bond formation, the peptidyl-ACC of the A-site tRNA must
move into the P-site of the PTF center, i.e., a transition from making interactions
with the A loop to making interactions with the P loop. Since the symmetry-related
residues within the PTF center effectively provide a lining for the walls of the cavity,
the idea arose that the CCA ends of the tRNA should follow a rotation movement
during translocation. By computational modelling of such a transition, it was possi-
ble to accomplish a rotation from the A- to the P-site without any steric clashes. Inter-
estingly, the symmetry-related residues within the P-site are located slightly deeper
in the tunnel than the corresponding A-site residues, leading to the proposal that the
rotational movement during translocation drives the peptide into the tunnel [147].

One of the most exciting discoveries related to the rotational symmetry was that
the motion is centered on residue A2602. This residue is known to be highly flexible,
a fact emphasized by the different orientation of the adenine base of this residue in
almost all the different crystal structure complexes solved to date. Indeed, upon
binding of many ligands, such as antibiotics and CCA-end mimics, A2602 assumed
a different position [146]. This flexibility and the location of A2602 at the center of
rotation may suggest that A2602 has a role in guiding the CCA end of the tRNA
from the A- to the P-site. Another conserved residue predicted to maintain interac-
tion throughout the rotational motion was U2585, which has also been identified as
being very flexible.

The ribosome research is in exciting upheaval phase where the structure begins to
explain the function. For the first time, we can imagine how the ribosome is using
its complicated structure to perform its complicated function.
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9
Termination and Ribosome Recycling

Daniel N. Wilson

9.1 
Introduction

The translation-elongation cycle is brought to an abrupt halt by the appearance of a
stop codon in the ribosomal A site, rather than the usual sense codon of the
mRNA. If the mRNA being translated is thought of as a sentence then the stop
codons generally act as a “full-stop”, i.e. they signal to the ribosome that the pro-
tein has been fully translated and must now be released from the ribosome. The
process of polypeptide release is supposed to be the third (and generally the final)
stage of translation, with initiation and elongation (see Chaps. 7 and 8) being the
first and second, respectively. However, it should be acknowledged that the pro-
cess of recycling the ribosomes following release of the polypeptide is often
referred to as a post-termination event and, therefore, can be thought as the fourth
stage of translation. There are numerous reviews attempting to keep up with the
rapid pace that the termination researchers have attained in the past few years and
demonstrating the unexpected discoveries that are hiding around every corner (for
a recent review see [1]).

So how does the presence of a stop codon in the ribosomal A site trigger entry
into the termination and ribosome recycling stages of the translation cycle? The
answer to this question relates directly to the make-up of the genetic code; usually
all codons, but three (although this can sometimes be one or two for particular
organisms or organelles, see later), correspond to a particular amino acid and there-
fore with an aminoacylated or charged tRNA. Clearly, in the situation where a ribo-
some bears a stop codon (or any codon for that matter) in the A site for which there
is no corresponding aminoacyl-tRNA, the elongation cycle cannot continue. This
type of reasoning led to the proposal for the existence of a “terminator-tRNA”, i.e., a
special (uncharged) tRNA that recognized the stop codons and somehow mediated
release of the completed polypeptide. In light of what we now know about the inter-
action between the anticodon of the tRNA and the codon of the mRNA and how the
stereochemistry of this interaction is monitored by the ribosome to ensure its cor-
rectness, the idea of a terminator-tRNA would seem like an obvious choice to initiate
termination events. However, as so often seen before, nature had evolved another
quite distinct mechanism, which does not rely on RNA–RNA interaction at all.

Protein Synthesis and Ribosome Structure. Edited by K. H. Nierhaus and D. N. Wilson
Copyright © 2004 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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No terminator tRNAs were discovered, instead it turned out that stop codons or
termination signals are recognized by protein factors, termed termination release
factors (RFs), so named because they mediate the release of the nascent polypeptide
from the ribosome. However, it soon became clear that there were two sets of RFs
involved in the termination process. The original factors, which decode the stop
codons and actually release the polypeptide from the ribosome, were therefore
termed class I or decoding release factors. In bacteria, such as Escherichia coli, there
are two decoding factors, RF1 and RF2. The class II RFs operate after the decoding
factors (and perhaps more important for factor nomenclature were also identified
subsequent to the decoding factors) and are therefore termed RF3s. RF3 is involved
in removal of the decoding RFs from the ribosome and therefore stimulates release
of the polypeptide by recycling of the decoding factors. In eukaryotes (and archea),
there is only ever one class I decoding RF, termed eRF1 (aRF1) and by analogy the
class II factor is termed eRF3 (aRF3). The class II factors are G-proteins and there-
fore their affinity for the ribosome is regulated by the guanine nucleotide state of
the factor (see Chap. 8). For bacterial RF3, the GDP form of RF3 has been shown to
have a low affinity for the ribosome following release of the decoding factor and
therefore falls off the ribosome. This post-termination ribosome, however, still
bears the mRNA it was translating, a deacylated or uncharged tRNA at the P site
(the tRNA from which the nascent polypeptide was released) and probably an addi-
tional deacylated tRNA at the E site. These components need to be removed and the
ribosome dissociated into its component subunits in preparation for the next round
of translation. This essential process is termed ribosome recycling. In bacteria,
three factors are involved in this process, one that is specific for this stage termed
the ribosome recycling factor (RRF) and the others, which are active during elonga-
tion and initiation, namely elongation factor G (EF-G) and initiation factor 3 (IF3),
respectively. There is some debate at present as to the exact details of the steps
mediated by these three factors and this is discussed in more detail in Sect. 9.5.
Since RRF is not found in eukaryotes (or archaea), except in mitochondria or chlo-
roplasts, there must be an alternative system operating to fulfill or circumvent the
need for this process in the cytoplasm.

9.2 
Stop Codon Recognition and Release of the Nascent 
Polypeptide Chain

The importance of the termination phase of protein synthesis is emphasized by the
universal presence of class I decoding release factors, i.e., all archea and eukaryotic
genomes sequenced so far have the presence of aRF1 and eRF1, respectively, and all
bacterial genomes have at least one of the two decoding factors RF1 or RF2. For
example, in the genome of Mycoplasma genitalium, the prfA gene encoding RF1 is
present whereas prfB, the gene encoding RF2, is absent. Since M. genitalium is often
referred to as the bacteria containing the “minimal complement” of genes necessary
for survival, its small genome size arising from having dispensed with most of the
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non-essential genes [2, 3], this illustrates the importance of the decoding termina-
tion factors. Indeed, although eukaryotic and archeal RF1 perform the same role as
the bacterial RF1 (and RF2), there is no obvious sequence or structural homology
between the two proteins, suggesting that they have arisen independently and thus
represent examples of functionally convergent evolution. Despite this evolutionary
independence, some remarkable similarities between the two factors have emerged,
suggesting that their mechanism of action may also be similar. When one considers
the extreme conservation in the target or substrate of their reaction, namely, the
ribosome with a peptidyl-tRNA in the P site and a stop codon in the A site, it is not
unforeseeable that the similarities in the constraints imposed by the ribosome in
terms of binding site are reflected by similarities within the bacterial and eukaryotic
factors. With regard to the mechanism of action of the bacterial decoding factors on
the ribosome, a number of surprises have recently been brought to light and it
remains to be seen whether the eukaryotic factors really operate through a similar
mechanism.

9.3
The Bacterial Class I Decoding Release Factors

The eubacterial decoding factors, RF1 and RF2, exhibit overlapping specificities with
regard to stop-codon discrimination: for example, in E. coli, RF1 decodes the stop
codons UAG and UAA, whereas RF2 decodes UGA and UAA [4, 5]. Organisms such
as M. genitalium, which have dispensed with the prfB gene, do not require the corre-
sponding RF2 factor because UGA is not regarded as a stop codon, being decoded by
Trp-tRNAACU and thus incorporating tryptophan at these codons [6]. In organelles,
where codon reassignment is common (reviewed in Refs. [7, 8]), there is almost
always a loss of the prfB gene, for example, yeast mitochondria also decode UGA by
tryptophan and therefore have only a single RF of the RF1-type [9]. This raises the
intriguing question of why it is always the prfB gene and not the prfA gene that is
continuously lost from these genomes?

9.3.1 
The Structure of RF2 and Translational Mimicry

A comparison of the E. coli prfA and prfB genes [10, 11] and in particular the protein
products revealed extensive sequence homology. Based on secondary-structure pre-
dictions, the decoding factors have been discussed in terms of five [12] or seven [13]
domain models. However, on the basis of functional data, Tate and co-workers [14, 15]
proposed a simple two-domain “tRNA-analogue model”, where the decoding RFs
were thought to span from the stop codon in the decoding site of the 30S subunit to
the PTF center on the 50S subunit. In this model, each domain of the RF was associ-
ated with a function, one domain with stop codon recognition and the other with
release of the polypeptide, in analogy with a tRNA where the anticodon stem loop is
associated with codon recognition and the acceptor stem of the tRNA with peptide-
bond formation. This tRNA mimicry concept was brought to another level with the
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arrival of the structure of the ternary complex of EF-Tu•GTP•Phe-tRNAPhe [16],
which had striking overall similarity with the translation elongation factor EF-G [17, 18].
In particular, the tertiary structure of domains III-V of EF-G resembled that of the
tRNA in the ternary complex (see Figs. 8.6A and B). This suggested that the A site of
the ribosome, the binding site for the tRNA, but also for the translation factors such
as EF-G and the EF-Tu ternary complex, imposed constraints on the factors to take-
on the shape of tRNA to bind within A-site region. Since the initiation factors IF1
and IF2, as well as the termination factors RF1, RF2, RF3 and RRF, were also known
to bind within this region, the idea of macromolecular mimicry of tRNAs by protein
factors was extended to encompass all phases of the translation cycle (reviewed by
Nissen et al. [19]). Indeed Sprinzl and co-workers [20] proposed, based on sequence
alignments, that IF2 would have a structure similar to EF-G except that the missing
region of complementarity in IF2, namely of domain IV of EF-G, would be compen-
sated for by homology found in IF1, i.e. together IF2 and IF1 would also mimic the
shape of the aa-tRNA•EF-Tu•GTP ternary complex. However, the recent crystal
structure of the IF1 bound to the 30S subunit [21] suggests that the concept of
molecular mimicry may have been overextrapolated in this case, since the structure
and binding position of IF1 bears little resemblance to that of the anticodon stem
loop of a tRNA, nor to that of domain IV of EF-G (see Chap. 7.1).

The long-awaited structure of a decoding RF was that of the eubacterial E. coli
RF2 [22], rather than from Thermus thermophilus as might have been first thought [23].
Since the vast majority of studies into RFs had come from studies on E. coli, this
provided the perfect opportunity to correlate structure and function (see the next
section). The E. coli RF2 structure was solved to 2.3 Å and revealed a four-domain
arrangement (Fig. 9.1A). The N-terminal domain (domain I) contains four -helices
that form an -helical bundle, whereas domains II, III and IV form a very compact

Figure 9.1 Molecular mimicry between tRNA and termination 
factors. The crystal structures of (A) RF2 [22], (B) tRNA (yellow) 
in form of ternary complex, (C) RRF [28] are compared illustrating 
the overall tertiary structure similarities. 
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structure stabilized by multiple interdomain interactions [22]. Indeed, the structure
could be interpreted as having an overall two-domain arrangement, since domain I
and domains II–IV are relatively separate from one another. This is supported by the
observation that the recent structure of T. thermophilus RF2 was almost identical to
that of E. coli RF2, except that there was a different orientation of domain I with
respect to domains II–IV, which similar to the E. coli structure, also formed a dis-
tinct compact superdomain [24]. Despite the overall two-domain topology, there is
little resemblance between the RF2 structures and a tRNA (Fig. 9.1B; reviewed in
Refs. [25–27]); however, the previous structures of the ribosome recycling factor
(RRF) had reinforced the idea of tRNA mimicry, since this small factor was com-
posed of two domains that were arranged in a definite L-shape with similar dimen-
sions and orientations as a tRNA (Fig. 9.1C; [28]). On the basis of the similarity
between domain I of RF2 and domain I of RRF, which was proposed to mimic the
anticodon stem loop of the tRNA, domain I of RF2 was docked into the A site.
However, this docking, nor in fact any other single orientation, could simulta-
neously satisfy all the available biochemical data, which had defined particular
regions of the decoding RFs as being associated with particular functions, such as
codon recognition or peptidyl-tRNA hydrolysis.

9.3.2 
The Two-domain Functional Model for RF2

Before the arrival of the RF2 crystal structures, there existed very strong evidence
that the decoding factors were intimately involved in stop-codon recognition and
peptidyl-tRNA hydrolysis. In fact, distinct regions and even specific amino acids
within these regions had been implicated in each function. If the decoding RFs were
to mimic tRNAs, then they would be required to interact at one end of the molecule
with the stop codon in the A site and at the other end to mediate the transfer of the
polypeptide chain from the P-site tRNA to water, thereby releasing it from the ribo-
some. So what evidence exists for these functional domains in the RFs and how do
they relate to the available crystal structure?

9.3.3 
Identifying Functional Important Regions within the 
Decoding RFs

Perhaps the first indication as to which regions of the decoding RFs were function-
ally significant arose through the use of suppression studies, where competition at
stop codons between the decoding RFs and so-called suppressor tRNAs was moni-
tored. The first of these studies analyzed the effect of decoding RFs at UAA stop-
codon contexts by utilizing a three-plasmid system, one expressing either RF1 or
RF2, one expressing a UAA stop-codon suppressor tRNA and a reporter plasmid
expressing a UAA-containing LacZ reporter construct [29, 30]. The application of
this type of system was used to identify mutant RFs with reduced activity, i.e., the situ-
ation that resulted in more efficient competition of the suppressor tRNAs at the stop
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signal (see Table 9.1 and Fig. 9.2). Although these genetic screens provided a
powerful technique for identifying functional regions in RFs, most of the muta-
tions conferred a recessive phenotype and thus without complementary in vitro data
provide limited insight into the true nature of the mutation. Indeed, a number of
the RF mutants were temperature-sensitive [31–36], suggesting that the defects in
these factors may have been due to folding perturbations.

RF fusion proteins were the first demonstration of partly functional release factors,
where partial activity in ribosome binding was detected in the absence of peptidyl-
tRNA hydrolysis (or release) activity [37]. The separation of the decoding and
release activities of the decoding RFs was in agreement with the two-domain model
of the RFs. A more directed approach to discovering regions of importance within
the decoding RFs was undertaken by generating chimeric RF constructs by
exchanging regions between E. coli RF1 and RF2 [14]. One of the chimeric con-
structs generated was identical to RF1 except for the replacement of a small region
within domain III by the corresponding region in RF2. Although this in effect
yielded only 10 amino acid substitutions, many of which were either conservative
or in positions of low conservation, the effect was significant: in vivo, the expression
of this chimeric factor was toxic to the E. coli cell, reproducibly inducing complete
cessation of growth upon induction and the strong selection against the plasmid
expressing the chimera and often leading to deletions within the plasmid [14]. In
vitro, this chimera was shown to have significant reduced release activity, whereas
the codon-dependent binding activity remained unaffected [14]. This was the first

Table 9.1 Decoding Release Factor Mutations

a All numbering corresponds to the equivalent residue in E. coli.

Factor Mutationa Reference

RF1 (E. coli) G168D 35

R137P 36

RF1 (S. typhimurium) G180S 31

H182Y

mtRF1 (S. cerevisiae) R190K 9, 12

P192L 38

RF2 (E. coli) L63F and D79G 151

E89K 34

D143N

L328F

F207T 13

R213I

T246A 63

E167K 136

RF2 (S. typh.) Y144UGA 33
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evidence implicating domain III as being associated with release of the polypeptide
and is discussed in more detail in Sect. 9.2.6.

Around the same time, two mutations in the mitochondrial RF1 gene were shown
to be responsible for a splicing defect in the yeast S. cerevisiae [9, 12]. The mutations
were identified as being in domain II of RF1 and were subsequently shown to
impair the factor’s ribosome binding ability in vivo [38] and in vitro [39]. That these
sites in domain II were directly associated with ribosome binding was strengthened,
when second site suppressors were identified in h44 of the 16S rRNA that restored
the binding of the mutant factors. Three of these second site suppressors disrupt a
base-pair within h44 and confer resistance to the aminoglycoside antibiotic paro-
momycin, which is known to bind directly within the decoding site and induce
translational misreading (see Chap. 12.3.1.2). Another mutation mapped within
the so-called switch region (h27) that has been implicated in translational fidelity
[40] and constitutes the binding site for the classic misreading antibiotic streptomy-
cin (see Chap. 12.3.1.2). This is very suggestive of a direct interaction between
domain II of the RF and regions within the decoding site, if not the stop codon itself.
Indeed, one of the second site suppressor locations (A1408) has been crosslinked
from the first position of a UAA stop codon located in the A site [41] and normally
base-pairs with A1493, one of the universally conserved residues that is intimately
involved in monitoring the correctness of codon–anticodon interaction in the A-Site
(see Chap. 8.2.3).

Figure 9.2 The crystal structure of E. coli RF2 with mutants from 
Table 9.1 mapped onto the equivalent positions in E. coli RF2. The 
tripeptide (cyan) and GGQ motif (light green) as well as position 
246 (yellow) and the omnipotent E167K (red) are also indicated. 
Note that most of the mutations map within domains II-IV (dark 
blue), whereas only few (L63, D79 and E89 colored purple) are in 
domain I.
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9.3.4 
Codon Recognition Domain of Bacterial RFs: 
the Termination Signal

It seems very probable that the decoding release factors recognize a stop codon in
the A site of the ribosome by directly interacting with it, as opposed to recognizing
the presence of a stop codon indirectly through putative conformational changes
that occur specifically in the ribosome during the termination phase. The latter
seems less probable – it would require conformational changes that are specific for
the stop codon, since RF1 and RF2 discriminate between UAG and UGA, although
such changes have been proposed [42]. In addition, close proximity between stop
codon and RF is evident from the zero-length crosslinks observed from the first
position of a stop codon (using thiouridine) to RF2 [41, 43]. Moreover, it has been
shown that the context of the stop codon played an important role in the efficiency of
the termination reaction (reviewed in Refs. [44–46]). This was perhaps first evident
from the markedly differing levels of stop codon readthrough by suppressor tRNAs
depending on the context of the stop codon, both upstream and downstream. Tate
and co-workers went on to demonstrate that the position immediately following (3�

to) the stop codon (termed the +4 position) had the most significant effect on termi-
nation efficiency [47], but additional influences were also seen as far downstream as
the +6 position [48]. Since RF decoding of stop codons involves protein–RNA inter-
actions, rather than RNA–RNA (tRNA–mRNA) interaction, and requires no further
reading frame maintenance, there is no reason to restrict the interaction to triplet
stop codon. Instead RFs can be thought to decode termination signals consisting of
the stop codon and its surounding context. Evidence for such a proposal comes from
striking correlation between the relative efficiency of the termination signals seen
with in vivo reporter assays, used by Tate and co-workers for example, and from anal-
ysis of the termination signals present in the genome (Fig. 9.3). This is especially
true in the case of UGAN and UAAN signals utilized by highly expressed genes, where
in the +4 position (N), pyrimidine is preferred to purine, with uridine usually the
strongest. The presence of tandem stop codons, UGAUGA for example, was thought
to be advantageous, since it appeared to be over-represented in the genomes of bac-
teria, however, from analysis using the reporter systems, it seems that tandem stop
signals confer no additional advantage other than having the +4 position uridine
[49]. Further support for a direct interaction between RFs and the extended termina-
tion signal came when crosslinks from the +4 position [50] and weaker crosslinks
from the +5 and +6 positions (but not +7 to +10 positions) [48] with the RF were
demonstrated. Attempts to identify the region within the RF to which the crosslink
was attached were largely unsuccessful, although there was some hint that
domain II was involved [51].
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9.3.5 
Codon Recognition Domain of Bacterial RFs: the 
“Tripeptide Motif”

To identify the domain within decoding RFs involved in codon recognition, genetic
screening of mutant RF2s that could complement both conditional-lethal RF1 and
RF2 mutants was undertaken. One of the factors identified had a mutation E167K
and could terminate translation at all three stops, much similar to an eRF1, although
the specificity of the interaction was questionable, since termination at some sense
codons was also observed [52]. Following this, Nakamura and co-workers performed
an elegant series of experiments identifying tripeptide motifs, PAT and SPF, within
domain II of the decoding RFs, RF1 and RF2 respectively, which discriminate spe-
cifically the three different stop codons ([53], reviewed in [54, 55]). The first and third
positions of the tripeptide motif discriminate the second and third positions of the
stop codon (Fig. 9.4, [55]), such that the motif SXT is omnipotent (including UGG)
and PXF is UAA restricted [53]. From a biochemical point of view, the location of the
tripeptide motif within domain II was consistent with many other mutations located
within this region that were identified using various readthrough assays. In this
respect, it is noteworthy that one of the locations of one of the mitochondrial RF1
mutants corresponded with the first position of the tripeptide motif. Furthermore,
the so-called “charge-flip” changes at multiple Glu (E) residues located in close prox-
imity to the tripeptide motif also interfered with codon recognition [56].

However, from a structural point of view, it was surprising that the tripeptide
motif was located within domain II and not domain I. Because domain I of RF2

Figure 9.3 The frequency (in percentage) of occurrence for base 
(N is either U, G, A or C) following each of the three stop codons 
UAA, UGA and UAG in the higly expressed genes (black bars), all 
genes (grey bars) and within non-coding regions (white bars) of 
the Escherichia coli genome.
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resembled domain I of RRF, which in turn based on a proposed tRNA mimicry was
equivalent to the anticodon stem of a tRNA (see Fig. 9.1), the thinking at the time
was that the region associated with stop-codon recognition should be located within
the loop located between 3 and 4. Although there was little support biochemically
for this presumption, a model was presented where the RF2 structure was docked
into the programed 70S crystal structure with the tip of domain I in the decoding
site. This model necessitated that the tripeptide motif function indirectly to decode
the stop codon; however it made contact with h44 and therefore was supposed to
monitor stop-codon recognition indirectly through conformational changes induced
within h44 [22]. In support of this model was that the so-called GGQ motif (see fol-
lowing sections), located in domain III was located in close proximity to the PTC in
accord with biochemical data and there were no spatial clashes. In contrast, when
the tripeptide motif was placed in the decoding site, there were numerous clashes
between other regions of the RF2 and components of the ribosome. Furthermore, in
this orientation, the GGQ motif was located far from the PTC.

9.3.6 
Peptidyl-tRNA hydrolase function of bacterial RFs: domain III 
and the GGQ motif

The ultimate role of the class I RFs is to mediate the release of the polypeptide from
the peptidyl-tRNA bound at the P site of the ribosome. During elongation, the pep-
tidyl moeity of the P-site tRNA is transferred to the -amino group of the aminoa-
cyl-tRNA bound at the A site (Fig. 9.5A; see Chap. 8.3 for more details). By analogy
with this situation, the termination reaction was proposed to involve the transfer of
the peptidyl moeity to a water molecule, as illustrated in Fig. 9.5(B) [57–59]. The
question is to what extent do the class I RFs play a role in this reaction? Are the
decoding factors simply messengers passing on a signal from the decoding site to

Figure 9.4 A model showing how the tripeptide motif PAT 
in RF1 and SPF motif in RF2 decode the second and third 
positions of the stop codon. Reprinted with permission from 
Ref. [55].
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the PTF center that mediates peptide release or does a region of the decoding factor
play an active role in the release of the peptide by, for example, co-ordinating the
water molecule needed for the reaction?

One of the first regions implicated in peptide release came from proteolytic stud-
ies with the decoding factors. A protease-sensitive site was identified in a similar
position in RF1 and RF2 [15], which maps to what we now know is the GGQ-con-
taining loop within domain III (Fig. 9.2). Limited proteolytic cleavage of RF2 with
chymotrypsin produced two relatively stable fragments of approximately 24 and
15 kDa. N-terminal sequencing demonstrated that the cleavage occurred between
tyrosine and arginine residues at positions 244 and 245, respectively. Interestingly,
the chymotryptic fragments of RF2 remained associated, when isolated using
anion-exchange and gel-permeation chromatography under non-denaturing condi-
tions and while the nicked RF2 factor retained the ability to bind to the ribosome
and discriminate stop codons, it was completely inactive for peptide release [15].
This suggested that this region within domain III was essential for release activity
of the factors, but not binding or codon recognition.

At around the same time, a chimera of RF1 was constructed where a small sec-
tion of domain III (including the proteolytic site) was replaced with the homologous
region from RF2 [14]. As mentioned, this chimera was inactive for release activity

Figure 9.5 Scheme for (A) peptidyl-transferase and (B) termi-
nation reactions on the ribosome. In (A) there is a nucleophillic 
attack by the -amino group of the A site tRNA on the carbonyl 
group of P site peptidyl-tRNA (indicated by solid arrow). There 
is controversy over the extent that components of the ribosome, 
such as bases of the 23S rRNA, contribute to this reaction (see 
Chapter 8). In (B) the water molecule replaces the A site ligand 
to make a nucleophillic attack on P site ligand. The question has 
been raised as to whether this water molecule is co-ordinated 
by the termination release factor or some component of the 
23S rRNA (indicated by dashed arrow).
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and unlike the exogenous expression of RF1 in bacteria, overexpression of the
chimera was very toxic to the cell. Indeed, the observed phenotype was remarkably
reminiscent to that observed when E. coli RF2 is exogenously overexpressed. In
addition, the in vitro characteristics were also similar, namely that the purified pro-
tein was active for codon recognition and ribosome binding but severely impaired
for release activity [60]. What was intriguing was that there was a correlation
between the level of overexpression and the loss of release activity, such that the
higher the expression, the lower the specific activity of the RF2 protein [61, 62].
However, this phenotype seemed to be specific for E. coli since overexpression of
S. typhimurium was not toxic to the cell and this recombinant RF2 protein was fully
active in vitro (see [63] and references therein). Since there were only 16 differences
between S. typhimurium and E. coli RF2, fragment swap and site-directed mutagen-
esis experiments were employed to identify which residues were responsible for the
characteristic phenotypes. One of the 10 RF2 residues in the RF1 chimera, Thr246,
was identified, which is normally serine in E. coli RF1 and alanine in S. typhimu-
rium RF2 at the equivalent position. Replacing Thr246 in E. coli RF2 or in the RF1
chimera with Ser or Ala restored peptide-release activity to the purified factor and
alleviated the growth toxicity associated with factor expression [63, 64]. In fact, the
class I decoding RFs of most bacteria have Ser or Ala at position 246. The Thr246
seemed to be specific for the K12 strains of E. coli, since E. coli strains such as
MRE600 or BL21 were shown to have Ala246 [65]. Ehrenberg and co-workers [65]
went on to show using an in vitro system that although the termination efficiency of
overexpressed RF2 with Ala246 was considerably improved compared with the RF2
with Thr246, it was still significantly less efficient than the endogenous RF2 factor,
which also has Ala246. Characterization of the two proteins revealed that the overex-
pressed RF2 factor lacked an N5-methylation on glutamine at position 252 of a uni-
versally conserved GGQ motif (see below). Indeed, the presence of the methylation
stimulated the termination activity of the RF2 factor regardless of the amino acid at
position 246, which suggested that the effects are cumulative [65]. It should be
noted that RF1 also undergoes methylation although the effect of the modification
of the termination efficiency by RF1 does not seem to be as significant as that seen
for RF2. Interestingly, the methylase that modifies RF1 and RF2 was identified
independently by two different groups [66, 67] and renamed prmC [66] from hemK,
after its mis-assignment as an enzyme involved in the heme biosynthetic pathway
(reviewed in [68]). In E. coli, the prmC gene is located directly downstream of prfB,
the gene encoding RF2, such that the AUG of the start codon of the former overlaps
the UGA stop codon of the latter. Knock-out of prmC gene is not lethal but the
growth rate is severely reduced, probably due to defects in translational termination.
Both RF1 and RF2 isolated from the prmC strain lack the methylation at Gln252 as
expected. Suppressor strains that partially overcome the growth defect were charac-
terized as having Thr246Ala mutations in the RF2 gene. One of the questions
remaining is how does methylation at Gln252 affect the peptide release activity of
the decoding RFs?
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If the decoding RFs really directly mediate release of the polypeptide, then some
part of the factor needs to interact with the PTF center of the ribosome. Since this
region consists entirely of highly conserved rRNA nucleotides made up from
domain V of the 23S rRNA, a corresponding region of high conservation between
all RFs should exist. Despite the lack of sequence homology between bacterial and
eukaryotic decoding RFs, a universally conserved sequence of Gly-Gly-Gln (usually
referred to as the “GGQ motif”) in domain III was identified [69]. The Gln residue
of the GGQ motif is the same residue identified by Ehrenberg and co-workers as
being methylated in E. coli. The GGQ motif has been demonstrated to be essential
for peptide release activity of the factor: mutations in either of the glycine residues
abolished activity in bacterial RFs in vivo and in vitro [70]. Indeed, one of these
mutants, RF2-GAQ, was shown to be 4–5 orders of magnitude less efficient in the
termination reaction than wild-type RF2-GGQ, despite the fact that the binding of
both factors to the ribosome were similar [71]. While mutations of Gln (Q) of the
GGQ motif to Gly or Ala yielded RFs that retained some in vitro termination activity
(~20%), these factors could not however rescue the appropriate thermosensitive RF
mutants at the non-permissive temperature in vivo [70]. Indeed the RF2-GGA
mutants were much more active than the RF2-GAQ mutants, by approximately one
order of magnitude [71]. Within the RF2 crystal structure the electron density for
the loop containing the GGQ motif was poorly resolved suggesting that this region
is highly flexible. In eukaryotes, the GGQ motif was also shown to be important for
peptide release and was similarly located within a loop at the end in domain I
(NTD) of eRF1 (see Sect. 9.3.1 for more details).

9.3.7 
Large Conformational Changes Associated with RF2 Binding 
to the Ribosome

Now there were two sets of very compelling biochemical data, one associating the
codon-recognition function of RF2 with the tripeptide motif in domain II and the
other associating the peptide-release function of RF2 with the GGQ motif, both of
which were located only 45 amino acids away in sequence from one another.
Although theoretically this would be sufficient to span from the decoding site on the
30S subunit to the PTF center on the 50S which is a distance of ~70 Å, in the RF2
crystal structure, these motifs are located only 23 Å apart (as seen in Fig. 9.2). To
resolve this paradox, the decoding RFs needed to be analyzed in terms of their inter-
action with the ribosome.

A successful technique for mapping the position of translation factors on the
ribosome has been hydroxyl-radical probing. The technique involves the tethering
of Fe(II) to sulfydryl groups of cysteine residues on the surface of a protein via a
chemical linker and has been applied to define the binding sites of tRNA [72],
IF3 [73], EF-G [74], RRF [75] as well as RF1 [76] and RF2 [77]. The results of these
latter studies for the RFs demonstrated that tethers placed in close proximity to the
tripeptide motif (Fig. 9.6A), cleaved only 16S rRNA in the vicinity of the decoding
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Figure 9.6 The ribosomal binding site of E. coli RF2. 
(A) Identification of Fe(II)-tethering sites on the structure of 
E. coli RF2. Space-fill representation of tethered residues are as 
follows: Val243 (yellow), Thr246 (purple), Cys274 (red), Leu201 
(green) and Ser209 (magenta). (B) Mapping the footprint sites 
of 201 and 209 of RF2 on the 16S rRNA of the T. thermophilus 
30S structure: cleavages from position 209 alone are green, 
whereas those from 201 and 209 are yellow. For reference, the 
conserved A1492 and A1493 are shown in red. (C) Mapping the 
footprint sites of 243, 246 and 274 of RF2 on the 23S rRNA of 
the H. marismortui: cleavages from positions 243, 246 and 274 
are colored yellow, blue and red, respectively. Where there are 
cleavages from two positions, the bases are colored green (243 
and 246) or purple (246 and 274). (D) The region of the 50S 
subunit containing the PTF center has been amplified and 
presented as a space-fill representation with the cleaved residues 
colored as in (C). For reference, peptide-bond formation 
products in the A and P sites are colored brown and orange, 
respectively, and A2451 is colored cyan. Mapping of hydroxyl 
radical probing data from various tethers placed on RF2 (A) 
to the 16S rRNA of the 30S (B) and the 23S rRNA of the 
50S (C). (D) Close-up of the PTC cleavages (data taken 
from Scarlett et al. [77]).
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site, namely the 790 loop (h24), the 530 loop (h18) and h33 (Fig. 9.6B). These cleav-
ages were similar to those generated from a tether placed at the tip of domain IV of
EF-G [74], i.e., the domain that mimics the anticodon stem-loop region of a tRNA
and has been shown by cryo-EM to approach the decoding region of the A site (see
Chap. 8.4.1). What was surprising was that unlike the probing with EF-G no cleav-
age in the decoding region (1400 region) was observed. This may reflect the differ-
ence in action of the factors, such that RFs physically contact and protect this
region during stop signal decoding, whereas EF-G exhibits sequence-independent
ribosome binding. Likewise, tethers flanking the 250GGQ252 motif (Fig. 9.6A)
cleaved only the 23S rRNA and predominantly within of the PTF center and the so-
called GTPase-associated center (GAC; Figs. 9.6C and D). For example, tethers
located at either position 246 and/or 273 cleaved position; (i) A2602, a universally
conserved bulged nucleotide that becomes protected from chemical probing by the
aminoacyl moiety of an A-site-bound tRNA [78]. Cleavage of A2602 was also
obtained from a tether placed at the 5�-ACC-end of a deacylated tRNA, (ii) nucle-
otides 2253–2254 within the P loop of domain V which form Watson–Crick base-
pairs with the C74 and C75 positions of a P-site-bound tRNA, and (iii) A2451,
which has been proposed to be intimately involved in facilitating peptide-bond
formation (see Chap. 8.3.2).

Again, the picture emerged that the tripeptide and GGQ motifs were distinctly
associated with the 30S and 50S subunit, respectively, and suggested that RF2 must
undergo significant conformational rearrangement upon binding to the ribosome to
fulfill this criteria. However, since “seeing is believing”, not until the cryo-electron
microscopic reconstruction of the RF2-ribosome termination complex was accom-
plished was the matter finally put beyond reasonable doubt [79, 80]. What these two
reconstructions revealed was that the tripeptide motif was in fact located in the
decoding site and that domain III came away from domains II/IV such that the
GGQ motif located within the loop region now reached into the PTF center
(Fig. 9.7). The RF was oriented on the ribosome such that the -helical bundle
of domain I was contacting the GAC, consisting of the base of the stalk region,
L11-binding region (H43 and H44 of the 23S rRNA), sarcin-ricin loop (H93) and to
some extent L7/L12.

This finding fits nicely with the wealth of biochemical data implicating the GAC
as an interaction site for RF1 and RF2. Preliminary footprinting studies performed
in the early 1990s using RF2 identified a change in the protection pattern within
the 2660 region (H93) of the 23S rRNA (C.M. Brown and W.P. Tate, unpublished
results). Cleavages were also identified within this region from tethers located at
position 229 in RF1 [76] and 650 of EF-G [74]. In addition, position 229 of RF1
cleaves within the L11-binding region, both in H43 and H44 [76], as do tethers from
positions 650 and 655 in domain V of EF-G, which cleaved within the 1095 and 1067
stem-loops, respectively [74]. This region is the target for a family of thiazole antibi-
otics such as thiostrepton and micrococcin, both of which have been shown to
inhibit elongation (see Chap. 12.3.3.1) and termination factor activity [81]. When 70S
ribosomes were treated with anti-L11 (and anti-L16), RF-dependent peptidyl-tRNA
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hydrolysis was partially inhibited whereas binding was not [82–86]. Specifically, the
N-terminal region of L11 seems critical for modulating RF function, as antibodies to
nucleotides 1–64 as opposed to 65–102 strongly inhibited in vitro termination [83].

Although it seems probable that RF1 will also bind analogously to RF2 on the ribo-
some, it is noteworthy that RF1 is slightly shorter than RF2 and therefore is probably
missing the first -helix of domain I. Consistently, many of the differential effects
between RF1 and RF2 have been related to the interaction between the factors with
the GAC region. For example, the absence of L11 exhibits a differential effect on
RFs, such that RF1 activity is reduced and RF2 activity is enhanced several fold [87,
83]. The presence of L11 is required for RF1 function, specifically the N-terminal
domain (NTD) [88], but somehow suppresses RF2 function [85]. Modification of
Tyr7 (and negligibly at Tyr61) in the NTD of L11 and reincorporation into 70S ribo-
somes significantly reduced RF1 but not RF2 termination activity [84]. In contrast,
mutations in the 23s rRNA of the L11-binding region seem to influence RF2-medi-
ated termination without affecting RF1 [89]. For example, mutation at G1093A
results in UGA-specific suppression [90] and was independent of the disruption of
the base pair with A1098 [91]. In vitro, this mutation was shown to reduce the associ-
ation constants of RF1, but more markedly of RF2, with the ribosome [92], suggest-
ing that this region provides more of a binding site for RF2 than RF1. Interestingly,
deletion of two nucleotides within domain V of 23S rRNA (G2046 and C2049) could
compensate for the conditional lethality caused by the G1093A mutation. These
deletions decreased the UGA suppression in vivo associated with the G1093A pheno-
type (reviewed in [93]). Mutations in nucleotides neighboring G1093 also exhibit

Figure 9.7 Cryo-EM reconstruction of the E. coli RF2 termination 
complex, revealing the significant conformational changes 
induced in RF2 upon ribosome binding. The approximate 
distance between the tripeptide motif (SPF in RF2) and the 
GGQ motif located in the loop of domain III is indicated. 
Reprinted with permission from Rawat et al. [80].
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UGA-specific suppression, as do substitutions or deletions at A1067 [93]. Taken
together, these data suggest that RF1 and RF2 have overlapping binding sites but
interact with the ribosomal components in a distinct manner.

9.3.8 
The Trigger for RF-mediated Release of the Nascent Chain 
and the Outcome

If the arrival of the stop codon in the A site is the discriminating factor for decoding
RFs, it is logical to presume that the cognate stop codon is the initial signal for
the RF to accommodate into the A site by undergoing a conformational transforma-
tion. An analogous situation might be the selection process of cognate tRNAs (see
Chap. 8.2): here codon–anticodon interaction at the A site presumably transfers a
signal to the GTPase center inducing EF-Tu-dependent GTP hydrolysis, which in
turn leads to the dissociation of EF-Tu from the ribosome and the release of the ami-
noacyl-tRNA (aa-tRNA), enabling it to accommodate into the A site on the 50S sub-
unit, i.e., the accommodation of the CCA-end into the PTF center. Recent cryo-EM
reconstructions of the EF-Tu•GTP•aa-tRNA stalled with the antibiotic kirromycin
reveal that the GAC region moves 7 Å to contact the tRNA [94]. Since the bacterial
decoding factors are not delivered to the ribosome and have no GTPase activity, the
mechanism to ensure that termination does not occur at non-cognate or sense
codons might be a conformational change rather than the factor-mediated GTP
hydrolysis. It has been shown that mutations at position 246 in the GGQ-containing
loop of domain III could influence both codon-dependent binding as well as pepti-
dyl-tRNA hydrolysis activity of the factor. This led to the suggestion that recognition
of the correct stop codon by the RF may induce a conformational change in the fac-
tor, a so-called switch [64], so as to bring the GGQ motif into the PTF center. There-
fore, the signal, which originates from correct detection of the stop codon in the A
site, is relayed through the RF to the tip of domain III. In fact, domain III of RF2
shows structural homology with ribosomal protein S5, the structure of which has
been solved for the isolated protein (pdb1pkp, [95]) and on the 30S subunit (1fjf,
[96]). The loop of S5, equivalent to the GGQ loop in RF2, adopts a straight -hairpin
upon assembly into the ribosome, i.e., binding to its rRNA segment. By analogy, the
tip of the -hairpin that contains the GGQ motif in RF2 may also insert into the PTF
center to modulate release of the polypeptide chain. The question is whether some
residue(s) within the decoding RF modulates this reaction, perhaps by co-ordinating
a water molecule or whether the RFs mediate this reaction indirectly via residues of
the rRNA in the PTF center. It had been proposed that the glutamine residue (Q of
the GGQ motif) was involved in co-ordinating the water molecule [69, 97]. However,
mutation of GGQ to GGA in both bacterial RF1 and RF2 [70] and in eRF1 [98] pro-
duced factors that still retained partial peptidyl-tRNA hydrolysis activity, disproving
this notion – indeed, bacterial factors containing GAQ were more severely affected
than the GGA mutants [70, 71]. Similarly, mutations of either glycine of the GGQ
motif in human eRF1 abolished release activity without affecting ribosome-binding
activity of the factor [69]. It should be pointed out that the context of the GGQ motif
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in domain III is GxGGx, which is in fact not unique to bacterial RFs, being present
also in the loop or linker ( 4 and 1) located between domains I and II–IV. Nor is it
in fact unique to decoding factors generally, since the GxGGx motif is a well-known
turn motif found in, for example, the HIV proteases. This suggests that the GGQ
motif may in fact be more important for providing flexibility, i.e., the flexibility
between domains I and II–IV could be important for interaction with the GAC and
stabilizing the open position of the factor, whereas in domain III, the GxGGx motif
may be important for positioning of other residues in this region that directly or
indirectly participate in the release reaction. If this is the case and the GGQ motif is
not functionally important for the release reaction per se, then the focus should be
turned to the multitude of highly conserved residues that are found in the region fol-
lowing the GGQ motif, for example, the asparagine (N) residue, located three amino
acids C-terminal to the GGQ motif, which is conserved in all bacterial RF sequences
known to date [99]. 

Recently, reconstituted 50S subunits from T. thermophilus with 23S rRNA contain-
ing mutations at position A2602 within the PTF center were shown to exhibit differ-
ential effects with regard to catalysing the peptidyl-transferase reaction in compa-
rison with the termination reaction [100]. In particular, mutations at position A2602,
or deletion of this residue altogether, did not significantly affect the former reaction
but severely reduced RF1-mediated peptide release, completely abolishing it in some
cases. The authors demonstrated that this effect was not due to a decrease in the
binding of the decoding factors since (i) increasing the excess of the decoding factors
did not compensate for the loss of activity and (ii) the A2602 mutants were inactive
under conditions which induce an RF-independent peptidyl-tRNA hydrolysis assay
(the presence of 30% acetone [101, 57]) but were active for peptide-bond formation
under the same conditions. In the RF-dependent peptidyl-tRNA hydrolysis assay, the
authors could demonstrate that the addition of deacylated tRNA cognate to the A site
significantly stimulated the reaction. These results suggest that different features of
the PTF center are responsible for the PTF reaction during elongation and the pepti-
dyl-tRNA hydrolysis reaction during termination. Furthermore, this was exemplified
by the differential effects that a subset of PTF inhibitors had on the two reactions, in
particular, the lincosamides, lincomycin and clindamycin completely abolished the
PTF reaction at 100 µM, whereas the termination remained unaffected [100]. Thus,
this suggests that the release of the peptide by the decoding factors would be indi-
rectly governed through A2602. Since A2602 has been shown to be highly flexible,
being in a different conformation in almost every 50S ribosome structure to date,
the binding of the RFs may alter the positioning of this residue such that reactive
groups can activate a water molecule, thus enabling nucleophilic attack on the carbo-
nyl carbon atom of the peptidyl-tRNA ester bond (Fig. 9.8) [100].

9.4 
Eukaryotic Class I Termination Factors

Although a single eRF1 was detected as early as 1971 [102], partially purified [103]
and shown to recognize all three stop codons [104], only more recently was the gene
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correctly identified [105]. Standard methods of sequence comparison showed no sig-
nificant similarity between the bacterial decoding RFs and the eRF1 family [105].
Although conservation of some sequence elements suggesting a common evolution-
ary origin has been claimed [106], this study did not even identify the universally
conserved GGQ motif associated with peptidyl-tRNA hydrolysis in both prokaryotic
and eukaryotic decoding factors ([69]; see Sect. 9.2.6). Furthermore, there is no sign
of evolutionary conservation when comparing the crystal structure for E. coli RF2 [22]
(Fig. 9.2) and human eRF1 (Fig. 9.9; [97]; comment by Kisselev [107]). In contrast,
RFs from archeal species (aRF1) show high amino acid sequence homology to
eRF1s and have several sequence motifs in common. Indeed, aRF1 from Methano-
coccus jannaschii was shown to be active with mammalian ribosomes, terminating
translation at all three stop codons [108], strengthening predictions that aRF1s and
eRF1s are descendent from a common evolutionary ancestor [69].

The crystal structure of human eRF1 presents a three-domain molecule with an
asymmetric Y-shaped formation for which each of the three domains can be tenta-
tively assigned a function (Fig. 9.9A; [97]): The stem, domain 1 (N-terminal
domain), and one arm, domain 2, are proposed to represent the codon recognition
and peptidyl-tRNA hydrolysis domains, respectively, whereas the other arm,
domain 3 (C-terminal domain), is the site of interaction with eRF3 (reviewed in [1];

Figure 9.8 The putative conformational switch at A2602 as a 
trigger for changing the mode of activity of the ribosomal peptidyl 
transferase center. Orientation of A2602 during translation 
elongation allows for proper positioning of peptidyl- and 
aminoacyl-tRNAs in the peptidyl transferase center that makes 
peptidyl transfer and a new peptide-bond formation possible. 
Binding of the class 1 release factor (RF1 in the figure) in response 
to the presence of a stop codon in the decoding site reorients 
A2602. This places it in a position where its reactive groups can 
potentially activate a water molecule, facilitating its nucleophilic 
attack on the carbonyl carbon atom of the peptidyl-tRNA ester 
bond, thereby accelerating the rate of peptidyl-tRNA hydrolysis. 
Reprinted with permission from Polacek et al. [100].
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see Sect. 9.4.2). The proposed mimicry of a tRNA molecule by eRF1 is certainly not
convincing, particular considering the distance between the regions proposed to
mimic the anticodon and CCA end, domains I and II, respectively, are approxi-
mately ~100 Å apart [22]. This exceeds the 75 Å distance measured from the antic-
odon stem loop to the CCA end of a tRNA, suggesting that if domains I and II are
really associated with the decoding site on the 30S subunit and the PTF center on
the 50S subunit, then conformational change upon ribosome binding is necessary
to account for this discrepancy. So what is the evidence that associates domains I
and II with the aforementioned regions? First, by simply looking at the sequence
conservation of human eRF1, it was immediately obvious that there are regions
located in domains I and II that are highly conserved (Fig. 9.9B) and also positively
charged. These are prime candidates for regions to interact with the decoding and
PTF center, since these regions of the ribosome are also highly conserved and com-
posed almost entirely of rRNA, which is negatively charged.

9.4.1 
Stop-codon Recognition is Associated with Domain I of eRF1

Reassignment of a stop codon in bacteria can simply involve loss of the appropriate
RF, as previously mentioned for the absence of RF2 in Mycoplasma genitalium. How-
ever, in eukaryotes, there is only one factor that decodes all the stop codons. There-
fore, changes in codon reassignment, i.e., the reassignment of a stop codon as sense,
should be reflected by changes in the sequences of the eRF1, since this factor should
no longer recognize the reassigned stop codon as sense.

In this respect, the use of alternative nuclear genetic codes makes the ciliates per-
fect for this type of analysis, for example, some ciliate species, such as the Euplotes

Figure 9.9 The crystal structure of human eRF1 reveals a 
three-domain structure. (A) Ribbons view of human eRF1 [97] 
with domain I (blue) with TASNIKS motif (red) and the YxCxxxF 
(yellow), domain II (green) with GGQ motif in dark green and 
domain III in purple. (B) Surface representation with sequence 
conservation: reprinted with permission from Song et al. [97].
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have reassigned UGA as Cys (C), whereas other species, such as Tetrahymena,
translate both UAA and UAG with Glu (E) ([109]; reviewed in [110]). Validating this
assumption, it was recently demonstrated that, indeed, the ciliate eRF1 does not
recognize the reassigned stop codons in vitro [111, 112]. A flurry of sequencing
activity saw a rapid increase in the number of available ciliate eRF1 gene sequences
[100, 113–116]. These types of analyses revealed that most of the convergent
changes were indeed associated with domain I; however, the number of positions
decreased significantly as the number of ciliate eRF1 gene sequences available
increased, challenging the reliability of this method.

Consistent with the assignment of domain I as the codon-recognition domain,
random mutagenesis of yeast eRF1 identified numerous locations scattered through
domain I, which altered the stop-codon recognition specificity [117]. The mutations
located to a groove formed by two helices ( 2 and 3), which was proposed to form a
binding pocket into which a triplet stop codon was modeled [117]. The involvement
of domain I in codon recognition was convincingly demonstrated when hybrid
eRF1, containing the domain I from Tetrahymena eRF1 (which recognizes only
UGA) and domains II and III from Saccharomyces cerevisiae eRF1 (which recognizes
all stop codons), terminated only at UGA stop codons [111]. Consistently, it was
demonstrated recently that a combination of four substitutions in two different
regions of domain I had a profound effect on the stop-codon specificity of human
eRF1 in vitro, such that it only terminated efficiently at UGA stop codons, similar to
ciliate eRF1s [118]. This result suggests that in fact two distinct regions within
domain I are involved in codon recognition, and that the protein-anticodon mimicry
concept [55] may, in contrast with the situation in bacteria where decoding occurs
through a simple tripeptide motif, be far too simplistic to describe the situation in
eukaryotes and bacteria.

The two prime candidates thought to be involved in stop-codon recognition in
eRF1 are two loop regions located in domain I, one containing a heptapeptide
sequence 58TASNIKS64 (human eRF1 numbering) and the other a consensus
sequence 125YxCxxxF131 (reviewed in [1]). The close proximity of the TASNIKS
sequence to the stop codon was confirmed when the Lys (K) residue was found to be
crosslinked when synthetic mRNAs containing 4-thiouridine at the first position of
the stop codon were used [119]. This suggests that like the situation in bacteria, the
protein factor may be directly decoding the stop codon; however, the mechanism
may differ significantly. 

It is noteworthy that the conditional lethality associated with a mutation in
domain I of the yeast eRF1 (P86A) is rescued by compensating mutations A1491G
and U1949 located in helix 44 of the decoding region [120]. Interestingly, the muta-
tion G1491 creates a base-pair with C1409 yielding yeast cells that are extremely
sensitive to paromomycin. Furthermore, second-site mutations were identified in
the switch region at U912C and G886A of the 18S rRNA [120]. Whether this region
actually represents a universal switch has recently been brought into doubt by the
creation of the equivalent switch mutants in yeast, which did not exhibit the pre-
dicted ram or restrictive phenotypes although they did support the involvement of
this region in ribosomal fidelity [336]. In any case, the complexity of stop-codon
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recognition seems to be a conserved feature between eukaryotes and eubacteria
and will require dissection of the (e)RF:termination complex by cryo-EM and crys-
tallization to understand the mechanism fully.

9.4.2 
eRF1-mediated Polypeptide Release

As mentioned in Sect. 9.2.6, a universally conserved GGQ motif was identified in
all decoding RFs [69]. In eRF1 and aRF1s, the GGQ motif is located in the extremity
of domain II, forming a highly exposed minidomain ([97]; Fig. 9.9A). Mutations
in the GGQ motif results in loss of peptidyl-tRNA hydrolysis activity, particularly in
the first two Gly (G) positions [69, 97], whereas eRF1 with mutations at the Gln (Q)
position still retain some activity in vitro [98, 121]. If the Lys (K) of the TASNIKS
motif is located at the decoding site, then the GGQ motif is separated by 100 Å and
therefore is too far apart to fit nicely into the PTF center. Of course, the binding of
eRF1 to the ribosome may, in analogy with the bacterial RF2 situation, result in
conformational changes in the eRF1 such that the distance between the K and the
GGQ is reduced to the optimal 75 Å. This may not be as significant as that observed
for RF2 and may simply involve the movement of domain II as proposed in Klaholz
et al. [79]. Alternatively, if the YxCxxxF motif, rather than the TASNIKS motif, was
directly in contact with the stop codon in the A site, then little or no conformational
change in eRF1 would be required since the distance measured between the former
motif and the GGQ is precisely 75 Å [1].

9.5 
Dissociation of the Post-termination Complex

9.5.1 
Eubacterial RF3 Dissociates the Class I Termination Factors

RF3 activity was identified over 30 years ago and the corresponding protein was
termed “S”, for its ability to stimulate the termination efficiency of RF1 and RF2
[122, 123]. RF3 is not essential for cell survival, since a gene knock-out of prfC is
viable and the Mycoplasma species have dispensed with this gene. However, the
importance of RF3 is illustrated by its necessity for translational fidelity, especially
under stress conditions [124]. Utilizing an in vitro translation system, RF3 was
shown to decrease the recycling time of the decoding RFs [125] by accelerating the
dissociation of the decoding RFs from the ribosome [126]. RF3 was shown to have
a particularly pronounced effect at strong stop signals [127], where the association
rate of the decoding factor for the ribosome is much higher [125]. There is a cost
associated with this increased recycling rate, namely a slight reduction in the fidelity
of decoding [128].

RF3 contains a GTP-binding motif and thus belongs to the large family of G pro-
teins. It has more sequence similarity with EF-G than to EF-Tu, supporting the con-
tention that RF3 plays a dissociative rather than a delivery role for the decoding RFs.
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In fact, the homology between RF3 and EF-G was proposed, based on a dot plot and
threading analysis, to extend beyond domains I, II and the G domain of EF-G to
include domain II and part of domain IV (Fig. 9.10; [129]). By analogy with EF-G,
this would suggest that the N-terminal region of RF3 extends towards the 30S sub-
unit and may exert its dissociative effect on the decoding factors through this exten-
sion, perhaps by physically levering the decoding factor from the ribosome.

A recent analysis of the role of guanine nucleotides during RF3 action supports a
dissociative role for RF3 [130]. These results suggest that it is the RF3•GDP form
that binds a post-termination ribosome complex, i.e., a ribosome that has released
the nascent chain but still contains a stop codon and corresponding decoding RF
at the A site. Nucleotide exchange occurs on the ribosome and is activated by the
post-termination complex. The finding that RF3•GDPNP competes for a binding
site with the decoding factors suggests that it is the RF3•GTP form that is responsi-
ble for dissociating the decoding factors from the ribosome. This implies that it
is the nucleotide exchange (GDP for GTP) that dissociates the decoding factors
from the ribosome and not hydrolysis of the GTP to GDP. Instead, hydrolysis of

Figure 9.10 Threading model of E. coli RF3 based on sequence 
similarity with EF-G. Reprinted with permission from Wilson 
et al. [129].
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GTP functions to dissociate RF3 since the RF3•GDP form has less affinity for the
ribosome due to the absence of the decoding factors, i.e., RF3•GDP has high affinity
for ribosome in the absence of the peptidyl moiety and the presence of the decoding
factors [130]. This ensures that RF3 cannot bind and dissociate the decoding factors
until they have completed their job, i.e., release of the nascent polypeptide.

9.5.2 
Eukaryotic RF3: Dissociation versus Delivery of eRF1

In contrast with bacterial RF3, eRF3 is an essential gene [131, 132] and has been
shown to interact physically and functionally with eRF1 [133, 134]. This interaction
involves the C-terminal domain 3 of eRF1, although the exact residues involved
appear to differ for different organisms and methods used to determine their inter-
action [135–137]. Progressive deletion of the C-terminal 6–19 amino acids in
S. cerevisiae eRF1 [135] and 17 amino acids of S. pombe [136] results in a correspond-
ing loss of eRF3 binding. C-terminal deletions disrupt a conserved motif, which with
the most recent eRF1 sequences added to the alignment has become GFGGxGG/
AxxR and remove a high number of acidic amino acids, mainly glutamic and aspar-
tic acids, which, when mutated to alanine, significantly reduce eRF3 binding [137].
Within the crystal structure for eRF1, the last 15 amino acids, constituting the acidic
region, are disordered suggesting some flexibility [97]. These C-terminal residues
appear to be dispensable in Homo sapiens eRF1 as deletion of the last 22 amino acids
(which includes all the acidic residues and part of the conserved motif) did not sig-
nificantly reduce eRF3-binding capability [138, 137]. Instead, further deletions were
necessary to loose eRF3 binding [137]. In any case, the core eRF3-binding region
identified for H. sapiens eRF1 by these deletion studies (residues 281–415) correlates
well with domain 3 from the crystal structure [97].

Another distinction between eubacterial and eukaryotic RF3s is that eRF3 has
higher amino acid sequence homology to elongation factor EF-1a (the EF-Tu equiv-
alent present in eubacteria) than to EF2 (the EF-G equivalent), implying that the
mode of action of these factors may be different. Heterodimer formation between
eRF1 and eRF3 is also suggestive of a delivery mechanism for eRF3, analogous to
the delivery of a tRNA to the ribosome by EF-1a. It is probable that this interaction
is not strictly necessary as deletion of residues within domain 3 of eRF1 results in
the loss of eRF3 interaction, while retaining termination activity and maintaining
the viability of the yeast cell [138, 137]. However, it should be noted that these cells
exhibit a nonsense suppression phenotype, suggesting a reduction in the efficiency
of termination [135, 136]. Although consistent with results where overexpression of
both eRF1 and eRF3 was necessary for efficient termination [139], it seems that
overexpression of eRF1 alone can also rescue a nonsense suppressor phenotype in
vitro [140] and in vivo [141]. Perhaps the most compelling evidence for the dispens-
ability of eRF3 comes from analyses of the situation in archea. A number of
genomes from the archea kingdom have been completely sequenced and all aRF1
genes identified have a shorter C-terminal region of domain 3 lacking the acidic
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residues and have a less conserved motif (xFxGxxG/AxLRY/F). Correspondingly, no
equivalent gene to eRF3 or bacterial RF3 has been identified in these genomes [142].

Thus, the importance of eRF3 is unclear. Perhaps it derives from another role of
eRF3. It has been well documented that the first 114 amino acids of eRF3 are not
required for termination activity [143], instead they are implicated with a prion-like
form [PSI+] of inheritance (reviewed in [144]). The nonsense suppression pheno-
type of [PSI+] cells results from the sequestering of eRF1 into large oligomers of
eRF3. Under stress conditions, modulation of the cellular levels of solubilized eRFs
by chaperones was demonstrated to confer a selective advantage to the yeast
cells [145]. Intriguingly, eRF3 has also been shown to play a role in mRNA stability
(see Chap. 5.3.2).

9.6 
Ribosome Recycling

9.6.1 
RRF Mediates Ribosome Recycling in Eubacteria

Following release of the nascent polypeptide and dissociation of the decoding factors
by RF3, the cell must recycle the mRNA, deacylated tRNA at the P site and dissociate
the 70S ribosome into the constituent subunits, in preparation for the next round of
translation. This process is mediated by three factors, a ribosome recycling factor
(RRF) that was identified over 30 years ago [146, 147], EF-G and IF3. RRF is an
essential gene, the dependence on RRF for cell growth is exemplified again by the
Mycoplasma species, which have dispensed with RF3 but retained RRF [2]. RRF and
RF3 are both necessary for fast ribosome recycling times. Although their effects are
additive, the larger contribution comes from RRF [148]. The exact role of RRF in
ribosome recycling is unclear. A model proposed by Ehrenberg and co-workers [149]
suggests that RRF, in concert with EF-G, dissociates the 70S subunit but does not
release the mRNA or the deacylated tRNA from the P site. Instead, dissociation of
the tRNA and mRNA from the 30S subunit is proposed to be a role undertaken
by IF3. This model proposes that EF-G has another role to that performed during
elongation, namely a dissociative rather than a translocative role, and together with
RRF generates a high-energy state necessary for subunit dissociation.

An alternative hypothesis from Kaji and co-workers derives from the remarkable
similarity between the crystal structure of RRF and that of a tRNA (see Fig. 9.1C;
[28]). In this model, RRF would bind to the ribosomal A site, and EF-G, analogous to
its function during elongation, would translocate RRF and the deacylated P site
tRNA, from the A and P sites, to the P and E sites respectively. Furthermore, Kaji
and co-workers advocate that the role of RRF and EF-G is the removal of the deacy-
lated tRNAs and mRNA from the ribosome but not the dissociation of the 70S ribo-
some into the component subunits. This latter step is proposed to be mediated by
IF3, which is well-known to fulfill this role (see Chap. 7.1). Inhibitors of transloca-
tion, such as thiostrepton, aminoglycosides and viomycin, also inhibit ribosome
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recycling suggesting that the translocative role of EF-G is also important for the post-
termination step [150]. Recently, hydroxyl-radical-probing data [75] have suggested
that the mimicry by RRF of a tRNA is in fact misleading, since RRF binds to the
ribosome with domain I (the region that was proposed to mimic the anticodon stem
loop of a tRNA) extending into the PTF center on the 50S subunit; in fact, RRF
makes little contact with the 30S subunit. Since there is some overlap in the position
of domain II and the binding site of EF-G, this suggests that EF-G binding may
propel RRF through the ribosome to clear out the tRNAs and mRNAs. 

RRF is not present in the cytoplasm of eukaryotes (or archaea); the only forms
present in eukaryotes are either mitochondrial or plastid in the case of plants; there-
fore, it will be interesting to see how ribosome recycling is mediated in this case.
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10
The Mechanism of Recoding in Pro- and Eukaryotes

Elizabeth S. Poole, Louise L. Major, Andrew G. Cridge, and Warren P. Tate

10.1 
Introduction

During protein synthesis, the ribosome uses mechanisms that maintain the
translational frame and the nature of the interactions between the RNA participants
are critical to this process. Of the RNA visitors to the ribosome, the tRNA occupies
two of three possible sites [1] at the active center depending on whether the ribosome
is in the pre-translocational or post-translocational state of the polypeptide-chain-elon-
gation cycle [2]. In the pre-translocation state, the tRNAs are at the A-site (as the reac-
tion substrate) and the P-site (as the reaction intermediate). In the post-translocation
state, the tRNAs occupy the P-site and the E-site (as the reaction product). These pairs
of tRNAs make unique interactions with the host structural rRNAs in their particular
environments, and the tRNAs themselves undergo some conformational flexing during
these interactions which are important for maintaining canonical events. The other
key RNA visitor to the ribosome during protein synthesis is the mRNA that occupies
a specific channel in the neck of the small ribosomal subunit as it threads through the
decoding site during triplet decoding [3]. This threading does not impose a stress on
the triplet code reading frame unless there is a ‘tangle’ of some kind in the down-
stream region of the mRNA. Such ordered tangles, commonly in the form of stem-
loops or pseudoknots, can impose sufficient pressure to facilitate a non-canonical or
‘recoding’ event in the form of a change in frame in the mRNA or a change in the
interpretation of a particular codon. Generally, this will occur only when additional
particular sequence motifs occur in the mRNA itself. Under these conditions, there is
a recoding event, since the expected translational event does not occur because of the
new meaning of the codon or because of a subtle or more significant reading frame
change [4].

Genetic recoding initially only seemed to happen in the test tube under special
conditions, or, at most, to be the domain of viral RNAs that use extraordinary
means to subvert the host ribosomes’ fidelity for their own purposes. Clearly,
viruses are major users of recoding mechanisms on host-cell ribosomes, but, in
addition, it is now well established that cells themselves use recoding strategies as
another layer of regulating the expression of a small subset of their genes. Interest
in genetic recoding has grown as its importance as a mainstream mechanism of
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regulating gene expression has become apparent and as its absolute importance in
the biology of some pathogenic viruses, like HIV-1, has become obvious. Specula-
tion is now occurring as to whether recoding is widespread as a mechanism to pro-
duce minor products in addition to standard proteins from a particular mRNA.
This could contribute to the proteome in ways that are beyond comprehension at
present [5]. However, genetic recoding is not just restricted to changes in the trans-
lational frame. It is a term used to encompass other non-canonical events that give
unexpected results from the translation of a signal in the mRNA. For example,
included in this definition are the following:

1. Selenocysteine incorporation at a stop codon in a small subset of UGA stop
codons in pro- and eukaryotic genes [6].

2. Incorporation of amino acids by the decoding of stop codons by near-cognate
tRNAs (commonly referred to as readthrough) [7].

3. Disengaging and slipping through a section of the mRNA (bypassing) [8].
4. Frameshifting on the mRNA, either + or – (slipping forward or slipping back-

ward) [9].

10.2 
Maintaining Decoding Accuracy and the Reading Frame

Ribosomes are not absolute in their avoidance of error during translation of an
mRNA; they incorporate an incorrect amino acid only occasionally, perhaps 1 in
103 – 104 times and they lose the reading frame of the mRNA maybe 1 in 104 – 105

times. Fortunately, this level of error does not compromise the ability of the ribo-
some to make a protein of 1000 amino acids. This means that if recoding is to occur,
then there must be active mechanisms to promote recoding rather than relying on
natural error, especially if it is to occur at a specific site. We know now from the work
of Ramakrishnan and co-workers [10] that the rRNA uses a sensing mechanism of
the codon–anticodon interaction in each of the three nucleotide positions when the
substrate tRNA is in the A-site. For example, interaction of a 16S rRNA base (A1493)
with the 2�-hydroxyl in each ribose of the nucleotides in the first base pair precludes
non-Watson–Crick interaction at this position. In contrast, the wobble base pair is
not as constrained as the other two base pairs and allows for more variety in the
kinds of tRNA:mRNA interactions at this position. Similarly, the structures of the
70S ribosome with a P-site tRNA and the 30S subunit, where part of a second sub-
unit molecule was found to mimic the decoding stem of the P-site tRNA, indicate
that there are constraints on interactions at the P-site. At this site, the mRNA is
forced to adopt a kinked formation allowing the anticodon stems of the A- and P-site
tRNAs to be relatively far apart. The ribosome structures have revealed much detail
and allowed insight into how decoding accuracy can occur, resulting in speculation
of constraints that prevent a shift in reading frame.

Clearly, there are mechanisms and constraints through structural interactions of
the tRNAs with the rRNA and the mRNA that are strong determinants for the
canonical events of protein synthesis and ensure that non-canonical events are an
exception rather than the rule. For a non-canonical event to occur there have to be
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extraordinary circumstances that overcome the normal restraints on such events.
These can be primary sequence cis signals and/or specific secondary structures in
the mRNA spaced at particular distances from a primary signal. These mRNA ele-
ments somehow perturb the normal kinetics of protein synthesis, often causing
pauses at decoding sites that allow competition between canonical and non-canoni-
cal events. The non-canonical result will occur in a proportion of the ribosomal
passages through the signal with the frequency dependent on competition strength
between the canonical and non-canonical events.

10.3 
The Use of a Stop Signal for both Elongation and 
Termination of Protein Synthesis

Although the stop codons (UAA, UAG, and UGA) were once thought to be used
universally as stop signals in protein synthesis, there are now many specific exam-
ples where they have been captured to encode amino acids. However, in most of
these instances they only signal stop or sense. For example, in mitochondria and in
mycobacterium species, UGA is frequently used to code for tryptophan but in these
cases does not signal stop. Also, unicellular eukaryotic organisms such as Tetrahy-
mena use UGA for stop whereas UAA and UAG code for glutamine. These are all
examples where there has been codon ‘takeover’ or, perhaps, ‘reassignment’ in dif-
ferent organisms although the events that they signal are still canonical processes
of protein synthesis.

An exception to this kind of promiscuity for stop codons is when a UGA signals
selenocysteine (Sec) in a small number of genes but still signals stop in the same
organism in the vast majority of occurrences. This implies that elongation and termi-
nation must be in competition at the signal. This competition occurs in a wide range
of organisms in the eubacteria, archaea and eukarya kingdoms. The mechanisms for
incorporation of Sec at UGA sites are distinct in prokaryotic and eukaryotic organ-
isms, although there are some similarities. For example, there is a secondary struc-
tural element that is critical for the signal to function in both but in prokaryotes it is
within the coding region and close to the primary signal UGA, whereas in eukaryotes
it is quite distant and found in the 3�-hychroxyl untranslated region. In both cases,
there is a special tRNA for Sec that is a minor isoacceptor of a serine tRNA where the
serine has been modified by specific proteins.

10.4 
The Mechanism for Sec Incorporation at UGA Sites in 
Bacterial mRNAs

Elegant studies from Böck and co-workers [11, 12] through the 1980s and 1990s
defined the genes that were responsible for incorporation of Sec into proteins and
largely defined the mechanism of how this occurred at the ribosome. Four genes
controlling this mechanism were defined selA–D. 
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10.4.1 
The Gene Products

1. The selD gene product is a 37 kDa monomeric protein, selenophosphate syn-
thetase [13]. Although the identity of the physiological selenium substrate that
is phosphorylated by ATP is still uncertain, there is evidence for an enzyme-
bound phosphoryl intermediate [14], which is then attacked in vitro by
selenide at the active site releasing the selenophosphate product. Selenide is a
highly reactive molecule and may not be the physiological substrate or, if so,
may be sequestered by another molecule for this reaction.

2. SelC is the gene encoding a minor serine tRNA that is first aminoacylated with
serine by the normal synthetase [15] and after conversion of Ser to Sec is subse-
quently used during translation to deliver Sec into the elongating polypeptide.
Interestingly, the tRNA is not well recognized by the typical elongation factor,
EF-Tu, that delivers aminoacyl-tRNAs to the ribosome. This implies that the Ser-
tRNASec would have structural features unlike all other tRNAs and, indeed, it
does have subtle differences in its structure. At a length of 95 nucleotides, it is
one of the longest tRNAs known and this is largely because it has a large variable
arm. Moreover, several invariant residues in other tRNAs are different in the
selC gene product and, significantly, the amino acceptor arm has eight rather
than the seven base pairs of other tRNAs [16].

3. SelA encodes a 50 kDa subunit of an oligomeric protein comprising 10 sub-
units. Each subunit has a pyridoxyl phosphate moiety. Conversion of Ser-
tRNASec to the Sec derivative is catalyzed by this enzyme using the selenophos-
phate as a substrate donor of selenium. The whole conversion takes place on
this enzyme [17]. The serine is converted into amino acrylyl derivative by elim-
ination of water from the seryl moiety first and then the activated selenium
derivative is added to this intermediate to complete the conversion. The
enzyme has a high degree of specificity for the Ser-tRNA, with one tRNA
bound per two subunits [18]. Using electron microscopy, it was determined
that the enzyme comprises a double ring of five subunits each, consistent with
the stoichiometry of tRNA binding (five per enzyme) [19]. The extra long
amino acceptor stem of the tRNA and its large variable loop are both important
for this binding.

4. SelB encodes the specific elongation factor that recognizes the Sec-tRNASec and
is clearly important for the delivery of Sec to the elongating polypeptide. It is a
protein of ~69 kDa and exhibits a high degree of sequence similarity to both EF-
Tu and the initiation factor, IF-2, within its N-terminal region (244 amino
acids). SELB is much bigger than EF-Tu (69 kDa versus 43 kDa) and the C-ter-
minal extension on SELB not shared with EF-Tu may have some other function
such as recognizing the mRNA context of the UGA recoding site [20]. The pro-
tein cannot bind Ser-tRNASec in contrast with the Sec derivative and this
explains why Ser is not incorporated at a UGA recoding site. The major deter-
minant on the tRNA for binding to SELB is the eight base amino acceptor stem
and conversion to the typical seven base pair stem abolishes binding [21]. 
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10.4.2 
The Mechanism of Sec Incorporation

Sec incorporation involves an intriguing mechanism in which Sec-tRNASec and
SELB are major players. As well, SECIS (selenocysteine insertion sequence) ele-
ments are critical in a small number of specific mRNAs such as that for formate
dehydrogenase F (FDHF) [22]. These mRNAs contain UGA and a stem-loop (the
SECIS element). In fdhF, it was originally predicted that the stem-loop closely fol-
lowed the UGA codon but further studies have suggested that the UGA is within
the stem-loop structure that forms the SECIS element before it approaches the
ribosomal decoding site [23]. SELB binds to the stem at a specific site in the apical
loop and upper helical region. The structure of the loop rather than its primary
sequence seems to be the important determinant. A bulged region on the upper 5�-arm
of the stem and nucleotides in the apical loop are protected by SELB from hydroxyl
radical cleavage in footprint experiments.

Over-expression of SELB and SELC does not lead to a misincorporation of Sec at
typical UGA stop codons. This indicates that delivery of SELB.GTP.Sec-tRNASec to
the ribosome is different than that for other tRNAs in ternary complexes. Hütten-
hofer and Böck [24] have obtained evidence that suggests the ternary complex may
be in a ‘pre-competent state’ before binding to the mRNA stem-loop. A variety of
approaches indicate that SELB must be complexed with the SECIS element for a
productive interaction with the ribosome to occur. These studies suggest that bind-
ing to the SECIS element induces a conformational switch in SELB that facilitates
the formation of an anticodon:codon interaction between the Sec-tRNASec and the
UGA codon as it reaches the ribosomal A-site. The SECIS element would then act
like a safety switch, preventing normal UGA termination codons being decoded as
Sec by the SELB.GTP.Sec-tRNASec ternary complexes [24, 25]. Once the switch con-
verts SELB into a ‘competent state’, it would give SELB a strong selective advantage
when it reaches the ribosomal A-site and is in competition with the decoding release
factor, RF2, to decode the now A-site UGA. In this way, the SECIS element acts not
only as a functional switch for protection, but also as a facilitator to send the ternary
complex along a kinetic path whereby Sec is incorporated into the polypeptide chain.

10.4.3 
The Competition between Sec Incorporation and Canonical 
Decoding of UGA by RF2

Factors affecting the competition between the RF2 and Sec incorporation in vivo
during translation of the fdhF Sec (UGA) recoding site have been defined with wild-
type and modified fdhF sequences [26]. Altering sequences surrounding the UGA
codon to create more or less efficient UGA-containing stop signals without affect-
ing the secondary structure of the SECIS element, have indicated that the kinetics
of stop signal decoding have a significant influence on Sec incorporation efficiency.
The UGA codon in the specific fdhF sequence remains ‘visible’ to the decoding RF2
that in vitro can form a site-directed ‘zero-length’ crosslink to it when the secondary
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structure of the mRNA created by the stem-loop is absent [27]. Increasing the cellu-
lar concentration of either the RF2 decoding molecule for termination, or the
tRNASec decoding molecule for elongation (for Sec incorporation), showed that
these molecules are able to compete for the UGA by a kinetic competition that is
dynamic and dependent on the growth rate of Escherichia coli. The tRNASec-medi-
ated decoding can compete more effectively for the recoding site UGA at lower
growth rates, consistent with the well-established anaerobic induction of fdhF
expression, when, presumably, Sec-containing enzymes are in an environment
protected from oxidation.

How is the competition between the RF2 and tRNASec-decoding molecules medi-
ated? There is a reciprocal relationship between termination and Sec incorporation
efficiencies at the fdhF-recoding site UGA, providing compelling evidence for com-
petition between the canonical and non-canonical decoding events. Mansell et al. [27]
have proposed a ‘helical approach’ mechanism for how this competition might be
mediated. The competitiveness of either decoding molecule at the UGA can change
according to the relative concentrations of the participating molecules. The SELB
complex carrying tRNASec is bound to the apical loop of the fdhF stem-loop as the
sequence approaches the ribosomal decoding site. If the complex is to remain
bound, it must rotate about the axis of the helical stem as the secondary-structure
unwinds. There is a likelihood of a ribosomal pause or translational slowing because
of the increased torsional load imposed by the unwinding hairpin. The SELB com-
plex is ideally positioned to deliver the tRNASec just as the UGA reaches the A-site
and this would apparently give the tRNASec a significant advantage over the decod-
ing RF2 to reach the inner cavern of the ribosomal active center. Indeed, this may be
why the relatively efficient termination context of the UGA performs poorly against
this competition. However, the creation of a translational slowing [28] by the ‘helical
approach’ of the SELB complex may also provide the window of opportunity for the
RF2 to remain relatively competitive for decoding the UGA (Fig. 10.1A).

Figure 10.1 The cis elements and trans factors critical for 
Sec insertion during selenoprotein synthesis. The mechanism 
for Sec incorporation is shown for prokaryotes in (A) and for 
eukaryotes in (B).
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10.5 
Mechanism for Sec Incorporation at UGA Sites in Eukaryotic 
and Archaeal mRNAs

Less is known about the mechanism of Sec incorporation into eukaryotes and
archaea. The SECIS elements in eukaryotes are also stem-loops but differ in struc-
ture and location from their bacterial counterparts. They are distant from the UGA
site where the incorporation of Sec is to occur. Indeed, in eukaryotes, there is a min-
imal spacing of 60 nucleotides between the two for the SECIS element to function,
but it can be as far away as several thousand bases. Although these elements are
downstream of the UGA in most cases, there is one report of a SECIS element in the
archaeon, Methanococcus jannaschii that is upstream of the UGA recoding site [29]. 

10.5.1 
The Gene Products

Are there equivalent genes to those found in bacteria that mediate Sec incorporation
into archaea and eukaryotes? 

1. SELA, the oligomeric selenocysteine synthase has been found in archaea but
not, as yet, in eukaryotes although putative homologs have been suggested [6].

2. SELB. The search for this specific elongation factor protein has been pro-
tracted and has resulted in several false leads. Initially, a protein, selenocys-
teine-binding protein 2 (SBP2), essential for Sec incorporation into rabbit
reticulocyte lysate was thought to be the eukaryotic equivalent of SELB but it
lacked elongation factor function [30]. Eventually, after database searches of
increasing complexity to look for Sec-specific elongation factor homology
from the archaea through to the eukaryotes, specific candidates for the SELB
protein were identified [31]. One of these candidates, eEFSec, expressed as a
recombinant protein, exhibited all the necessary and expected characteristics
of the required factor being highly specific in its binding of Sec-tRNASec and
associating with SPB2 to form a complex with the SECIS element during sele-
noprotein synthesis. 

3. SELC was identified first as a minor serine-specific tRNA in mammals [32]
and later was shown to be the tRNASec in eukaryotes [33]. It is present in all
eukaryotic species examined and, almost exclusively, the gene is present as a
single copy. The human tRNA can substitute for the bacterial SELC in Ser to
Sec conversion. An important recognition determinant is a 13 base-pair coax-
ial helix involving an extended acceptor stem of 9 base pairs and a shortened
T stem of 4 base pairs probably present in both bacterial and human tRNAs.
Although the 9/4 arrangement rather than a 7/5 structure is somewhat con-
troversial, the archaeal SELC can fold only into a 9/4 structure and provides
an evolutionary reason for the presence of this 9/4 coaxial helix.

4. SELD was identified in humans by Berry and co-workers [34] and, although
having a low similarity to the bacterial SELD, could complement a bacterial
selD mutation. The bacterial protein is also functional in mammalian cells
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suggesting a strong commonality of mechanism. The mouse and human
enzymes themselves are selenoproteins with selenium at the active site and,
therefore, may be involved in autoregulation of selenocysteine metabolism.

10.5.2 
The Mechanism of Sec Incorporation at Specific 
UGA Stop Codons

Incorporation of Sec into a mammalian or archaeal protein during UGA decoding
is dependent on the presence of specific structures in the mRNAs encoding these
proteins. They can have different structures and certainly different primary
sequences. Two consensus classes have been defined [35]. The first consists of a 9–11
base-pair stem separating a conserved SECIS element core at the base of the stem,
from a 10–14 nucleotide loop with three adenosines at the 5�-side of it. In the sec-
ond class, there are three adenosines comprising an internal bulge in the stem
before it continues to a smaller 3–6 nucleotide loop at the tip. 

How does the location of this SECIS element affect the mechanism, given that
the decoding complex in bacteria is placed immediately following the UGA codon
at the decoding site and the same mechanism is not feasible in mammals or
archaea? Unlike the situation in prokaryotes, there are two proteins involved
rather than simply a specific elongation factor to carry the Sec-tRNASec. The first to
be discovered was a SECIS element binding protein, SBP2 [30]. This protein binds
selenoprotein mRNAs specifically, and Sec incorporation depends on its presence.
It is speculated that the protein may play a role in excluding the eukaryotic release
factor from the UGA site since it has homology to a yeast omnipotent termination
suppressor of protein biosynthesis, SUP1. The eEFSec binds both isoforms of Sec-
tRNASec but not its serylated precursor or other tRNAs and, as well, binds GTP to
show the classic characteristics of an elongation factor. Indeed, this protein also
interacts with SBP2 and the two proteins function together for Sec incorporation
into selenoproteins. This implies that the delivery complex consists of the SECIS
element, SBP2, and the Sec-tRNASec bound to eEFSec (Fig. 10.1B). How this spans
the distance to the upstream UGA is not clear, but if there were a kinetic exclusion
mechanism to prevent eRF1 from decoding the UGA as stop, the complex could
position itself optimally for the decoding event. For example, if SBP2 were to make
an association with the UGA before it entered the ribosomal A-site, then the com-
plex already would be positioned for decoding and the eRF1 would be compro-
mised. As both eEFSec and SBP2 have nuclear localization sites, it is speculated
that the complex might be assembled on the mRNA in the nucleus ensuring the
first round of translation is primed for Sec incorporation. 

10.6 
Why does Recoding Occur at Stop Signals?

Incorporation of selenocysteine at UGA stop codons could be explained simply by
the presence of specific SECIS elements. However, the immediate context of the
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UGA stop signal at most Sec incorporation sites influences competition by the Sec
incorporation machinery. For example, the nucleotide immediately following the
UGA recoding site in eukaryotic selenoprotein mRNAs is usually either pyrimidine
U or C. Changing this nucleotide from C to a purine in the type I iodothyronine 5�-
deiodinase mRNA decreases the amount of complete product and significantly
increases the premature chain-termination product. This suggests that there is
kinetic competition between termination and Sec incorporation at the site [36]. The
context of the nucleotides surrounding stop codons clearly has a major influence on
whether a particular stop codon is efficient and whether competing non-canonical
events can occur (Fig. 10.2). If stop codons were decoded at different kinetic rates
according to the context of the surrounding nucleotides, then there is opportunity for
near-cognate tRNAs to be more competitive in some circumstances. The stop codon
could be decoded as sense, or even facilitate a frameshift event to occur during a
translational pause when the kinetics of stop signal decoding are particularly slow. 

What is the evidence that upstream and downstream contexts can affect stop
codon efficiency? As early as 1981, Kohli and Grosjean [37] highlighted an apparent
bias in both the codon immediately prior to stop codons and in the nucleotide imme-
diately following the stop codon in the very limited data set of gene sequences avail-
able at the time. Analysis of nucleotide bias surrounding stop codons became
possible as more sequencing data emerged and, more recently, as the sequences of
whole genomes have been completed. An algorithm was created to extract sequences
around stop codons [38] and a TransTerm database constructed as a resource for
translational signal analysis [39]. It was concluded from a study of nearly 1000 E. coli
genes and lesser numbers of genes from other bacteria that the stop signal was actu-
ally a tetranucleotide rather than a triplet codon and, as well, there were clear
upstream and downstream contextual biases [40]. This was most apparent for stop
signals used in the most highly expressed genes (the top 10%) where, in addition to a
limited subset of sense codons known to be used in these mRNAs, the stop signals
had U following the stop codon almost exclusively. More recent analyses of larger
data sets of both prokaryotic and eukaryotic genes indicate that there is a clear ‘signa-
ture’ comprising a sequence element that starts two codons before the stop codon
itself and extends beyond for another six nucleotides or so [41]. This strongly hinted
that there may be a hierarchy of stop signals of varying decoding efficiencies and that
this may exert a significant influence on whether a recoding event could occur.

Figure 10.2 Sequence elements that influence recoding sites.
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10.6.1 
The Stop Signal of Prokaryotic Genomes – Engineered for 
High Efficiency Decoding?

Important to study this question, has been the availability of the complete genome
sequence of two E. coli strains that had been separated by approximately 4.5 million
years of evolution. The 0157:H7 pathogenic strain has acquired or retained 25%
more genes than strain K12 and each has acquired or retained unique genes not
found in the other strain, with 1387 genes unique to 0157:H7 and 528 unique to
K12 [42]. Nevertheless, the bias of the molecular signature at the stop codons in the
genes from these two strains was highly similar for TAA and TGA. In addition, the
signatures were somewhat different for each of the three codons. Moreover, when
this bias was analyzed to determine which individual nucleotides contributed, there
was a high degree of concordance between the genes from the two strains despite
there being greater then 75 000 polymorphisms in the ‘homologous backbone’ of
the DNA sequences between the two strains. These data provide further evidence
that there is a preferred sequence element for high efficiency stop signal decoding at
least for UAA and UGA, and, by inference, the occurrence of non-canonical error
events is minimized.

Sequence biases upstream and downstream from stop codons must reflect differ-
ent mechanisms. The upstream sequences in the mRNA (the last two codons) are
already involved in decoding events through ribosomal P- and E-site interactions
with tRNAs and, therefore, their influence on RF stop-codon decoding must be indi-
rect. On the other hand, the downstream sequences are not involved in mRNA–
rRNA interactions according to current understanding and would be available to
make direct interactions with the decoding RF protein itself. The fact that the stop
signal is decoded by a protein rather than a tRNA as for sense codons, means that
there is no intrinsic reason why more nucleotides than just the triplet codon might
make contact with the RF. Indeed, with this in mind, zero-length site-directed
crosslinking from specific positions in the mRNA to the E. coli RF protein using
4thio-U instead of U in the RNA sequence has been carried out. Crosslinks were
obtained from the first position of the stop codon (+1) and the three positions follow-
ing the stop codon (+4 to +6) but not beyond, suggesting close physical contact
between these nucleotide positions and the protein factor [43]. These data support
the concept of direct interaction between the RF and stop signal that extends beyond
just the three nucleotides from the stop codon. 

What might be occurring upstream of the stop codon? Here, there are two features
that are created by the tRNA-decoding events. First, the two tRNAs in the P- and
E-site positions have specified the ultimate and penultimate amino acids of the com-
pleted polypeptide positioned at the peptidyltransferase center and at the beginning
of the ribosomal exit tunnel, respectively. Secondly, the tRNAs themselves have a
common three-dimensional shape but have micro stereochemical detail in the bases
and modifications in each position of their sequence. Therefore, a particular tRNA in
the P-site can create a three-dimensional environment against which the decoding
RF, spanning between the decoding center and the peptidyltransferase center in the
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ribosomal A-site, has the potential to make contact. In this way, both the amino acids
specified and the tRNAs themselves may influence the stop signal decoding rate by
the RF. This protein is occupying the binding site (A-site) that has been carefully
crafted for an aminoacyl-tRNA and, by analogy, is like a cuckoo in the nest of another
bird. Just as the cuckoo can be too big for the nest, so the RF may be constrained in
the ribosomal A-site. If this were the case, then the upstream sequences coding for
specific tRNAs and amino acids may contribute to a three-dimensional binding site
for the RF that results in altered kinetics during stop codon decoding.

To determine whether the C-terminal amino acid of a protein might be having an
effect on the efficiency of stop signal decoding, it is possible to examine whether a
particular amino acid is abundant and whether its occurrence is highly biased. It is
interesting that the two E. coli strains have similar proportions of each amino acid at
the C-terminal positions of their proteins. The abundance and bias in the use of
amino acids at this position was highly similar over all genes within the two strains
and particularly within the TAA and TGA terminating genes. There were global
trends in bias both for and against amino acids with certain characteristics that were
still evident when the abundance of the amino acids at the C-terminal position were
analyzed. What was significant from this study was that the biases and abundances
of the amino acids were not identical for each of the specific stop codons, suggesting
that the biases were related to the termination phase of protein synthesis and not
simply some other unrelated translational process.

The conclusion from these analyses is that the last amino acid of the protein may
have some stereochemical or charge-related effect on the efficiency of RF-mediated
stop signal decoding when this amino acid is positioned at the ribosomal peptidyl-
transferase center through the P-site tRNA. Although the stop codon is decoded by
the RF positioned at the A-site in the decoding centre, for successful termination to
occur a signal must be transmitted through the RF structure to the peptidyltrans-
ferase center so that release of the polypeptide can occur [44]. Further studies are
needed to investigate this possibility.

What is the situation with the penultimate amino acid that was brought to the
ribosome by the tRNA now positioned at the E-site? It is difficult to understand a
direct effect of this amino acid on termination efficiency as it is likely to be entering
the exit tunnel and less likely, therefore, to affect the RF stereochemically. However,
there may be an indirect influence on the stereochemical position of the C-terminal
residue by the preceding amino acid through its interactions with the surrounding
ribosomal architecture and this could explain an influence on stop signal decoding
efficiency. The analysis has shown that fewer residues show bias at this position
than at the ultimate position but there were still preferences for amino acids with
certain characteristics [42]. The picture that has emerged from these studies is that
there is a much weaker influence on termination efficiency from the penultimate
amino acid than the last amino acid, but still with a suggestion of some indirect
influence yet to be understood.

Bias in the two codons upstream of the stop codon may not necessarily reflect the
amino acid at all or solely, but may be a more direct effect of the tRNAs that are
bound into the two ribosomal sites and their interactions with other RNAs. As a
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particular amino acid can be carried by different tRNA isoacceptors often recogniz-
ing different codons (e.g., Leu1 CUG; Leu2 CUC/U; Leu3 CUA/G; Leu4 UUG; and
Leu5 UUA), the codon abundance in the last position before the stop codon has been
analyzed in detail. This has allowed a determination of whether there is a subset of
tRNAs in the termination complex during stop signal decoding. As for analysis of
amino acid frequency, both abundance and bias of codons are important criteria and
may not necessarily correlate. There were both specific codons preferred and spe-
cific codons that were rare in the last position. These were different from the biases
found in the penultimate codon but, as with the amino acid analysis, effects in this
position were much less marked and gave a relatively weak signature.

What do these trends in codon use at the last amino acid position mean for the
selection of specific tRNAs? There were several striking consequences. All but one
of the codons common in this position were decoded by only one isoacceptor tRNA
species, whereas codons selected against were often decoded by several isoacceptor
tRNAs. There were specific sequence characteristics of the abundant tRNAs and
some of these related to particular stop codons. For example, before UAA, the most
common four codons were decoded by only two tRNAs that were two (of only three)
tRNAs with a modified mnm5s2U at the anticodon wobble position 34. These modi-
fied tRNAs were also used abundantly before the other stop codons as well. This
suggests that the ultimate tRNA is contributing to the efficiency of stop signal
decoding and may reflect, as indicated above, its contribution to the binding site
architecture for the decoding RF in the A-site or the maintenance of stable peptidyl–
tRNA interactions. Structurally, the tRNA would line one side of the space that the
RF occupies during decoding and there is a potential for interaction between these
two macromolecules. Indeed, site-directed crosslinks from the elbow of the tRNA
(position 8) and the anticodon loop (position 32) to the RF has been achieved with
zero-length crosslink moieties in the tRNA suggesting that there is very close con-
tact at several positions [45].

Is there any evidence that bioinformatic analyses have revealed important features
of the stop signal that are physiologically important for both non-canonical recoding
and canonical decoding in protein synthesis? First, classic recoding sites where stop
signals are involved do have contexts that are rarely found at natural termination
sites of genes. The best example is the frameshift site in the bacterial RF2 gene
where the downstream context UGACUA is found in only three other genes. This
context is the weakest of all 64 UGANNN sequences tested at this site in vivo allow-
ing the non-canonical recoding event to occur in approximately 90% of ribosomal
passages. In contrast, the strongest context of the 64 possibilities was UGAUUA
with substitution of U for C in the +4 position and consistent with the predictions
from bioinformatic analysis. Similarly, the downstream context UGACAC at the
selenocysteine incorporation site in the fdhF gene was also shown to contribute to a
relatively weak termination signal. At each of the three stop codons, the data from
the 64 contexts of the +4 to +6 bases gave a hierarchy of signal efficiencies with the
+4 base highly influential. This supports the original suggestion that the termina-
tion ‘codon’ should be thought of as comprising four and not three bases [39].
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Indeed, in eukaryotic in vitro experiments, the RF has been shown to respond to a
minimum of a four-base stop signal [46].

Does the termination signal efficiency of particular downstream contexts deter-
mined experimentally correlate with signal abundance in E. coli genes? For TGA
contexts, signal strength correlated well with signal abundance and six-base bias,
implying the most efficient signals are those that are most frequently used and that
use of inefficient signals is avoided except at recoding sites. However, the minor set
of TAG signals in E. coli continue to be an enigma as there was a range of decoding
efficiencies (Fig. 10.3) but with a negative correlation between abundance and bias
with efficiency.

Figure 10.3 Termination efficiencies of UAG-
NNN signals in competition with frameshifting. 
The termination efficiencies were measured as 
described in Ref. [78]. Efficiencies are shown 
relative to a point of equal competition (50% 
termination midline) with signals divided into 
graphs according to the identity of the +4 base 

immediately following the UAG codon. The 
majority of signals with a +4 G support > 50% 
termination, signals with a +4 C all gave < 50% 
termination and signals with a +4 U or A fall on 
either side of this midline. The error bars are the 
S.E.M. for at least six determinations of each 
signal.
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Apart from suggestions from the bioinformatic analyses described above, earlier
experimental work had shown effects of the last two sense codons on termination
signal strength at selected contexts, as measured by the failure of the signal to spec-
ify stop but instead allow incorporation of an amino acid through near-cognate
decoding [47–49]. More recently, termination signals spanning 12 nucleotides com-
prising the last two sense codons, the stop codon, and the three nucleotides follow-
ing, were constructed to reflect predicted weak, strong and hybrid (strong upstream
and weak downstream, and vice versa) signals (Fig. 10.4) [42]. Again, for UGA sig-
nals it was possible to predict correctly which would be strong and which would be
weak (those that allow significant stop codon readthrough) with upstream and
downstream sequences acting co-operatively. This became more obvious when
tested in E. coli strains carrying suppressor tRNAs where competition was stronger
with a cognate tRNA present. With UAA signals, competition from suppressor
tRNAs was sufficient to reveal relative strengths of the stop signals only in the sup-
pressor strain. With the enigmatic UAG signals, the 5� contexts behaved according
to prediction, but the effects of 3� contexts did not correlate with bias or abundance.

These studies clearly indicate that context both upstream and downstream of the
stop codon in bacteria has effects on the efficiency of stop codon decoding. Certain
contexts not frequently found with UAA and UGA stop codons are assumed to
increase the translational pause at the A-site stop and allow for competing events
such as near-cognate decoding or translational frameshifting to occur. They provide
the capacity for a recoding site to evolve at a stop codon allowing non-canonical
events to occur during protein synthesis, thus recruiting additional complexity to the
regulation of gene expression. This is clearly the case at the frameshift site of the prfB
gene encoding RF2 [50–52] and at the Sec incorporation site of the fdhF gene [27]. In
both cases, the balance of the canonical and non-canonical events can be significantly
altered in vivo by changing the stop codon sequence context despite not altering the
specific cis elements that favor the non-canonical event. Physiologically, it is events in
trans that alter competition such as the concentration of the decoding RF in the case
of the frameshift event [52] and the relative concentrations of the two decoding mole-
cules RF and Sec-tRNASec in the case of Sec incorporation [27]. On the other hand,
such competitions are precluded at most stop signals found at the ends of the coding

Figure 10.4 The strategy for testing the strength of termination 
signals spanning 12 nucleotides. Constructs were designed that 
contained TAA, TGA, or TAG with a predicted strong or weak 
sequence element 5' or 3' to the stop codon to give ‘strong’, 
‘weak’ and hybrid signals.
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regions of mRNAs because the context makes the stop signal so competitive for ter-
mination against non-canonical events that recoding is insignificant.

10.6.2 
The Stop Signal of Eukaryotic Genomes – Diversity Contributes 
to Recoding 

When nucleotide bias is examined in the non-redundent cDNA sequences from a
number of eukaryotic genomes such as Saccharomyces cerevisiae, Drosophila melano-
gaster, Caenorhabditis elegans, or Homo sapiens, a characteristic pattern is seen [53]. A
scan towards the stop signal reveals a characteristic increase in bias a few nucle-
otides before the codon as is seen for prokaryotic genomes and following the stop
codon there is a gradual decrease of bias for up to nine nucleotides downstream
(Figure 10.5A). This is the classic signature of a sequence element, with nucleotides
upstream and downstream from the stop codon having the potential to contribute to
the strength of the signal. When the nucleotides contributing to the bias are analy-
sed, the pattern is similar amongst the various eukaryotic genomes but different
from those of the E. coli strains. For example, where U (especially) and G in the +4
position are highly abundant and contribute to highly efficient signals in bacteria, in
eukaryotes, the purines G (predominately) and A are favored (Figure 10.5B).

Highly expressed genes in these eukaryotic genomes have been classified by
analysis of two-dimensional protein gels and through the use of the codon adaption
index (CAI; a measure of the codon subset used within the gene and strongly corre-
lated with level of expression) together with a number of other criteria. The genes
identified as highly expressed have a more significant bias in the nucleotides

Figure 10.5 A statistical analysis of the nucleotide bias 
surrounding stop codons in the Saccharomyces cerevisiae 
genome. The bias (nonrandomness) was determined (A, B) 
by calculating the 2 value [(observed-expected)2/expected]. 
Bias is shown for nucleotide position (A) and in the individual 
bases contributing to bias at each position (B).
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around the stop codon compared with those genes that are expressed at lower lev-
els. This indicates that there is some translational advantage to the bias in the
sequence element specifying termination. The bias and abundance of the amino
acid found in the C-terminal position and the particular codon used is less marked
than in prokaryotic genomes although there are residues that are still over-repre-
sented (His, Lys) and under-represented (Gly, Pro). There are also codon biases, for
example, the lysine codon AAA is over-represented with respect to AAG in the yeast
genome. This may relate to the fact that the tRNA for AAA is the hypermodified
tRNA2Ly, which may improve stability of peptidyl–tRNA interaction at the P-site dur-
ing stop signal decoding with a corresponding decrease in the rate of readthrough
at the following stop codon. Various features of a tRNA contribute to an ability to
suppress a stop codon and read it as sense. Suppressor tRNAs, apart from tRNASec,
are normal cellular tRNAs with a primary role to decode cognate sense codons but
also they can decode stop codons that are near-cognate. There must be some
enhanced codon:anticodon stability in the near-cognate interaction perhaps
through unconventional base-pairings. Supporting this, is the extent of tRNA mod-
ification in or 3� to the anticodon important to enhance or depress readthrough rate
[54]. Clearly, an unmodified tRNA coupled with a weak termination context would
most probably enhance stop-codon suppression and allow readthrough to compete
with the termination event.

Bioinformatic analysis of the eukaryotic genomes has enabled prediction of strong
and weak stop signal elements. Strong elements favor penultimate and ultimate
codons that use tRNAs modified in their anticodons, coupled with G in the +1 posi-
tion immediately 3� to the stop codon. In contrast, weak elements favor penulti-
mate and ultimate tRNAs that are unmodified in their anticodons and a stop signal
with T or C in the +1 position. These predicted weak signals are similar to the
sequences found in viral recoding sites [53]. Experiments in mammalian in vitro and
in vivo systems have confirmed that sequences over-represented upstream and
downstream from the stop codon support only low levels of readthrough compared
with that supported by under-represented sequences. Sequences found at viral
recoding sites supported elevated levels of readthrough in the test system and the
patterns were similar for all three stop codons and in contrast with that found at
prokaryotic stop codons. This can be explained by the fact that the eukaryotic RF,
eRF1, recognizes all three stop codons in contrast with the two bacterial factors that
each recognize UAA but are then specific for either UAG or UGA.

Another recent study using mammalian cells in vivo showed that the –1 base (the
base immediately prior to the stop codon) of a UAG stop signal element influenced
recoding at the site mediated either through an effect from the characteristics of the
P-site tRNA or interactions of the anticodon with the nucleotide [55]. In yeast, termi-
nation efficiency can vary significantly according to context and specific sequence
motifs supporting readthrough have been identified [56]. Rousset and co-workers [57]
looking for ‘weak termination contexts’, found readthrough motifs in eight yeast
open reading frames within the genome. Studies with one of these, PDE2 encoding
a cAMP phosphodiesterase, found a 20-fold difference in readthrough depending on

Lys
2
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whether the strain was [PSI–] (an epigenetic element resulting in decreased accuracy
of translation termination) or [psi–] (normal strain) and the extended protein had
lower stability. 

Just as is the case with prokaryotes, in eukaryotes, the sequences both upstream
and downstream from the stop codon can have a profound influence as to how
efficiently the codon signals stop. The nature of the sequence element opens up
opportunities for recoding to occur at the stop codons and provides a subtle layer
of gene regulation in specific circumstances where defined amounts of a protein
are required.

10.7 
Readthrough of a Stop Signal: Decoding Stop as Sense

The fact that the sequence context of the stop codon can produce a hierarchy of stop
signals of varying efficiencies gives the potential for subtle redefinition of the signal
so as to regulate amounts of a protein dependent on a readthrough event or for pro-
vision of a balanced ratio of two proteins from the same mRNA sequence. The
extreme case is where the codon itself is defined for two purposes as with Sec incor-
poration at specific UGA codons discussed above. In this case, there is a cognate
species for both events rather than a near-cognate competitor. However, it requires
extra sequence elements for one of the cognate decoding species, the Sec-tRNASec, to
be competitive at the site. Indeed, Sec incorporation could be regarded as a canoni-
cal event and not as a recoding event where the UGA codon is reclassified in the
same genetic system for another purpose. Rather than modifying one of 64 codons
to provide a specific codon for Sec with a modified base to provide unique structure,
one of the existing codons is utilized. Given that the origin of Sec may have been
ancient and its presence particularly relevant as a catalytic residue when oxygen was
not such a dominant physiological molecule, then UGA may have originally
encoded Sec but subsequently has been captured as a stop codon. It is interesting
that in other genetic systems where a stop codon is used to specify an amino acid,
for example, UGA for Trp in mammalian mitochondria, there is no duality of mean-
ing for the codon. In mitochondria the definition of the codon as stop has most
probably been lost during evolution. 

Readthrough of the UGA stop codon at the Sec insertion site in the fdhF mRNA
is prevented even in the absence of selenium [58] and this depends on sequences
upstream and downstream from the UGA. This could be interpreted either as a
special protective element or as the sequence element of the stop signal now simply
out-competing near-cognate events. The natural sequences were better at prevent-
ing readthrough than alternatives tested. This context may have evolved so that
competition for decoding was only between Sec incorporation and termination,
excluding the third possible event of another amino acid being incorporated at the
site. This would be potentially possible if the decoding rate by the competing RF
was slowed. However, such a protein would be non-functional without the key Sec
residue at the active site thereby providing a rationale to exclude this possibility.
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Most cases of stop codon readthrough would involve near-cognate tRNAs that
become competitive either because of the sequence of the stop signal or because
there are other cis elements that favor the near-cognate over the cognate event.
Given the potential for readthrough to be used as a mechanism of regulating gene
expression and creating more diversity in the proteome, it is surprising that more
examples have not been found. To date, there are a small number of examples
where readthrough seems to be important and these span viruses, bacteria, and
eukaryotes. Readthrough occurs at UGA and UAG stop codons with the most com-
mon amino acids incorporated, Trp and Gln, respectively. Although the efficiency
of the event is relatively low (1–10%) in competition with termination, this is still
100- to 1000-fold above the error rate. The cis elements that influence readthrough
can be well beyond the boundaries of the stop signal. For example, similar to the
SECIS element in eukaryotes for Sec incorporation, an element several hundred
nucleotides downstream from the stop codon influences readthrough at a specific stop
codon in barley yellow dwarf virus [59]. In addition, secondary-structural elements are
also important. A classic example is found in the synthesis of the murine leukemia
virus gag-pol precursor protein, where a pseudoknot is an important mediator of the
recoding event [60]. On the other hand, other viral examples do not seem to have
cis elements beyond the immediate environment of the stop codon that is under
recoding pressure. For UGA recoding sites in Sindbis virus [61], and in an E. coli
bacteriophage RNA Q 62] only the +4 base of the stop signal seems critical. In
both cases, the nucleotide following the stop codon is C contributing significantly to
a poor context for termination. These situations would be classic candidates for
readthrough based on what we know now about the stop signal.

Atkins and co-workers [63] have examined 91 unique viral sequences where
readthrough of stop signals is known to occur. It is of interest that 90% had one of
six tri-nucleotide sequences downstream from the site (out of the possible 64). The
authors make the point that the identity restriction of six nucleotides following the
stop codon is remarkable given they come from RNA viruses where mutation rates
are high. In other words, there has been strong pressure to retain the contexts.
While readthrough may reflect the strength of the stop signal that these contexts
create and the rate of decoding by the RF, in the case of RNA viruses where evolu-
tion of optimum sequences is likely to occur quite rapidly, other equally or more
important features may also have evolved. These may allow for an enhanced rate of
aminoacyl-tRNA binding during near-cognate decoding (perhaps mediated by non-
canonical interactions between particular context sequences of the stop-codon
mRNA and the rRNA in the environment of the A-site) apart from any secondary
structural elements that may be enhancing these effects. Recoding in these circum-
stances utilizes a stop codon as the marker for the site and in most cases a stop signal
that is decoded more slowly by the RF so that there is a favorable site for building a
recoding signal with the addition of other sophisticated and specific elements in cis
or in trans.

The examples in prokaryotic and eukaryotic genomes where readthrough appears
to be important are generally less well studied but are potentially very interesting. For
example, in D. melanogaster, at least three genes seem to be regulated via stop codon
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readthrough. Readthrough at a UGA in the kel gene is regulated both in a tissue and
developmentally specific manner with maximal readthrough during metamorphosis
[64]. A topoisomerase gene in Bacillus firmus is the only documented bacterial gene
not derived from bacteriophages that is supposed to use readthrough as a means of
regulation [65].

10.8 
Bypassing of a Stop Codon: ‘Free-wheeling’ on the mRNA

In the last decade or so, the more RNA is studied the more remarkable mechanisms
are discovered associated with its biology. Many of these could not have been antici-
pated or dreamt by scientists as possibilities. One such recoding event is stopcodon
bypassing, where a section within the mRNA coding region is missed out and recod-
ing starts again further down the mRNA. The classic example is for the bacterioph-
age T4 gene 60, a topoisomerase subunit gene, where 50 nucleotides are omitted
from the decoding process for the correct full-length protein to be produced [66]. In
this case, the flanking codons are matching GGAs decoded by tRNAGly2 and the next
codon to be decoded after the first GGA is a stop signal with a weak downstream
context (UAGCCU). In this case, the choice of events is for the peptidyl-tRNA in the
P-site to detach from the mRNA before the UAG in the A-site is decoded and synthe-
sis terminated. This detachment (called ‘take-off’ by Atkins and colleagues) occurs
with very high efficiency and under physiological conditions it appears that termina-
tion is out-competed. There are additional cis and trans elements that drive the event
that includes in addition to detachment of the peptidyl-tRNA, scanning of the
mRNA and re-attachment (or ‘landing’ according to the Atkins’ nomenclature)
where canonical protein synthesis resumes. 

As has become the familiar pattern at recoding sites, the stop codon forms the
basic platform for the event and other sophisticated elements have been put in place
to ensure its efficiency. The detachment site and the stop codon are within the stem
of a stem-loop secondary structure but, intriguingly, a sequence of charged and
hydrophobic amino acids in the nascent peptide synthesized up to this point also
acts as mediator of the event [67]. Clearly, to initiate the event there must be compe-
tition between detachment and termination. The elements favoring detachment
overwhelm stop codon decoding by RF1, the cognate decoder of UAG, as most ribo-
somes initiate bypassing. A detailed study has been undertaken to try to assign the
importance of the various cis and trans elements in the three stages of the event;
detachment, scanning and landing [68]. Structures of the bacterial ribosome suggest
the peptidyl-tRNA is held at the P-site with a number of interactions between it and
rRNA in the vicinity of the decoding site where codon–anticodon interaction is
occurring [69]. This is in contrast with the A-site tRNA, where there is a paucity of
apparent interactions near the site of codon–anticodon interaction. Slippage of the
peptidyl-tRNA on the mRNA involving both detachment and movement to prevent
re-attachment must require some significant disruption to these normal contacts
between tRNA and rRNA. It is assumed that the decoding rate of UAG by RF1 is suf-
ficiently slowed so that the force for detachment can predominate. Indeed, even with
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a temperature-sensitive RF1 strain it was not possible to demonstrate competition
between termination and detachment because of the overwhelming advantage of the
recoding event and it was not until functional RF1 was over-expressed that a
decrease in detachment of the peptidyl-tRNA was observed [68]. Presumably, this
was because the local concentration of RF1 at the recoding site was higher, the rate
of decoding the stop codon was enhanced and, therefore, the kinetic pause was
shortened. 

This study supports a simple pause model at the termination codon for providing
the right conditions for ‘take off’ and modest stability of the peptidyl-tRNA interac-
tion at the P-site. The current model for RF-mediated release of the completed
polypeptide from the P-site tRNA invokes a conformational change in the RF with
altered ribosomal interactions and positioning in the A-site after successful cognate
decoding of the stop codon. This is proposed to trigger a signal to the peptidyltrans-
ferase center that initiates hydrolysis of the ester bond between the ultimate tRNA
and growing polypeptide [70, 44]. If such a conformational change is prevented or
altered following successful decoding at the recoding site, this might also favor
detachment of the peptidyl-tRNA before hydrolysis can occur. However, as high con-
centrations of RF1 can compete successfully, the bypassing elements can, at most,
decrease the likelihood of a successful signal being triggered to the peptidyltrans-
ferase center by the RF. On the other hand, the initial binding rate of RF1 to the A-
site might be decreased significantly leaving the A-site empty and an empty A-site
might be required for detachment.

The role of the cis-acting stem-loop can be compensated for by the removal of
ribosomal protein L9. This suggests L9 may have a role in preventing slippage of the
peptidyl-tRNA at the P-site, or a role in A-site decoding. However, recent data sug-
gest defects in L9 may enhance mRNA movement through the ribosome [71].
Therefore, the ability of ribosomes lacking L9 to complement mutations in the
stem-loop might be through this mechanism. On the other hand, the loss in bypass
efficiency by mutant tRNAGly2 can be compensated only by mutations in the nascent
gene 60 protein before the site. This suggests the two trans elements, the tRNA and
the nascent peptide, are operating through different mechanisms. The data support
the nascent peptide either enhancing the peptidyl-tRNA dissociation and the stem-
loop occupancy of the A-site, or indirectly enhancing movement of a dissociated
peptidyl-tRNA. Presumably, all of the elements will be impinging on the ribosomal
architecture and interactions in different ways to loosen structurally mediated tight
controls on frame maintenance that are important for canonical decoding events
during translation.

The mechanism of bypassing seems bizarre to contradict all reason as a logical
mechanism of making a viable protein but this is characteristic of RNA. That these
highly unusual mechanisms are present, is an important example of how a compli-
cated RNA machine involving three types of RNA can evolve even more sophisticated
processes beyond the extremely intricate procedures required for normal canonical
events.
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10.9 
Frameshifting Around Stop or Sense Codons

Frameshifting involves a disruption and slippage of the interactions between
mRNA and tRNA. There is forward (+) or backward (–) movement of the mRNA
with respect to tRNA anticodon:codon binding. However, with frameshifting, the
movement is of only one or two bases before re-engagement of the tRNA and dis-
ruption of the original reading frame is a consequence of this slippage. This is in
contrast with ‘bypassing’ mRNA, where a greater length of the mRNA is avoided
with respect to the tRNA. Whereas disruption of the reading frame can occur here
as well, translation still has the potential to resume in the same frame as the prior
synthesis. Gallant and Lindsay [72] have shown that ribosomes can slide over ‘hun-
gry codons’ (described as such where an aminoacyl-tRNA is limiting) and then
resume translation at a cognate codon many nucleotides downstream similar to the
classical bypass event shown with bacteriophage T4 gene 60. Slippage over ‘hungry
codons’ is not ‘programed’ but occurs in the mRNA under a special set of physio-
logical circumstances [72]. In both frameshifting and bypassing, the existing inter-
actions between tRNA and mRNA and possibly also rRNA are perturbed in the
initial event. The difference is in the re-engagement process. It occurs almost
immediately in the case of frameshifting and is mostly dictated by the particular
mRNA sequence and the opportunity for the tRNA to re-engage in the new frame
through anticodon:codon interactions. In this way, frameshifting is an example of a
programed translational event.

Thus far, discussion of recoding in this chapter has focussed on sites that have
stop codons as an essential framework (readthrough, Sec incorporation, bypassing).
In the case of frameshifting, + or – slippage events are found not only at stop codons
but also at regions of the mRNA where a stop codon is not present. Clearly, at these
sites the advantage of having a slowly decoded stop codon to allow for kinetic compe-
tition at the translational pause is not needed because there are alternative ways in
which the pause is created at a sense codon or kinetic competition sufficiently favors
the non-canonical event. Non-programed frameshifting can occur naturally at sense
codons but at a very low frequency (less than 5 × 105 per codon) [73].

Farabaugh and co-workers [74] have described how frameshifting can disrupt the
reading frame by a number of possible mechanisms such as: 

1. Expansion or contraction of codon size to four or two bases instead of three
(this would not require disengagement of existing interactions).

2. Orientation of the incoming tRNA to allow recognition of three bases but not
the next three that are in-frame. 

3. Translocation of the mRNA after peptide-bond formation to move the mRNA
two or four bases forward instead of three. 

4. Disruption of existing RNA–RNA interactions to facilitate slippage after trans-
location.

Debate on which of these mechanisms operate physiologically has been lively,
but there is no necessity to explain all frameshift events by a universal mechanism.
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For example, a mutant tRNAGly is able to correct frameshift mutations [75] and a
possible mechanism is the recognition of GGGN rather than GGN. However, it is
hard to accommodate this model with the recent structural information on how the
rRNA elegantly ‘senses’ each of the three bases of the correct codon in the riboso-
mal A-site [10]. 

10.9.1 
Forward Frameshifting: the +1 Event

The first discovery of frameshifting in a cellular gene initially appeared to be a
‘one-off’ discovery because it was an exquisite example of how a specific gene
could regulate its own synthesis by a unique mechanism. The gene was prfB
encoding the bacterial RF2 that recognizes the UGA stop codon. The frameshift
site within the RF2 mRNA contained a UGA stop codon, the very codon recog-
nized and decoded by RF2 as stop. This immediately suggested that here was a
unique mechanism by which RF2 could control its own synthesis. The stop codon
is in-frame at position 26 and it was discovered from sequencing of the first 44
amino acids of the protein that there had to be a +1 frameshift event at the stop
codon during translation to obtain the derived sequence of the full-length protein
[50]. This was a programed event in that while the stop codon provided the frame-
work of the site, there were other cis elements that facilitated the event. These
elements included the codon immediately before the stop codon, CUU, that can
detach from the anticodon of the peptidyl-tRNA in the P-site allowing it to re-pair
in the +1 frame with UUU, comprising the last two bases and the first base of the
stop codon UGA. When this occurs, the codon in the new +1 frame A-site is GAC
allowing for Asp to be incorporated as the next amino acid.

Not only is translational frameshifting conserved in the prfB genes from a wide
range of bacteria (approximately 70% of those sequenced so far) but the CUUUGA
motif is also retained implying a conservation of mechanism [76]. Just 5' of the
CUUUGA motif, an internal Shine–Dalgarno sequence normally found 5–6 bases in
front of start codons in bacterial genes, base-pairs with a complementary region of
the 3�-terminus of the 16S rRNA to facilitate the frameshift event [77]. As well, the
stop signal contains the least efficient downstream sequence, UGACUA, of any
found in bacteria [78, 42]. This implies that stress is placed on interactions between
the mRNA, tRNA and rRNA during decoding of the CUU. At the same time as the
‘misplaced’ Shine–Dalgarno interaction is occurring, a weak stop signal is present in
the A-site giving a decoding pause and allowing time for the tRNA to disengage
from the peptidyl-tRNA and re-engage with the next base in the mRNA.

The trans element for frameshifting in the RF2 mRNA is, of course, the RF2 pro-
tein itself (Fig. 10.6). Modulation of its concentration can shift frameshift efficiency
from 0–100% [51, 52, 79], illustrating how effective the mechanism can be to regu-
late the cellular concentration of RF2. Under normal physiological conditions of
bacteria growing in rich media in log phase, the frameshift efficiency is approxi-
mately 30–50%. Frameshifting will also occur if the stop codon is replaced by a
sense codon but then the efficiency is inversely related to the rate of amino-
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acyl-tRNA selection and supports the importance of the translational pause [80]. Per-
haps a U:G wobble base pair in the pre-shift codon:anticodon that has been associ-
ated with high-frequency frameshifting facilitates the event at the RF2 site [81].

A similar +1 programed frameshifting event with a novel autoregulatory mecha-
nism was discovered some 10 years later in the mammalian ornithine decarboxylase
antizyme gene [82]. Antizyme synthesis is induced by polyamines (see Fig. 10.6).
Antizyme binds to and induces a conformational change in the key enzyme in
polyamine synthesis, ornithine decarboxylase, targeting it for turnover. This was
another example of a remarkable autoregulatory circuit where the key molecule was
not a protein this time but the polyamine metabolites, spermidine, spermine and
putrescine. Polyamines are known to interact with RNA and probably influence key
interactions at the decoding site that facilitate the recoding event. The recoding site
in the antizyme mRNA is also at the codon preceding a stop codon (UCCUGAU).
Key cis elements are responsible for enhancing frameshift efficiency; at least 50
nucleotides in modules just 5� of the frameshift site are responsible for 2- to 3-fold
stimulation of frameshift efficiency, the stop codon increases efficiency 15- to 20-fold
and there is a downstream pseudoknot just three nucleotides distant from the motif
that contributes 2.5- to 5-fold. The upstream sequences may be equivalent in some
way to the Shine–Dalgarno element of the prfB site in function. In contrast with this
site, whereas findings from site-directed mutagenesis studies suggested that re-pair-
ing between the tRNA and the +1 shift CCU was unlikely, phylogenetic analysis and
observations of –2 frameshifting at the site in yeast are supportive of a re-pairing
mechanism [83].

Two mammalian paralogues of what is now called antizyme 1 have been found
[84] each with a frameshift site, with antizyme 3 being tissue and cell-type specific.
Atkins and co-workers [83] have studied these antizyme sites in a wide range of
organisms and this has enabled them to make several conclusions about recoding

Figure 10.6 The cis elements and trans-acting effectors critical 
for +1 frameshifting at the RF2 and antizyme recoding sites.
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events. First, recoding sites can be selected over very long evolutionary periods.
Secondly, some plasticity is characteristic of the site and, thirdly, once an initial site
is established a range of stimulators acting in cis can evolve to give specific character-
istics and optimize recoding efficiencies.

An example of a mechanism for + 1 frameshifting, which is different from that of
tRNA slippage coupled with slow decoding of the codon in the A-site, seems to occur
with the yeast retrotransposon Ty3 [73]. In this case, frameshifting occurs at the
sequence GCGAGUU as a result of the incoming tRNA pairing with the out-of-
frame GUU without slippage of the peptidyl-tRNA. Interestingly, over-expressed
near-cognate P-site tRNAs were able to induce frameshifting generally at the Ty3
site and is in contrast with cognate tRNAs that decreased frameshift efficiency [84].
This suggests that near-cognate tRNAs may be decoding GCG in the Ty3 site and,
when coupled with a slowly decoded codon like AGU, allow take-over by the tRNA
recognizing the +1 codon, GUU. 

Yet another example of +1 frameshifting has been found in the yeast telomerase
gene, EST3. Yeast use telomerase to maintain the ends of their chromosomes and
the +1 translational frameshift event required to produce fully functional telomerase
occurs at a motif, CUUAGUUGAG [85]. This motif is similar to the Ty1, Ty2 and
Ty4 frameshift site, CUU AGG C, in the underlined portion but, as well, contains a
stop codon. These additional examples indicate there may be more sites yet to be
found where + 1 frameshifting plays an important part in gene regulation.

10.9.2 
Programed –1 Frameshifting: A Common Mechanism used 
by Many Viruses During Gene Expression

Diverse virus groups have evolved a recoding site to express coat proteins and
enzymes in a carefully balanced ratio. The mechanism involves switching frame dur-
ing the synthesis of a polyprotein (gag) so that the extended product (gag:pol) from
the new frame contains the enzyme sequences that can be excised from the protein.
For most passages (approximately 90%), the ribosome does not frameshift with the
result that the coat protein subunits are produced in 10-fold higher amounts than the
enzymes. This subunit : enzyme ratio is important for productive infection of the
virus. For such viruses, the recoding site has clear motifs and stimulatory elements
consisting of two cis acting sequences, a heptanucleotide motif XXXYYYZ (a slippery
sequence) and a secondary structural element, usually a pseudoknot.

It was a seminal paper in 1985 that indicated quite clearly that frameshifting was
not going to be restricted to the example crafted so elegantly for RF2 gene expres-
sion [86]. The Rous Sarcoma Virus used a recoding site that included a stop codon
(AAAUUUAUAG) similar to that used in expression of RF2 but here the shift was
backwards rather than forwards. The new codon in the A-site became AUA rather
than UAG and the stop codon was avoided. Jacks and Varmus [86] noticed that the
AAAUUUA motif allowed slippage of the two tRNAs (Asn and Leu) simultaneously
to re-pair in a near-cognate manner with AAA UUU. They proposed a simultaneous-
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slippage model from the A- and P-sites meaning that slippage would occur before
peptide transfer and translocation. This mechanism became the generally accepted
model for –1 frameshifting. 

In hindsight, there were two aspects of this mechanism that required further
investigation. First, the proposed mechanism would not involve the stop codon in
the recoding event within the decoding center and yet the importance of the stop
codon as a part of recoding sites as discussed here is clearly established. While the
codon following the slippery motif in viruses is often not a stop codon, for example,
it is GGG in HIV-1, there is still a restricted subset of codons used in this position.
This is highly suggestive that the UAG codon in the Rous Sarcoma Virus frameshift
site (or the GGG codon in the HIV-1 site) might be involved in the recoding event
and may have a role at the decoding site (Figure 10.7). How can this occur? A simul-
taneous-slippage model where slippage occurs at the P- and E-sites rather than the
A- and P-sites, would allow the next codon to be occupying the A-site. Then the stop
or sense codon could contribute to a translational pause and facilitate the slippage
event. Secondly, the unusual simultaneous-slippage mechanism proposed had slip-
page occurring in competition with peptide-bond formation that is normally a kinet-
ically rapid event in protein synthesis. It is more likely that frameshifting is in
competition with a kinetically slower event. While others have favored this to be a
step after peptide-bond formation but prior to translocation so that slippage could
still occur from the A- and P-sites, we believed an equally similar step occurred after
translocation, i.e., slippage from the P- and E-sites in competition with the new
event in the now empty A-site. This could be the decoding of the stop or sense codon
depending on the sequence composition of the particular viral site. 

For this reason, we attempted to determine whether the codon after the slippery
site was being decoded in the A-site before slippage had occurred. Initially, because
the genes for the bacterial RFs were available within plasmids we used the HIV-1

Figure 10.7 Sequence motifs and cis elements at viral –1 
frameshift sites.
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recoding site with the GGG codon replaced with each of the stop codons and bacte-
rial ribosomes. We then tested whether over-expression in vivo of the bacterial RFs
would affect frameshifting at the recoding site that occurred readily on these bacte-
rial ribosomes. There were two key observations. First, changing the codon from the
natural GGG to each of the stop codons, UAG, UGA and UAA, markedly lowered
frameshifting, indicating that the codon was having a major effect on the mecha-
nism. More significantly, over-expression of the factors eliminated frameshifting in
a codon-specific manner (RF1 at UAG and UAA, RF2 at UGA and UAA). This was
compelling evidence that the codon following the recoding site was being decoded
before slippage had occurred and supported a P–E site simultaneous-slippage
model [87]. Now that the genes for the eukaryotic RFs are available we have repeated
this study in vivo using mammalian cells. The results from these studies using mam-
malian ribosomes concur with our in vivo studies that used bacterial ribosomes.
First, the stop codon depressed frameshift efficiency. Secondly, over-expression of
eRF1 caused a further reduction of efficiency as it did also at the antizyme recoding
site used as a control [88]. This is provocative evidence that this –1 frameshift event
is occurring in a similar manner to a +1 frameshift where recoding is in competition
with a canonical decoding event at the ribosomal A-site.

Recently, Dinman and co-workers [89] have proposed an elegant integrated model
to explain programed frameshifting that defines why in some circumstances +1 and
in others –1 frameshifting occurs. A key element of the model is that the occupancy
states of the ribosome are different for each event. For +1 frameshifting, the A-site is
empty and the shift occurs in the post-translocational state (P- and E-sites occupied
with tRNAs), but for –1 frameshifting, the A-site is proposed to be already occupied
and therefore the ribosome is in the pre-translocational state (A- and P-sites occu-
pied with tRNAs). They have proposed this model as a result of studies that used
antibiotics with normal and mutant yeast strains and how under these circum-
stances frameshifting efficiency was affected. A consistent set of conclusions was
drawn from the differential antibiotic sensitivities of the +1 and –1 frameshift events
to support the model. For example, translocation inhibitors interfere with +1 but not –1
frameshifting, although neither do they enhance it. As predicted by the model, a
peptidyltransferase inhibitor, sparsomysin, that would increase a ribosomal pause
when the A- and P-sites are occupied enhances –1 but not + 1 frameshifting.

These conclusions are consistent with what is known about +1 frameshifting from
the examples described in this chapter. However, it conflicts with conclusions drawn
from our recent evidence that frameshifting at the classic viral –1 site also occurs at
the post-translocational state of the ribosome at which time the A-site is empty. In
our model, +1 and –1 frameshift events would generally start from the same post-
translocational state. It is the specific sequence of the site, the nature of the constrain-
ing cis-acting elements and how they impinge on interactions between the tRNAs,
mRNA and rRNA and, in particular, the stability of the peptidyl-tRNA:mRNA interac-
tion that will determine whether the shift is forwards or backwards. It invokes the
common element of a translational pause at the decoding A-site, dislocation in most
cases of the codon:anticodon pairing interactions at the P- and E-sites and re-pairing
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close by where possible (+1 and –1 events) or bypassing larger tracts of sequence if
immediate re-pairing is not favorable (Fig. 10.8).

How can these apparently conflicting positions be accommodated? It could be that
if there were a weakening of the already compromised interactions at recoding sites
by any effector such as an antibiotic or a mutation creating a new pause in a particu-
lar ribosomal state, then this would have the potential to facilitate a shift in frame.
Frameshifting may be able to occur in different states of the ribosome under these
circumstances. If the partially inhibited process still does not become the rate-limit-
ing step, then it may have no effect on frameshifting. However, if it now makes that
process the slowest step, then frameshifting could be enhanced (e.g., inhibiting –1
but not +1 frameshifting by the peptide-bond formation inhibitor, sparsomycin).
Moreover, as the detailed new structural information on the ribosome has become
available it is revolutionizing our understanding on how antibiotics act and our
understanding on the various steps of protein synthesis deduced from biochemical
studies both in vitro and in vivo. Further experiments will be needed to resolve some
of these apparent paradoxes and it may not be possible to invoke a completely inte-
grated model to explain all programed frameshift events.

In addition to the classic viral –1 frameshift events of the retroviruses and other
viral groups including bacteriophages, there are also examples identified in cellular
genes. In the prokaryotic examples, such as that found in the gene dnaX encoding a
subunit of DNA polymerase III [90–92], there are different features to the recoding
site that reflect how elements can be added to a basic recoding framework. The
Shine–Dalgarno sequence documented for the prfB gene (+1 frameshifting) is found
in the dnaX gene as an upstream element, but at a different and precise spacing for
acting as a stimulator. The slippery heptamer sequence, AAAAAAG, allows two Lys–
tRNAs paired with AAAAAG to slip backwards and re-pair with AAAAAA so that the
following G becomes the first base of the next codon. Before slippage, this G would
be paired with a modified U (mnm5S2U) in the anticodon of the tRNA, the same
modification found often in the P-site tRNA at termination sites. However, the mod-
ification prevents stable base pairing with G and thereby weakens the codon:anti-

Figure 10.8 Alternative recoding events that could result from 
destabilization of the peptidyl-tRNA interaction.
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codon interaction. Downstream from the slippery site there is a hairpin loop that can
also act as a stimulator independent of the upstream element.

Does –1 frameshifting occur in cellular genes in eukaryotes? As the features of a –
1 viral recoding site are quite clear-cut, it has been possible to create an algorithm to
search genomes for genes that might use this strategy. While a number of possible
genes have been flagged, there is, as yet, neither any evidence that they use this strat-
egy nor a rationale as to why they might do so [93]. Nevertheless, recently, an EST
was discovered that represented a gene, edr, that appeared to have a retrovirus as its
ancestor. The recoding site was GGGAAAC with a pseudoknot located downstream.
It was expressed temporally and spatially during development although it is not
known whether expression is essential for development. However, it seems to use a
–1 frameshift mechanism for expression [94]. As programed –1 frameshifting is
used in the viral biology of pathogenic viruses like HIV-1 and is a potential target for
an antiviral agent, it is important to identify putative human genes that might use
this mechanism as this might preclude the viral recoding site as a place of attack in
an antiviral strategy. So far, there is no definitive data to preclude this approach
although further study is required on the importance of expression of the edr gene.

10.10 
Conclusion

When RNA molecules interact there can be amazing consequences. We have known
for some time that protein synthesis is likely to be the consequence of a highly accu-
rate and fast RNA machine that incorporates specific features to ensure that speed
and accuracy can occur together. Recent developments have heightened this appreci-
ation now that the RNA and protein components can be seen in atomic detail. For
the first time, it is possible to visualize how some of these special features function.
The sensing by the rRNA that the correct codon:anticodon interactions between the
tRNA and the mRNA are occurring at the decoding A-site is an exquisite example.
The ‘enzyme’ (the rRNA) holds the ‘substrates’ (the tRNAs) with unique interactions
to maintain the canonical three-base reading frame to ensure they are read with an
acceptable level of accuracy. It is not surprising then that this high degree of preci-
sion can be overridden. Sometimes, this is a result of a low-frequency error. Some-
times, it is as a result of an atypical physiological perturbation such as starvation for
an amino acid but as we know now, sometimes, it is a result of a non-canonical
recoding event that has evolved for highly specialized physiological reasons. 

As each interaction between the mRNA, rRNA and the tRNAs is so critical for
maintenance of precision, there is potential for elements acting in cis or trans to per-
turb one or more of these specific pairings. Sequences in the mRNA, or structures
that can form within it, have the capacity to form new interactions with the rRNA
and put strain on normal interactions. As a consequence, the highly ordered co-ordi-
nation between structure and function can be disrupted and kinetic parameters can
be slowed giving a chance for alternative events that normally would not be compet-
itive to be significant. Trans activators of non-canonical recoding can be of a diverse
nature such as the protein RF2 acting at the recoding site within its own mRNA, or
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metabolites like polyamines in the antizyme frameshift site or a unique tRNA like
tRNASec in the Sec incorporation site. Sites where recoding events have evolved
often have a stop codon as a central core with upstream and downstream elements
that help to ensure that stop codon is more slowly decoded. These sequence ele-
ments exert influence in two ways. First, sequences contribute to the decoding effi-
ciency of the stop signal itself. Upstream elements likely to be contributing to the
three-dimensional architecture of the RF binding site and downstream elements are
probably facilitating stable interactions between the factor and mRNA. Secondly, the
upstream and downstream elements can independently perturb other parts of the
decoding center and affect parameters independent of the stop codon. While having
a stop codon at the recoding site is not universal, it does provide an ideal environ-
ment for the creation of translational pauses and provides a vulnerable ‘Achilles heel’
of canonical protein synthesis where recoding events can evolve. 

It is not surprising that most examples of recoding occur in the highly specialized
genetic system of the virus. Both bacteriophages and eukaryotic viruses have evolved
and maintained highly successful recoding mechanisms. The classic –1 frameshift
site found in many eukaryotic viruses has allowed multiple proteins to be synthe-
sized from a single RNA with economy and in balanced amounts. It is surprising,
now that we know recoding can be an important translational control mechanism
for gene expression, that more examples have not been found in prokaryotic and
eukaryotic cellular genes. Those that are known and relatively well characterized
such as +1 frameshifting in both the prfB gene for RF2 and in the gene for ornithine
decarboxylase antizyme and Sec incorporation at selected UGA stop codons, are
highly elegant mechanisms for gene expression regulation. These events add a layer
of fine control and subtlety to the more typical control mechanisms. Now that new
genome and proteome information is appearing rapidly, will the opportunity to
examine gene function in detail reveal more examples of the recoding types that are
already known and, perhaps, even new events? It is likely that new events will be dis-
covered but these probably will represent rare exclusive examples where some niche
advantage is gained. RNA provides ‘flexible moulding clay’ from which new mecha-
nisms and functions can emerge [95]. There are sure to be more surprises.

References

 1 H. J. Rheinberger, K. H. Nierhaus, Proc. 
Natl. Acad. Sci. USA 
1981, 78, 5310–5304.

 2 K. H. Nierhaus, Mol. Microbiol. 
1993, 9, 661–669.

 3 J. Frank, J. Zhu, P. Penczek et al., 

Nature 1995, 376, 441–444.

 4 R. F. Gesteland, J. F. Atkins, Annu. 
Rev. Biochem. 1996, 65, 741–768.

 5 S. L. Alam, J. F. Atkins, R. F. Gesteland, 

Proc. Natl. Acad. Sci. USA 
1999, 96, 14177–14179.

 6 M. J. Berry: in Translational Control 
of Gene Expression, eds N. Sonenberg, 

J. W. B. Hershey, M. B. Mathews, 

Cold Spring Harbor Laboratory Press, 

New York 2000.

 7 P. V. Baranov, R. F. Gesteland, 

J. F. Atkins, Gene 2002, 286, 187–201.

 8 A. J. Herr, J. F. Atkins, 

R. F. Gesteland, Annu. Rev. Biochem. 
2000, 69, 343–372.

 9 P. J. Farabaugh, Microbiol. Rev. 
1996, 60, 103–134.



10 The Mechanism of Recoding in Pro- and Eukaryotes  426

 10 J. M. Ogle, D. E. Brodersen, 

W. M. Jr. Clemons et al., Science 
2001, 292, 897–902.

 11 A. Böck, K. Forchhammer, J. Heider 

et al., Mol. Microbiol. 1991, 5, 515–520.

 12 A. Böck, K. Forchhammer, J. Heider 

et al., TIBS 1991, 16, 463–467.

 13 W. Leinfelder, K. Forchhammer, 

B. Veprek et al., Proc. Natl. Acad. 
Sci. USA 1990, 87 543–547.

 14 L. S. Mullins, S-B. Hong, G. Gibson 

et al., J. Am. Chem. Soc. 
1997, 119, 6684–6685.

 15 W. Leinfelder, E. Zehelein, 

M. A. Mandrand-Berthelot et al., 

Nature 1988, 331, 723–725.

 16 C. Baron, E. Westhof, A. Böck etal., 

J. Mol. Biol. 1993, 231, 274–292.

 17 K. Forchhammer, W. Leinfelder, 

K. Boesmiller et al., J. Mol. Biol. 
1991, 266, 6318–6323.

 18 K. Forchhammer, A. Böck, J. Biol. 
Chem. 1991, 266, 6324–6328.

 19 H. Engelhardt, K. Forchhammer, 

S. Muller et al., Mol. Microbiol. 
1992, 6, 3461–3467.

 20 K. Forchhammer, W. Leinfelder, 

A. Böck, Nature 1989, 342, 453–456.

 21 C. Baron, A. Böck, J. Biol. Chem. 
1991, 266, 20375–20379.

 22 F. Zinoni, J. Heider, A. Böck, Proc. Natl. 
Acad. Sci. USA 1990, 87, 4660–4664.

 23 A. Hüttenhofer, E. Westhof, A. Böck, 

RNA 1996, 2, 354–366.

 24 A. Hüttenhofer, A. Böck, Biochemistry 
1998, 37, 885–890.

 25 S. J. Klug, A. Huttenhofer, 

M. Kromayer et al., Proc. Natl. Acad. Sci. 
USA 1997, 94, 6676–6681.

 26 J. B. Mansell, PhD Thesis, University 

of Otago, New Zealand, 1999.

 27 J. B. Mansell, D. Guévremont, 

E. S. Poole et al., EMBO J. 
2001, 20, 7284–7293.

 28 S. Suppmann, B. C. Persson, A. Böck, 

EMBO J. 1999, 18, 2284–2293.

 29 R. Wilting, S. Schorling, 

B. C. Persson et al., J. Mol. Biol. 
1997, 266, 637–641.

 30 P. R. Copeland, J. E. Fletcher, 

B. A. Carlson et al., EMBO J. 
2000, 19, 306–314.

 31 R. M. Tujebajeva, P. R. Copeland, 

X.-M. Xu et al., EMBO Rep. 
2000, 1, 158–163.

 32 D. Hatfield, A. Diamond, B. Dudock, 

Proc. Natl. Acad. Sci. USA 
1982, 79, 6215–6219.

 33 B. J. Lee, M. Rajagopalan, Y. S. Kim 

et al., Mol. Cell Biol. 
1990, 10, 1940–1949.

 34 S. C. Low, J. W. Harney, 

M. J. Berry, J. Biol. Chem. 
1995, 270, 21659–21674.

 35 E. Grundner-Culemann, 

G. W. Martin III, J. W. Harney 

et al., RNA 1999, 5, 625–635.

 36 K. K. McCaughan, C. M. Brown, 

M. E. Dalphin et al., Proc. Natl. 
Acad. Sci. USA 1995, 92, 5431–5435.

 37 J. Kohli, H. Grosjean, Mol. Gen. Genet. 
1981, 182, 430–439.

 38 C. M. Brown, P. A. Stockwell, 

C. N. A. Trotman et al., 

Nucleic Acids Res. 
1990, 18, 2079–2086.

 39 C. M. Brown, M. E. Dalphin, 

P. A. Stockwell et al., Nucleic 
Acids Res. 1993, 21, 3119–3123.

 40 C. M. Brown, P. A. Stockwell, 

C. N. A. Trotman et al., Nucleic 
Acids Res. 1990, 18, 6339–6345.

 41 W. P. Tate, E. S. Poole, J. A. Horsfield et 

al., Biochem. Cell Biol. 
1995, 73, 1095–1103.

 42 L. L. Major, PhD Thesis, University 

of Otago, New Zealand, 2001.

 43 E. S. Poole, L. L. Major, 

S. A. Mannering et al., Nucleic 
Acids Res. 1998, 26, 954–960.

 44 D-J. G. Scarlett, K. K. McCaughan, 

D. N. Wilson et al., J. Biol. Chem. 
2003, 278, 15095–15104.

 45 L. L. Major, E. S. Poole, W. P. Tate, 

in preparation. 

 46 D. S. Konecki, K. C. Aune, 

W. Tate et al., J. Biol. Chem. 
1977, 252, 4514–4520.

 47 S. Mottagui-Tabar, A. Björnsson, 

L. A. Isaksson, EMBO J. 
1994, 13, 249–257.

 48 S. Zhang, M. RydénAulin, 

L. A. Isaksson, J. Mol. Biol. 
1996, 261, 98–107.



References 427

 49 A. Björnsson, S. Mottagui-Tabar, 

L. A. Isaksson, EMBO J. 
1996, 15, 1696–1704.

 50 W. J. Craigen, R. G. Cook, W. P. Tate 

et al., Proc. Natl. Acad. Sci. USA 
1985, 82, 3616–3620.

 51 W. J. Craigen, C. T. Caskey, Nature 
1986, 322, 273–275.

 52 B. C. Donly, C. D. Edgar, 

F. M. Adamski et al., Nucleic 
Acids Res. 1990, 18, 6517–6522.

 53 A. G. Cridge, E. S. Poole, W. P. Tate, 

unpublished results. 

 54 H. Beier, M. Grimm, Nucleic Acids 
Res. 2001, 29, 4767–4782.

 55 M. Cassan, J.-P. Rousset, 

BMC Mol. Biol. 2001, 2, 3.

 56 B. Bonetti, L. W. Fu, J. Moon et al., 

J. Mol. Biol. 1995, 251, 334–345.

 57 O. Namy, G. Duchateau-Nguyen, 

J.-P. Rousset, Mol. Microbiol. 
2002, 43, 641–652.

 58 Z. Liu, M. Reches, H. Engelberg-Kulka, 

J. Mol. Biol. 1999, 294, 1073–1086.

 59 C. M. Brown, S. P. Dinesh-Kumar, 

W. A. Miller, J. Virol. 
1996, 70, 5884–5892.

 60 N. M. Wills, R. F. Gesteland, 

J. F. Atkins, Proc. Natl. Acad. Sci. 
USA 1991, 88, 6991–6995.

 61 G. Li, C. M. Rice, J. Virol. 
1993, 67, 5062–5067.

 62 A. M. Weiner, K. Weber, J. Mol. Biol. 
1973, 80, 837–855.

 63 L. Harrell, U. Melcher, 

J. F. Atkins, Nucleic Acids Res. 
2002, 30, 2011–2017.

 64 D. N. Robinson, L. Cooley, 

Development 1997, 124, 1405–1417.

 65 D. M. Ivey, J. Cheng, T. A. Krulwich, 

Nucleic Acids Res. 1992, 20, 4928.

 66 W. M. Huang, S. Z. Ao, S. Casjens 

et al., Science 1988, 239, 1005–1012.

 67 R. B. Weiss, W. M. Huang, 

D. M. Dunn, Cell 1990, 62, 117–126.

 68 A. J. Herr, R. F. Gesteland, J. F. Atkins, 

EMBO J. 2000, 19, 2671–2680.

 69 J. H. Cate, M. M. Yusupov, 

G. Zh. Yusupova et al., 

Science 1999, 285, 2095–2104.

 70 D. N. Wilson, D. Guévremont, 

W. P. Tate, RNA 2000, 6, 1704–1713.

 71 A. J. Herr, C. C, Nelson, N. M. Wills 

et al., J. Mol. Biol. 2001, 
309, 1029–1048.

 72 J. Gallant, D. Lindsey, Proc. Natl. Acad. 
Sci. USA 1998, 95, 13771–13776.

 73 P. J. Farabaugh, Annu. Rev. Genet. 
1996, 30, 507–528.

 74 G. Stahl, G. P. McCarty, 

P. J. Farabaugh, Trends 
Biochem. Sci. 2002, 27, 178–183.

 75 D. Riddle, J. Carbon, Nature New Biol. 
1973, 242, 230–234.

 76 P. V. Baranov, R. F. Gesteland, 

J. F. Atkins, EMBO Rep. 
2002, 3, 373–377.

 77 R. B. Weiss, D. M. Dunn, 

A. E. Dahlberg et al., EMBO J. 
1988, 7, 1503–1507.

 78 E. S. Poole, C. M. Brown, W. P. Tate, 

EMBO J. 1995, 14, 151–158.

 79 F. M. Adamski, C. Donly, 

W. P. Tate, Nucleic Acids Res. 1993, 
21, 5074–5078.

 80 J. F. Curran, M. Yarus, J. Mol. Biol. 
1989, 209, 65–77.

 81 J. F. Curran, Nucleic Acids Res. 
1993, 21, 1837–1843.

 82 S. Matsufuji, T. Matsufuji, 

Y. Miyazaki et al., Cell 1995, 80, 
51–60.

 83 I. P. Ivanov, R. F. Gesteland, 

J. F. Atkins, Nucleic Acids Res. 
2000, 28, 3185–3196.

 84 A. Sundararajan, W. A. Michaud, 

Q. Qian et al., Mol. Cell 
1999, 4, 1005–1015.

 85 D. K. Morris, V. Lundblad, Current 
Biol. 1997, 7, 969–976.

 86 T. Jacks, H. E. Varmus, Science 
1985, 30, 1237–1242.

 87 J. A. Horsfield, D. N. Wilson, 

S. A Mannering et al., Nucleic 
Acids Res. 1995, 23, 1487–1494.

 88 R. S. Graves, C. Z. M. McKinney, 

E. S. Poole et al., unpublished results. 

 89 J. W. Harger, A. Meskauskas, 

J. D. Dinman, Trends Biochem. Sci. 
2002, 27, 448–453.



10 The Mechanism of Recoding in Pro- and Eukaryotes  428

 90 A. L. Blinkowa, J. R. Walker, 

Nucleic Acids Res. 1990, 18,  1725–1729.

 91 A. M. Flower, C. S. McHenry, 

Proc. Natl. Acad. Sci. USA 
1990, 87, 3713–3717.

 92 Z. Tsuchihashi, A. Kornberg, 

Proc. Natl. Acad. Sci. USA 
1990, 87, 2516–2520.

 93 A. B. Hammell, R. C. Taylor, 

S. W. Peltz et al., Genome Res. 
1999, 9, 417–427.

 94 K. Shigemoto, J. Brennan, 

S. E. Walles et al., Nucleic Acids 
Res. 2001, 29, 4079–4088.

 95 D. Kennedy, Science 2002, 
298, 2283.



429

11
Regulation of Ribosome Biosynthesis in Escherichia coli

Madina Iskakova, Sean R. Connell, and Knud H. Nierhaus

Overview of Ribosome Biosynthesis Regulation

In all living organisms, protein biosynthesis, a central process important for cellu-
lar growth and development, is catalyzed by the ribosome. The ribosome represents
a cellular paradigm for a macromolecular machine and, essentially, translates
genetically encoded information into functionally active proteins. Structurally, the
ribosome is composed of both RNA and proteins interwoven in a complex three-
dimensional-fold (see Chap. 2). This complex structure necessitates an ordered
assembly process (see Chap. 3), as well as coordinated production of the constitu-
ent RNA and protein molecules (discussed below). Specifically, the regulated syn-
thesis of the ribosomal components and the cooperativity of the assembly process
ensure that each ribosome contains a full compliment of it constitutive parts.

Additionally, the ribosome is physically large (2.5 MDa in Escherichia coli), its 3 RNA
chains comprise 4566 nucleotides [1] and the 54 proteins, 7343 amino acids [2]. In
bacteria, ribosomes can account for as much as 50% of the cell dry mass [3–5],
whereas in eukaryotes the corresponding value is less than 5% [6]. Taking into
account that the translational apparatus comprises, in addition to ribosomes, elonga-
tion factors (e.g., EF-Tu is the most common protein in the bacterial cell contributing
~10% of the total protein mass), synthetases and tRNAs, one can estimate that up to
60% of the total cell energy is expended on the synthesis of the translational apparatus.
This enormous energetic commitment by the bacterial cell requires a coordinated
synthesis of rRNA and ribosomal proteins. Accordingly, an intricate network of reg-
ulations exists in bacteria (i) to ensure a balanced synthesis of rRNAs and ribosomal
proteins and (ii) to adapt ribosome synthesis to the cells nutritional environment.
Only under unfavorable conditions and during the stationary phase, are ribosomes
present in excess. During stationary phase, 70S ribosomes are present as inactive
100S dimers due to a ribosome-associated protein (ribosome modulation factor, [7]).
Consistently, null mutations of this factor affect viability of cells at stationary, but not
log phase [8].

The tight coupling of ribosome synthesis to growth rate of the cell is termed
growth rate control and is defined as “the number of ribosomes per unit amount of
cellular protein in E. coli is proportional to the growth rate ( ), and the rate of ribo-
some biosynthesis is proportional to 2 [9]”. One important control mechanism not
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observed in eukaryotes is termed the stringent control, which results in an immediate
stop of RNA synthesis upon a shortage of amino acids. Further bacterial control
mechanisms for ribosome biosynthesis are present at the level of ribosomal RNA
(rRNA) transcription (see Ref. [9] for a review of rRNA regulation) as well as transla-
tion of ribosomal proteins. We will see that the latter, called “translational control”,
is regulated in response to the rRNA levels (see Ref. [10] for a review of r-protein
regulation), whereas rRNA synthesis is directly regulated (growth rate control). 

In this review, we will outline the fundamental ideas governing the regulation of
ribosome biosynthesis and where established and proven models exist we will delve
into specific examples. In the case where more detailed knowledge is required we
would direct the reader to the comprehensive reviews given by Refs. [9–11].

11.1 
Regulation of rRNA Synthesis

11.1.1 
Organization of rRNA Operons and Elements of rRNA Promoters

In E. coli there are seven copies of the rRNA operons arranged within the first half of
the chromosome relative to the origin of replication (Fig. 11.1A). As is characteristic
for highly expressed genes the rRNA operons are transcribed in the direction of
DNA synthesis (Fig. 11.1A) to avoid clashes between replicase and transcriptase.
The reason is that only under these conditions can transcriptase transcribe the
operon continuously from initiation to termination in harmony with the replicase
synthesizing the leading DNA strand, rather than being interrupted by gaps between
the Okazaki pieces of the lagging strand of the replication fork. Furthermore, the
clustering of the rRNA operons around the origin of replication (Fig. 11.1A) ensures
that their relative gene dosage is much greater then the absolute gene dosage, since
replication eyes around the replication origin can lead to partial di- and tetra-dip-
loidy (Fig. 11.2). This may be important in rapidly growing cells where initiation of
DNA synthesis is faster than cell division, ensuring that multiple copies of the
genome around the origin of replication exist in the cell.

In E. coli the rRNA operons are designated rrnA, rrnB, rrnC, rrnD, rrnE, rrnG, and
rrnH. In the rRNA operons, the 16S, 23S, and 5S rRNA, as well as several tRNA
genes are co-transcribed as a single transcript (Fig. 11.1B), which is subsequently
processed to generate the individual rRNA (see Chap. 3) and tRNA molecules.
Transcription of the 5S, 16S, and 23S molecules as a single transcript ensures
stoichiometric production of the rRNAs; however, it should be noted that in a few
prokaryotic species the rRNA operons are fragmented, e.g., in the bacteria Thermo-
plasma 23S, 16S, and 5S rRNA are all transcribed from separate promoters,
whereas the bacterium Thermus thermophilus and archaeon Desulfococcus, the 16S
and (23S+5S) have individual promoters (Fig. 11.3)

The rRNA genes are transcribed from tandem promoters called the rrn P1 and rrn
P2 promoters (Fig. 11.1B). Both promoters have similar core sequences consisting of
–10 and –35 regions that are recognized by the 70 subunit of the RNA polymerase
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Figure 11.1 (A) Genetic organization of the rRNA and r-protein 
operon within the E. coli chromosome. The cluster of the four 
large protein operons is shown on the left (str, S10, spc and  
operon). Non-ribosomal components are colored. The red arrows 
indicate the direction of transcription. OriC, origin of replication. 
(B) The architecture of the rRNA operons, where promoter and 
regulatory regions are enlarged. See text for details. (A) and (B) 
have been reproduced from Refs. [50] and [24] respectively.
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(RNAP), although they do not have perfect 70 consensus sequences. Additionally,
both have a G+C-rich sequence downstream of the –10 region called a discriminator
sequence, which plays a role in regulation during the stringent response (see
Sect. 11.1.3). Until recently, it was believed that the rrn P1 promoter was regulated
whereas the rrn P2 was constitutively active at low levels. However, recent work sug-
gests that the P2 promoter is regulated similar to the P1 but not nearly to the same
extent [12]. Table 11.1 compares structural features and the extent of regulation with
that of the lac promoter. 

 The fact that in fast growing E. coli cells the majority of the RNAP initiates tran-
scription at the rrn P1 is due to recruitment by the upstream activating sequences
(UAS; Fig. 11.1B; Ref. [13]). The UAS includes the UP element which is a A+T-rich
sequence upstream of the –35 element as well as 3–5 binding sites for a trans-acting

Figure 11.2 Relative gene dosage: during 
DNA synthesis, transcription units closer to 
oriC exist in a higher relative copy numbers 
compared with more distal operons. The 

relative copy numbers of rrnC, A, B, and E 
will exceed those of rrnH, D, or G, when 
cells grow in a rich medium.

Table 11.1 Features of the rrn P1 and P2 promoters and comparison of their relative 
transcription intensities with that of the lac promoter

rrn

P1 P2 lac promoter

35 region TTGTC TTGACT TTGACA

10 (TATA box) TATAATG TATATA TATAAT

Discriminator CGCC(T/A)CC C(G/A)C(C)ACC –

Start transcription A/G C/T A

Regulation +++ + ++ (lacI)

Transcription 3-10 1 0.25-1
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protein called Fis. In the UAS of the rrn P1 promoter, the UP element is the most
important factor for activating transcription (20–50-fold activation; Ref. [13]). This
activation is promoted through an interaction with the C-terminal domain of the 
subunit of RNAP ( CTD) and the minor groove of the DNA representing the UP
element [14, 15]. Similar to the UP element, Fis also interacts with the CTD but
instead uses protein–protein interactions [16, 17] to stimulate transcription 3–4-fold
[13]. The binding sites of Fis on the DNA are spaced in a way that on the DNA helix
the Fis proteins bind on the same side of the helix and induce a DNA bending,
which facilitates the downstream TATA box to be melted [16, 18]. Fis is not essen-
tial for growth, but plays an important role in the feedback mechanism of growth
rate control [11]. The binding of Fis proteins is counteracted by the H-NS proteins
that bind downstream, partially overlapping the Fis-binding sites (Fig. 11.1B; Ref.
[19]).

Figure 11.3 Various patterns of organization of rRNA genes 
in different organisms. In most prokaryotes, rRNA genes are 
expressed as one operon, and in eukaryotes, the 5S rRNA genes 
are expressed independently. Some exceptional organizations 
of rRNA genes in a few prokaryotes are presented in this figure. 
Similar to Sulfolobus [85] and Thermococcus [86], 16S and 23S 
rRNA genes are linked, whereas the 5S rRNA gene is not. In 
Thermus thermophilus [87], the 16S rRNA gene is separated 
from and transcribed independently of the 23S and 5S genes. 
Thermoplasma contains one copy of each of the rRNA genes, 
dispersed in the genome and separated by at least 52 kbp [88]. 
Also in Leptospira the three rRNAs are transcribed separately [89].
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11.1.2 
Models for rRNA Regulation

Regulation of rRNA synthesis is believed to be primarily due to a feedback mecha-
nism that relates the excess translational ability of the cell to the production of
rRNA. This is logical because the translation ability of the cell is synonymous with
the amount of ribosomes present, which in turn is influenced by the production of
RNA. Although this feedback mechanism was demonstrated in several ways, it can
be nicely elucidated from experiments that show overproduction of the rRNA inhib-
its transcription from the rrn promoters, but only if the overproduced rRNA was
competent to form active ribosomes that could engage in protein synthesis [20].

Although the Fis and UP elements are responsible for the strength of the rrn pro-
moters [13], they are not probably involved in growth rate regulation, since promoters
with deletions in the UAS are still actively regulated [21]. Although there is still
disagreement over the source and mechanism of growth rate regulation (see
Ref. [22] for a discussion), the most probable molecules to be involved in regulating
rRNA synthesis are ppGpp and iNTPs [23, 24]. The ability of ppGpp to regulate
rRNA synthesis during extreme amino acid starvation or stringent response has
been well studied (see Sect. 11.1.3). ppGpp is proposed to regulate transcription by
decreasing the half-life of the open complex formed by RNAP during initiation of
transcription. The half-life of the open complex at rRNA promoters is normally
much shorter than that of other cellular promoters, e.g., promoters of genes
involved in amino acid biosynthesis [25]. This marked difference in half-life can then
explain the extreme sensitivity of rRNA promoters to the destabilizing effects of
ppGpp [25]. The intercellular levels of ppGpp vary with growth rate in agreement
with the idea that they couple rRNA synthesis with the growth rate [26].

In addition to (p)ppGpp, iNTPs (the NTPs that represent the initiating nucleotide
in rRNA synthesis: GTP in rrnD P1 and ATP in the other rrn P1 promoters;
Fig. 11.1B and Table 11.1) are presumed to confer growth rate control, because initi-
ation of transcription from the RNA promoters is strongly dependent on their con-
centration. Gaal et al. [24] propose that the intercellular levels of GTP and ATP
would vary depending on (i) the nutritional environment and (ii) on the translational
capacity of the cell, since the process of translation would consume ATP and GTP.
In the model presented in Fig. 11.4 by Gaal et al. [24], these properties are combined
to explain both feedback regulation and growth rate control of rRNA synthesis. It
should be noted however that this model is largely contested, as it is not known if
the intercellular concentrations of NTPs vary significantly [27].

Schneider et al. [26, 28] observe that the roles of ppGpp and iNTPs in rRNA regu-
lation may be complementary to “increasing the regulatory robustness of the sys-
tem” and function during different growth phases.
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11.1.3 
Stringent Response

Curtailment of nutrient supply results in an adaptation response in many bacteria
termed the stringent response. The stringent response is a unique case of rRNA
regulation that is triggered by amino acid starvation. It stringently couples protein
synthesis with that of RNA and is characterized by (i) a rapid shut down of stable
RNA (rRNA, tRNA) synthesis, and (ii) a sudden and significant increase in the lev-
els of ppGpp and pppGpp. The basic level of (p)ppGpp in the cell is about 60 M
and can increase to mM values, i.e., virtually the whole cell content of GDP and
GTP is converted to (p)ppGpp [23].

The stringent response provides the cell with a prominent regulatory means to
control gene expression. The effect is two-fold: (i) transcriptional repression of genes
associated with the translational apparatus, e.g., genes encoding tRNAs, rRNAs [29],
ribosomal proteins, translational factors and synthetases [30]. (ii) Up-regulation of
genes encoding metabolic enzymes, especially those involved in amino acid bio-
synthesis [31].

Activation of the stringent response initially stems from the shortage of one (or
more) amino acid(s), which in turn produces a significant increase in uncharged-
tRNA (deacylated tRNA) for the corresponding amino acid(s). In log-phase bacterial

Figure 11.4 NTP-sensing model for RNA 
regulation. The intercellular ATP and GTP 
concentrations regulate the stability of the 
complex of the RNAP at the rrn promoters. 
When the concentrations are sufficient, initia-
tion of rRNA transcription ensues leading to 
the production of ribosomes. Upon formation, 
the ribosome will engage in protein synthesis 

(translation) and in doing so consume GTP 
and ATP. If the translational activity of the cell 
is too high with respect to nutrient availability, 
the GTP and ATP levels will fall, which will in 
turn limit the initiation of rRNA transcription 
and therefore couple ribosome production to 
the growth rate of the cell. This figure has 
been reproduced from Ref. [24].
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cells, deacylated tRNA constitutes approximately 15% of the total tRNA, the majority
of which is present in a bound state, namely, bound either to ribosomes or syn-
thetases. Under conditions of amino acid starvation, the deacylated tRNA fraction
can increase to over 80% of the total tRNA [32]. The scarcity of the aminoacylated
tRNA, compounded by the large pools of free deacylated tRNA, enables deacylated
tRNA to bind an empty ribosomal A site, conditional to the presence of a cognate
codon. The presence of a deacylated tRNA at the A site triggers RelA-dependent
synthesis of guanosine 5 -triphosphate 3  diphosphate (pppGpp) and guanosine 3 ,
5  bisphosphate (ppGpp), collectively referred to as (p)ppGpp. The reaction cata-
lyzed by RelA utilizes ATP and GTP, or GDP, to produce AMP and pppGpp, or
ppGpp, respectively (Fig. 11.5, Refs. [33–35]). The products, (p)ppGpp, most prob-
ably exert a regulatory effect on transcription via an interaction with the -subunit
of the transcriptase [36–38]. (p)ppGpp is again converted to GTP and GDP, respec-
tively, by the enzyme SpoT (Fig. 11.5; Ref. [39]).

The inhibition of transcription, resulting from the starvation-induced inhibition of
translation, is almost immediate (within a minute) and is termed stringent control
[40]. This stringent coupling between translation and transcription can be relieved
by mutations in either relA, the gene encoding the stringent factor RelA [40, 41], or
in relC, the gene for ribosomal protein L11 ([42, 43]; relC  rplK). Uncoupling the
activities establishes a relaxed phenotype, where RNA synthesis can continue for a
period of more than 1 h following translation inhibition [44].

Early studies demonstrated that RelA binding to 70S ribosomes is essential for the
production of (p)ppGpp synthesis [45–47] and that RelA binding is enhanced by the
presence of a poly(U)-mRNA [48]. The synthesis of (p)ppGpp has been shown to be
dependent on a deacylated tRNA at the A site [33] and inhibited in the absence of
L11 in vivo [42].

Recently, the mechanism of RelA-mediated (p)ppGpp synthesis has been dissected
in vitro [49]. It was shown that binding of RelA to the ribosome is predominantly
influenced by mRNA and not by deacylated tRNA or L11. In contrast, RelA-catalyzed
(p)ppGpp synthesis is strictly dependent on L11. Furthermore, it has been clearly
demonstrated that it is the release of RelA from the ribosome, not release of the
deacylated tRNA, that is concomitant with (p)ppGpp synthesis. Figure 11.6 illustrates

Figure 11.5 Synthesis of (p)ppGpp by RelA and its degradation by 
SpoT.
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the present understanding of the mode of action of RelA during the stringent
response.

11.2 
Regulation of r-protein Synthesis

11.2.1 
Some General Remarks

In E. coli there are 54 proteins comprising the ribosome. Unlike the rRNA genes,
which generally exist in multiple copies within the ribosome, the r-protein genes are
present in only a single copy [50]. About half the r-proteins are arranged in the spc,
S10, str, and  operons, whereas the remaining r-proteins are scattered throughout
the E. coli chromosome in operons containing 1–4 genes (Fig. 11.1A; Ref. [10, 50]).
The r-protein operons are often named based on the fact that they harbor genes
whose mutations confer resistance to an antibiotic [10]. The r-proteins operons are
depicted in Fig. 11.7; however, it should be noted that the division of the operons is
not so clear, as often an upstream operon will transcribe into a downstream operon
[10]. For example, the  operon can be transcribed from both its own promoter and
by RNAP initiating on the spc operon promoter [51, 52].

As mentioned above, regulated production of the r-proteins with respect to the
nutritional state of the cell is believed to be mediated indirectly by the cellular rRNA
levels (reviewed in Ref. [10]). Namely, r-proteins are produced to a level which
matches the production of rRNA and when r-protein production exceeds this level,
then the accumulation of free ribosomal proteins feedbacks and negatively regulates
r-protein expression. This is termed autogenous control and dictates that, after synthesis
from a polycistronic mRNA, a single protein acts both as a r-protein and as a regula-
tory protein such that its accumulation in an rRNA-free form leads to inhibition of
expression of the entire mRNA (Fig. 11.8).

As seen in Fig. 11.7, the regulatory proteins (red boxes) are very often primary
rRNA-binding proteins, i.e., that they are capable of binding to the free ribosomal
RNA. In contrast with a widespread assumption [10, 53, 54], this does not mean that
they associate with the ribosome very early in its synthesis – in fact, only two pro-
teins, L24 and L3, are capable of initiating the assembly of prokaryotic ribosomes
(see Chap. 3.2), whereas all other proteins can bind to the rRNAs with high affinity
only via the help of other proteins. Nevertheless, if a ribosomal protein can bind
already to the naked rRNA, its affinity to a partially assembled subunit is even
higher.

Inherent in the autogenous control model is the idea that the rRNA and the mRNA
targets compete for binding to the regulatory protein. Direct binding to the mRNA
targets has been shown for many of the regulatory proteins including L10–L12 [55],
S4 [56], S8 [57], S15 [58] and most recently L4 [59]. Additionally, it has been proposed
that a molecular mimicry exists between the mRNA and rRNA targets and, in some
cases, e.g., L1 [60], S8 [57], S15 [61], L20 [62] and L4 [59], this has been established.
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The autogenous control of r-protein operons is believed to be regulated at various levels:
1. Transcription: The binding of the regulatory r-protein effects the elongation of

the mRNA. This control mechanism is seen in the S10 operon, where L4
functions in translational attenuation (Sect. 11.2.2.2).

2. Translation: The simplest assumption is that the regulatory ribosomal protein
binds to the ribosomal binding site of the first cistron and thus interferes with
the 30S de novo initiation. However, this is not what is observed; instead quite
often two alternative secondary structures can form including the ribosomal
binding site; one conformation preventing the formation of a productive initi-
ation complex, the other allowing initiation. The regulatory protein is stabiliz-
ing the non-productive conformer. In particular, the binding of the regulatory
r-protein can (i) entrap the ribosome–mRNA complex in a state that is not
competent to initiate translation as seen with the -operon (called entrap-
ment; see Sect. 11.2.2.3), and (ii) trigger a conformational change in the

Figure 11.7 The operon structure of the r-proteins. Ribosomal 
protein operons regulated by translational feedback. The name of 
each operon is given. P denotes the transcription start site. 
Individual genes of the operon are shown as green boxes and 
labeled according to the gene product. The regulatory product is 
indicated by a blue box and the respective mRNA binding site is 
shown by an arrow. Genes underlined red are under translational 
feedback regulation; genes underlined blue are not. In case of the 
L10 operon the regulator is a complex of L10(L7/L12)4. This figure 
has been modified from Ref. [50].
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mRNA that obscures the RBS in secondary structure so that initiation is
inhibited.

3. mRNA stability: The binding of the regulatory r-protein destabilizes the
mRNA such that it is more readily degraded and therefore cannot be trans-
lated (see Sects. 11.2.2.1 and 11.2.2.4).

In many cases, the regulatory protein binds to the 5� leader sequence directly
inhibiting translation of the first gene of the operon, whereas the translation of the
following genes is inhibited indirectly by disrupting translational coupling. Transla-
tional coupling is the phenomenon, where the ribosomal binding sites (RBS) are
buried in secondary structures, which are unfolded by ribosomes translating the
preceding cistron. When translation of the preceding cistron is finished, the empty
70S ribosome does not necessarily fall off the mRNA but can scan until it reaches
the ribosomal binding site of the downstream cistron. fMet-tRNA is bound to the P
site with the help of IF2, and translation of the downstream cistron commences.
The initiation type is called “70S type initiation” in contrast with the canonical 30S
de novo initiation (see Chap. 7.1). This “70S type initiation” is a speciality of polycis-
tronic mRNAs encoding ribosomal proteins, and it is this type of initiation that
requires N-blocked methionyl-tRNAi rather than the 30S de novo initiation [63, 64].
Since eukaryotic mRNAs are monocistronic and therefore require 40S de novo initi-
ation, the initiator Met-tRNAi does not need to be formylated.

Figure 11.8 Scheme of the translational 
control of ribosomal proteins. Under fast 
growth conditions ribosomal proteins do 
not have a free pool, therefore synthesized 
ribosomal proteins flow directly into ribosome 
assembly. However, under some unfavorable 
conditions, a pool of ribosomal proteins does 
exist, so that the regulatory proteins indicated 

below (see also Fig. 11.7) can now bind to 
their respective mRNA and block the trans-
lation of the whole polycistronic mRNA. If 
the synthesis of ribosomal proteins and rRNA 
reaches again a molar balance, the ribosomal 
proteins will dissociate from the mRNA and 
bind to the higher-affinity binding site on the 
partially assembled ribosome.
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11.2.2 
Various Models for r-protein Regulation

11.2.2.1 spc operon

The regulatory protein S8 binds between the second and third cistrons, just in front
of the L5 cistron of the spc mRNA (see Fig. 11.7). Therefore, the downstream genes
are regulated via translational coupling. What happens with the genes L14 and L24?

They are repressed by S8 indirectly: when the binding of S8 blocks the translation
of the L5 cistron and the downstream cistrons, the mRNA is freed of ribosomes and
is thus a target for endonucleolytic RNases. Afterwards, 3� to 5� exonucleases will
digest the L24 and L14 cistrons (“retroregulation”, Ref. [65]).

S8 binds to an mRNA structure similar to the rRNA-binding site with a 5-fold
lower affinity [57]. The L5 initiation codon AUG is bulged out but not the Shine–
Dalgarno sequence [66, 67]. The ribosomes might be trapped on the SD in a non-
productive complex, if S8 is bound in the front of the L5 cistron.

11.2.2.2 S10 operon

The S10 operon encodes 11 proteins (Fig. 11.7) and expression of the r-proteins
from this operon is regulated by L4 [54, 68]. The regulation by L4 is unique among
the r-proteins because it acts at both the transcriptional and translational levels,
where both contribute about equally to attain a maximal repression of 25-fold [69].
The determinants for the transcriptional and translational controls are both located
within the 172 nucleotide 5� untranslated region seen in Fig. 11.9. Within this
region helices HD and HE are required for transcriptional control, whereas helix HE
and the unstructured downstream sequence are required for translational control
([69–72]; Fig. 11.9). Within this region, L4 is proposed to form specific interactions
with the loop of helix HD and non-sequence specific interactions with helix HE
(Fig. 11.9A; Ref. [59]).

L4-mediated transcription termination occurs on the descending side of helix
HE at a string of U’s [73] that resemble a rho-independent terminator. It is
believed that as the RNAP bound by the transcription factor NusA – a protein that
helps RNAP correctly recognize termination signals – transcribes the S10 operon
it briefly pauses at a NusA-dependent site before resuming transcription ([74, 75];
Fig. 11.9B). However, under conditions where there is an excess of free cellular L4,
this r-protein would bind to its target on the nascent mRNA transcript resulting in
structural changes that are propagated to the RNAP–NusA complex [59]. This
would prolong the NusA-dependent pause and seemingly stimulate transcription
termination (Refs. [74, 75]; Fig. 11.9B), thereby down-regulating r-protein expres-
sion from the S10 operon.

The mechanism of L4-mediated translational control is not so well studied; how-
ever, it may also operate using an entrapment-based mechanism. This is because the
mRNA target for L4 does not include the RBS [59] and, therefore, is not probably
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Figure 11.9 Transcriptional regulation of the 
S10 operon. (A) The secondary structure of 
leader sequence is illustrated with the L4-
dependent transcriptional termination site 
colored blue, and the translational start site and 

SD sequence for the S10 gene colored green. 
(B) A model for L4-dependent transcriptional 
attenuation is illustrated. Panel A and B have 
been reproduced from Refs. [59] and [10], 
respectively.
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competing with the ribosome for binding to the mRNA. Additionally, chemical prob-
ing experiments show no structural rearrangements in the mRNA leader sequence in
the vicinity of the RBS [59] and therefore it is unlikely that L4 binding results in the
RBS becoming sequestered in secondary structure. In this case, it is probable that L4
binding stabilizes the ribosome–mRNA complex in a pre-initiation state that is not
competent to continue along the initiation pathways as described below for the 
operon. The inhibition of translation initiation would block translation of the first
gene in this operon, S10, whereas expression of the other downstream genes would
be inhibited by disrupting translational coupling [76].

11.2.2.3  operon

The  operon comprises four r-proteins (S13, S11, S4, and L17), as well as the gene
encoding the -subunit of the RNAP (Fig. 11.7). Expression of the r-proteins is regu-
lated by S4 [77]. S4 binds to a nested pseudoknot structure (Fig. 11.10A) in the 5�

leader sequence upstream of S13 [56, 78]. This pseudoknot structure is believed to
exist in two folded states, one that is active and one that is inactive for formation of a
ternary initiation complex (Fig. 11.10B; Refs. [79, 80]). In the scheme presented in
Fig. 11.10B, the 30S subunit is capable of binding both forms with equal affinity,
whereas S4 binds and stabilizes the inactive form driving the equilibrium towards
the inactive state [81]. In the absence of free S4, the 30S is capable of binding the
mRNA in either state and eventually form an initiation complex, since the active and
inactive forms are inter-convertible (Fig. 11.10B). The S4-bound inactive mRNA is
free to interact with the 30S subunit (i.e., it does not prevent 30S binding), but the
30S-mRNA–S4 complex cannot be converted to an active state that is capable of pro-
gressing through the initiation pathway and bind fMet-tRNAfMet (Fig. 11.10B;
Ref. [81]). Therefore, translation of S13 is blocked by ‘entrapping’ the 30S subunit on
the RBS in a non-productive state and thereby prevents subsequent initiation
attempts by a new incoming 30S subunit [81]. Spedding and Draper [79] state that
“an advantage of an entrapment mechanism is that it does not demand that the
repressor bind tightly enough to displace the ribosome, which has substantial affinity
for the mRNA”.

11.2.2.4 str operon

This operon is named str operon, since a mutation in the first gene encoding S12
(rpsL) can confer resistance against the antibiotic streptomycin (see Chap. 12). The str
operon comprises genes for, in the order, S12, S7, elongation factor G, and one of the
two genes coding for elongation factor Tu (tufA). The repressor protein is S7, which
binds in front of its own cistron after the S12 cistron. The expression of S12 is also
regulated by S7, obviously by “retroregulation” similar to the regulation of L14 and
L24 syntheses (see Sect. 11.2.2.1), whereas overproduction of S7 partially represses
EF-G synthesis and that of EF-Tu only weakly. Expression of S7 is translationally cou-
pled to the synthesis of the preceding S12, but interestingly S12 is also expressed
independent of S7, which is depressing exclusively the coupled translation of both
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proteins [82]. The fact that coupled and independent translation follows distinct
mechanisms is convincing evidence that for translational coupling the ribosome
translating the preceding cistron is continuing the synthesis of the downstream cis-
tron without mixing with the pool of free ribosomal subunits [82, 83].

11.2.2.5 IF3 operon

IF3 operon contains three genes coding for IF3, and ribosomal proteins L35 and
L20. L20 can act as a repressor of the translation of both the cistron encoding L35
and its own cistron by translational coupling. L20-mediated repression requires a
long base-pairing interaction of its polycistronic mRNA, namely between nucleotide
residues within the IF3 cistron and residues just upstream of the L35 cistron. This
interaction results in the formation of a pseudoknot. Springer and co-workers [62, 84]

Figure 11.10 Regulation of the -operon by S4. 
(A) The secondary structure of the nested 
pseudoknot structure in the 5� leader sequence 
of the -operon is illustrated. The RBS is 
underlined with the SD indicated with dots and 

the GUG initiation codon marked with dashes. 
(B) A schematic showing an ‘entrapment’ 
model for regulation of the -operon. This 
figure has been reproduced from Ref. [81].
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showed that L20 causes protection of nucleotide residues in two regions in vitro: the
first region is the pseudoknot itself and the second lies in an irregular stem located
upstream of the L35 cistron (Fig. 11.11). Both regions bind independently to L20 in
vitro, and mutation and deletion studies demonstrated that they are essential for
repression in vivo. Both sites are similar to the L20-binding site on 23S rRNA. This
observation suggests that L20 recognizes its mRNA and its binding site on the 23S
rRNA in a similar way.

11.3 
Conclusion

These few examples demonstrate that the regulation of ribosomal proteins (1)
depends on the synthesis of rRNA, (2) follows a general scheme whereby the repressor
protein binds to its own mRNA and stabilizes one of two conformers, which prevents
the formation of a productive 30S de novo initiation, and (3) that the recognition
mechanism that the repressor protein uses to bind to its own mRNA is unique in
every case, as are the protein–protein interactions. Furthermore, the polycistronic
mRNAs coding for ribosomal proteins are distinct in that the cistron blocked by the
repressor protein initiates via the canonical 30S de novo initiation, whereas the down-
stream cistrons are translationally coupled, as characterized by a 70S initiation type,
where the ribosome translating the preceding cistron melts a secondary structure
that sequesters the ribosomal binding site of the downstream cistron (see Sect. 3.1).

Figure 11.11 Secondary-structure similarities 
between the L20-binding site on the E. coli 23S 
rRNA and on the rpmI mRNA. The putative L20 
binding site on E. coli 23S rRNA was deduced 
from the L20-binding site on 23S rRNA in the 
large ribosomal subunit of D. radiodurans. Thin 
lines and small dots indicate canonical and 
G+U base pairings, respectively; non-canonical 
base-pairings are indicated with large dots. 
Numbering of the terminal nucleotide residues 

on each strand of L20-binding site on 23S rRNA 
is that of E. coli 23S rRNA. Regions of sequence 
similarity between the L20-binding site on 
E. coli 23S rRNA and its own mRNA are boxed. 
Nucleotide residues that contain phosphate 
groups protected by L20 in iodine footprinting 
experiments are indicated by black arrows. The 
relevant features of the pseudoknot structure 
of L20-binding site 1 (stems 1 and 2 and loop 
L1) are also indicated [62]. 
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12
Antibiotics and the Inhibition of Ribosome Function

Daniel N. Wilson

12.1 
Introduction

The protein synthetic machinery is a highly complex apparatus that offers many
potential sites for functional interference and therefore represents a major target for
antibiotics. The knowledge of the structure and function of the ribosome and associ-
ated translation factors has progressed enormously in the past five years, which has,
in turn, accelerated our understanding of the mechanism of drug action. Conversely,
drugs have been used as tools to probe the translation cycle thus providing a means
to dissect further the multitude of steps involved in protein synthesis. In an era
where bacteria are showing an ever-increasing resistance to many clinically relevant
antibiotics the importance to understand their mechanism of inhibition is essential
to the development of novel and more effective replacements. Here we attempt to
provide a summary of the current understanding of how antibiotics functionally dis-
rupt translation, with an emphasis on antibiotics that have been well-characterized
biochemically, and in particular, structurally.

12.1.1 
The Inhibition of Protein Synthesis in Bacteria

The translation machinery ensures accurate conversion of the genetic information
of the messenger RNA (mRNA) into the corresponding polypeptide sequence. The
ribosome provides the platform on which the mRNA can be decoded by transfer
RNAs (tRNAs). Each tRNA carries a specific amino acid, which is faithfully incorpo-
rated into the growing polypeptide chain. Three tRNA-binding sites exist on the ribo-
some: The A-site is the site at which decoding occurs; here the correct aminoacyl-
tRNA (aa-tRNA) is selected on the basis of the mRNA codon displayed at this site.
Before peptide-bond formation, the P-site carries the peptidyl-tRNA, the tRNA bear-
ing the elongating polypeptide chain. The E-site binds exclusively deacylated tRNAs,
i.e., those tRNAs that having undergone peptide-bond formation are ready to exit
from the ribosome (see Chap. 6 for details).

Protein synthesis can be divided into three distinct phases (Fig. 12.1). The initia-
tion phase results in the necessary binding of the first or initiator tRNA to the P-site

Protein Synthesis and Ribosome Structure. Edited by K. H. Nierhaus and D. N. Wilson
Copyright © 2004 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN 3-527-30638-2
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of the ribosome (Chap. 7). The second phase of translation, elongation, involves
the movement of tRNAs in a cyclic fashion through the three binding sites on the
ribosome, where the number of cycles is dictated by the length of the polypeptide
being synthesized (Chap. 8). The first step in the cycle involves binding of the aa-
tRNA to the A-site, which is facilitated by a protein factor EF-Tu. During subsequent
elongation cycles, binding of the aa-tRNA to the A-site releases the E-site tRNA,
maintaining two tRNA per ribosome at any given stage. Peptide-bond formation
proceeds, transferring the entire polypeptide chain from the peptidyl-tRNA in the
P-site to the aminoacyl moiety of the A-site tRNA. Now the ribosome has a pepti-
dyl-tRNA at the A-site and a deacylated-tRNA at the P-site, a situation that is
restored by a process termed translocation. The translocation reaction is catalysed
by a second elongation factor, EF-G, and returns the peptidyl-tRNA to the P-site
(although the peptidyl moiety is now extended by one amino acid) and the deacy-
lated tRNA to the E-site – the outcome being that the A-site is now free to bind the
next aa-tRNA. Thus, in the course of an elongation cycle, the ribosome can be
thought to oscillate between two functional states; the pre- (PRE) and post-trans-
location (POST) states. This oscillation continues until a stop signal in the mRNA

Figure 12.1 Inhibition of the initiation and elongation phases of 
translation by antibiotics. This figure was updated and modified 
from [64].
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enters the A-site triggering the third and final phase, termination. Stop signals
are not generally decoded by tRNAs, but are recognized by protein termination
factors, which function to hydrolyse the peptidyl-tRNA bond and release the trans-
lated polypeptide from the ribosome (termination is discussed in more detail in
Chap. 9).

Every step described above provides a potential target for antibiotics. Indeed, anti-
biotics have been discovered that target almost every step of translation (as illus-
trated in Fig. 12.1), although with differing degrees of specificity. Antibiotics are
defined as low-molecular-weight metabolic products, usually below 2 kDa, which are
produced by microorganisms and inhibit at low concentrations (typically in the µM
range) the growth of other microorganisms. The term antibiotic is used here in the
broader sense to encompass non-natural chemical compounds that exhibit inhibi-
tory effects against particular microorganisms, such as synthetic and semi-synthetic
compounds.

Studies into translation as a target for antibiotics are not recent undertakings and
were well advanced early on, as exemplified by the 100-page review of Gale et al. [1]
in the early 1970s. Since then few new antibiotics have been uncovered, although
numerous “second- and third-generation” derivatives have been developed that are
much more potent than their “first-generation” forefathers. However, our under-
standing of antibiotic action has benefited recently from the exponentially increasing
knowledge and understanding of the ribosome itself. Atomic resolution structures
for the small and large subunits alone and in complex with ribosomal-substrate-
mimics, reveal that the functional centers on the respective subunits are composed
almost entirely of rRNA (reviewed in Refs. [2–6]). Thus, the importance of rRNA
seems paramount for function, whereas ribosomal proteins may have been acquired
somewhat later to “fine-tune” the process.

This is further emphasized by the structures of many small- and large subunit-anti-
biotic complexes (summarized in Table 12.1; reviewed in Refs. [7, 8]), which have
revealed that the binding sites of antibiotics targeting the ribosome are in most cases
composed entirely of rRNA, i.e., there is little or no interaction with ribosomal pro-
teins. This is in accord with the observation that antibiotics generally target the func-
tional centers of the ribosome. Bearing in mind the complexity of the ribosome, it is
surprising that antibiotics target such a limited number of sites on the ribosome – a
generous approximation would be that the antibiotics target 1% of the total volume of
the ribosome (Figs. 12.2A and B). In any case, these ribosome–antibiotic complexes
have furthered our understanding of both ribosome function and antibiotic inhibition
mechanisms enormously. They will be analyzed in more detail as we follow the
process of translation, chronologically with respect to the reaction sequence of a syn-
thesizing ribosome. For each of the antibiotics discussed, the chemical structures are
presented in Appendices A–F in the order they are discussed in.
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Table 12.1 Compilation of pdb files for the antibiotic–ribosome structures

Antibiotic Class Speciesa Res.b (Å) Pdbc  ID Reference

Small subunit

Edeine A Edeine T.t 4.5 1I95 24

Compound 2 Aminoglycoside 2.5 1O9M 235

Gentamycin C1ad Aminoglycoside 1BYJ 74

Geneticind Aminoglycoside 2.4 1MWL 75

Hygromycin B Aminoglycoside T.t 3.3 HNZ 29

Pactamycin Pactamycin T.t 3.4 1HNX 29

Paromomycind Aminoglycoside 1A3M 236, 70

Paromomycind Aminoglycoside 2.5 1J7T 72

Paromomycin Aminoglycoside T.t 3.3, 
3.0

1IBK,

1FJGe

67, 68

Paromomycin + 
ASLPhe/U6-mRNA

Aminoglycoside T.t 3.11 1IBL 68

Paromomycin + 
ASLleu2/U6-mRNA

Aminoglycoside T.t 3.0 1N32 66

Paromomycin + 
ASLSer/U6-mRNA

Aminoglycoside T.t 3.35 1N33 66

Spectinomycin T.t 3.0 1FJGe 67

Streptomycin Aminoglycoside T.t 3.0 1FJGe 67

Tetracycline Tetracycline T.t 3.4 1HNW 29

Tetracycline Tetracycline T.t 4.5 1I97 24

Tobramycind Aminoglycoside 2.5 1LC4 76

Large subunit

ABT-773 Ketolide D.r 3.5 1NWX 143

Anisomycin PTF inhibitor H.m 3.0 1K73 112

Azithromycin Azalide D.r 3.2 1NWY 143

Azithromycin Azalide H.m 3.2 1M1K 145

Blasticidin S PTF inhibitor H.m 3.0 1KC8 112

Carbomycin A Macrolide H.m 3.0 1K8A 145

Chloramphenicol PTF inhibitor D.r 3.5 1K01 127

Chloramphenicol PTF inhibitor H.m 3.0 1NJI 112

Clarithromycin Macrolide D.r 3.5 1K00 127

Clindamycin Lincosamide D.r 3.1 1JZX 127

Dalfopristin Streptogramin A D.r 3.4 1SM1 274

Erythromycin Macrolide D.r 3.5 1JZY 127

Puromycinf PTF inhibitor D.r 3.7 1NJ0 108

Puromycing PTF inhibitor H.m 3.0 1FG0 104

Puromycinh PTF inhibitor H.m 3.2 1FFZ 104

Puromycini PTF inhibitor H.m 3.1 1KQS 104

Quinupristin Streptogramin B D.r 3.4 1SM1 274
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a T.t, D.r and H.m correspond to the thermophilic bacterium 

T. thermophilus, the radiation-resistant eubacterium Deinnoccus 
radiodurans and the archaebacterium Haloarcula marismortui, 
respectively.

b Res. value corresponds to the maximum resolution attained in the 

high-resolution bin. The resolution values for NMR investigations 

are not given.

c Protein data bank (pdb) files for each antibiotic complex can be 

downloaded at http://www.rcsb.org/pdb/ and easily viewed with 

rasmol (http://www.bernstein-plus-sons.com/software/rasmo-

l_2.7.7/ [237]), swiss-pdb-viewer (http://www.expasy.ch/spdbv/ [238]) 

or VMD (http://www.ks.uiuc.edu/Research/vmd/ [239]).

d The structures for these antibiotics were solved in complex with an 

RNA fragment mimic of the decoding center of the 30S subunit.

e These antibiotics have the same pdb number since their structures 

were determined at the same time by soaking crystals in a solution 

containing a mixture of all three antibiotics, streptomycin, 

paromomycin and spectinomycin.

f Puromycin is in the form of ACC-puromycin

g Puromycin attached to a 13 bp minihelix and thus mimics a 

tyrosyl-tRNA acceptor stem

h Puromycin in the form of an analog of A-site aa-tRNA and P-site 

peptidyl-tRNA covalently linked by the tetrahedral carbonyl carbon 

intermediate during peptide-bond formation (Yarus inhibitor)

i The products of the PTF reaction where the A-site has CCA and 

the P-site contains puromycin in the form of CC–Puromycin–

phenylalanine–caproic acid–biotin.

12.2 
Inhibitors of Initiation

The initiation phase in bacteria differs significantly from that in eukaryotes (see
Chap. 7); bacterial transcription and translation are coupled whereas they are
compartmentalized into the nucleus and cytosol of the eukaryotic cell, respectively.
This segregation is responsible for the increased complexity of events preceding
translation initiation itself, these include such processes as mRNA splicing and
transport. The complexity of eukaryotic translation initiation is also reflected by the

Roxithromycin Macrolide D.r 3.8 1JZZ 127

Sparsomycin PTF inhibitor D.r 3.7 1NJN 108

Sparsomycin + 
ASM

PTF inhibitor D.r 3.6 1NJM 108

Sparsomycin + 
CCA-pcb

PTF inhibitor H.m 2.8 1M90 112, 106

Spiramycin Macrolide H.m 3.0 1KD1 145

Telithromycin Ketolide D.r 3.4 1P9X 144

Troleandromycin Macrolide D.r 3.4 1OND 142

Tylosin Macrolide H.m 3.0 1K9M 145

Virginiamycin M Streptogramin A H.m 3.0 1N8R 112

Antibiotic Class Speciesa Res.b (Å) Pdbc  ID Reference
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large number of protein factors required for this event, at least 13 have been identi-
fied so far, whereas in bacteria only three are necessary. In theory, one would think
that this disparity could provide an ideal target for drugs, i.e., specific inhibitors of
bacterial initiation, which should not have any adverse affects on eukaryotic cells.
However, in practice, there are few antibiotics known today that specifically block ini-
tiation and those that have been identified seem to be universal inhibitors of transla-
tion initiation. Surprisingly, it is the drugs that target the conserved functional
centers within the ribosome, such as the decoding site or the peptidyl transferase
(PTF) center that exhibit differential effects across the three kingdoms (several
reasons are discussed below).

Figure 12.2
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Translation initiation by bacterial ribosomes operates through a pre-initiation
complex, consisting of the small ribosomal subunit, mRNA, the initiator fMet-tRNA
and three initiation factors, IF1, IF2, and IF3. Association with the large subunit
releases the remaining IFs, leaving the initiator tRNA at the P-site, ready for A-site
binding (reviewed in Ref. [9]).

There are at least five antibiotics that are commonly referred to as translation-initi-
ation inhibitors. Kasugamycin and edeine both act to inhibit initiator tRNA binding
to the 30S subunit but probably do so via different mechanisms. The exact step of
initiation by pactamycin is unclear: early reports suggest that it allows initiator tRNA
binding to the 30S subunit but prevents association of the pre-initiation complex
with the 50S subunit, although recent analysis suggests that pactamycin is in fact a
translocation inhibitor. The oligosaccharide antibiotics evernimicin and avilamycin
bind the 50S subunit and appear to inhibit association of the pre-initiation complex
with the antibiotic bound 50S subunit, thereby preventing 70S ribosome formation.

12.2.1 
Kasugamycin

Kasugamycin (Ksg) is thought to inhibit the initiation phase of protein synthesis
without affecting elongation [10]. By preventing the binding of fMet-tRNAfMet to the
prospective P-site on the 30S subunit, Ksg prevents the formation of the pre-initia-
tion complex, although the exact mechanism by which this is accomplished remains
to be determined.

In the early 1970s, resistance to Ksg was shown to arise from mutations of a par-
ticular gene, termed ksgA because of the resistance phenotype, later shown to
encode a methylase responsible for post-transcriptional modification of two ade-
nine residues near the 3�-end of 16S rRNA, namely the universally conserved bases
A1518 and A1519 (Escherichia coli numbering is used throughout this chapter,
unless otherwise indicated) [11–13]. These modifications are the only universally
conserved modifications of the rRNAs. A recent study demonstrated that almost
any base mutation at position A1519, but none at A1518, could confer resistance to
Ksg [14]. This same study also identified two other universally conserved 16S rRNA
positions A794 and G926 as conferring Ksg resistance, in agreement with earlier
studies demonstrating that binding of Ksg to ribosomes protected these same bases
from chemical probing (also the reactivity of C795 was found to be enhanced [15];
Fig. 12.2A). It seems unlikely that a single molecule of Ksg could contact all three
regions simultaneously since G926 is located some 15–20 Å from A794 and A1519
in the 30S crystal structure, although contact with the latter two would be possible
since they are only 6–7 Å apart (Figs. 12.3A and B).

Ksg does not inhibit translation of leaderless mRNAs at concentrations where
translation of canonical mRNAs is abolished [16, 17]. (Canonical mRNAs in prokary-
otes are those mRNAs that contain an AUG start codon, upstream of which, is the so-
called Shine and Dalgarno (SD) sequence, a region of the mRNA complementary to
part of the 3�-end of the 16S rRNA called the anti-SD. Base pairing between these two
sequences is thought to help in positioning the start codon in the ribosomal P-site.)
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The implication here is that Ksg cannot inhibit P-site tRNA binding when there is no
mRNA sequence upstream of the start codon. It is interesting to note that addition of
Ksg could remove pre-bound initiator tRNA from 30S subunits, but not from 70S
ribosomes [18]. However, although this is an attractive hypothesis, we note that Ksg
had no effect on SD-anti-SD interactions nor did it influence the function of IF3 [17].

In addition, Ksg may affect the full maturation of the 30S subunit, since overex-
pression of the KsgA methylase (that when knocked out gives rise to KsgR) rescued
a temperature-sensitive strain resulting from deletion of a small GTPase called Era
[19]. Era has recently been implicated in a final step in the assembly of the 30S
subunit, namely the processing of the precursor 17S rRNA to the mature 16S
rRNA [20]. Intriguingly, 61S particles are formed in the presence of low concentra-
tions of Ksg that contain normal 50S ribosomal subunits but reduced 30S particles.
The latter contain 11 instead of 21 S-proteins and are competent in translating lead-
erless mRNAs, but not normal SD-sequence carrying mRNAs [21]. Clearly, determi-
nation of the Ksg binding site on the 30S subunit would provide much needed help
to functional biochemists in elucidating the action of this antibiotic.

12.2.2 
Edeine

Edeine A1 (Ede) is the major active component of one of a number of isomers
produced by the bacterium Bacillus brevis Vm4 and is composed of an N-terminal

Figure 12.3 The nucleotides of the 16S rRNA associated with 
the antibiotic kasugamycin. (A) The rRNA of the T. thermophilus 
30S subunit is shown as a ribbons representation (pale blue) 
with h28 (blue), the 790-loop (green) and the penultimate helix, 
h45 (yellow) highlighted. Bases associated with kasugamycin 
are shown as space fill representation and are detailed in B. 
(B) Close-up of bases associated with kasugamycin: G926 of h28 
(blue), A794 of h24 (green) and A1519 of h45 (yellow). These 
figures were made from pdb 1fjf [271].
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-tyrosine residue attached to a C-terminal spermidine-like moiety (see Appendix A1).
Ede is effective in vitro but not in vivo. In vitro it blocks ribosomes derived from
organisms of all kingdoms. Ede has been shown to inhibit specifically mRNA-
directed binding of aa-tRNAs to both 30S subunits and 70S ribosomes [22]. Consis-
tent with these observations, the footprints on the 16S rRNA corresponded exactly
with those produced by a P-site bound tRNA [23, 15]. Recently, the crystal structure
for Ede bound to the Thermus thermophilus 30S subunit revealed a single binding
site for this antibiotic on the solvent side of the platform sandwiched between h24,
h28, h44, and h45 [24]. Binding of Ede induces base-pair formation between C795
and G693 at the tips of h24a and h23b, respectively [24] (see Figs. 12.4A and B).
Exactly these same residues were protected from chemical probing upon tRNA bind-
ing to the ribosomal P-site [23]. In light of the 70S crystal structure with tRNAs
bound at A-, P- and E-sites [25], it is now clear that these bases are located in the E-
site and not the P-site as first thought. The conclusion being that the protections
most probably result from conformational changes in the rRNA upon tRNA binding
and not through direct interaction with the P-tRNA. This suggests (i) that tRNA
binding at the P-site requires an open conformation regarding the C795-G693 base-
pair, and (ii) because Ede also induced conformational changes in this region, the

Figure 12.4 The binding site of edeine and 
pactamycin on the T. thermophilus 30S subunit. 
(A) The 16S rRNA is shown in ribbons (pale 
blue) with h23 (crimson) and h24 (dark green) 
and ribosomal protein S7 (blue) highlighted. 
The relative positions of edeine (yellow) and 
pactamycin (cyan) are shown with spacefill 
representations. (B) Close-up view of the 
G693-C795 base-pair (dark green and crimson, 
respectively) induced upon edeine (Ede, yellow) 
binding. Other bases indicated are A694 (pink) 

and C796 (pale green). Hydrogen bonding is 
indicated with a dashed blue line. (C) Close-up 
view of the pactamycin (Pct, cyan) bound 
between the tip of h23 and h24. The two distal 
rings of Pct can be seen stacking onto each 
other and the base of G693, whereas the third 
ring inserts into the crevice between the helices 
where it interacts with C795 and C796. All bases 
and helices are coloured as in (A) and (B). 
These figures were made from pdb files 1hnx 
[29] and 1i95[24].
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mode of inhibition of Ede may be indirect, i.e., Ede binding may, by inducing the
closed conformation (C795-G693 base-pair formation) and locking h23-h24 together,
mimic a ribosome already containing a P-site tRNA and therefore prevent the associ-
ated conformational changes necessary for stable binding of tRNA to the P-site.

Furthermore, the observation that the predominant contacts between the P-site
tRNA and the 30S subunit are due to codon–anticodon interactions [25, 272], sug-
gests that the mechanism of action of Ede is to prevent interaction between codon
and anticodon. This is supported by the observation that Ede inhibits the binding of
the encephalomyocarditis virus (EMCV) internal ribosome entry site (IRES) to the
ribosome but not that of the cricket paralysis virus (CrPV), since the former initiates
out of the P-site using Met-tRNAi and eIF2-GTP, whereas the latter initiates out of
the A-site [273].

One effect of Ede that had been previously overlooked was its ability to induce
translational misreading, at levels comparable with those of the classic misreading
antibiotic streptomycin [22]. This represents the first example of an antibiotic that
induces misincorporation events from the E-site, supporting the link between E-site
and translational fidelity proposed by the –  model for elongation (see Chap. 8.1).
Consistently, the introduction of site-specific mutations within S7 or S11, both of
which are located within the E-site connecting the head and platform, also severely
reduced translational fidelity, promoting not only misreading but also frameshifting
and nonsense suppression [26]. The site-specific mutations were located at the inter-
face between S7 and S11 and are therefore involved in forming the channel through
which the mRNA passes, suggesting that the loss of translational fidelity may operate
partly by disturbing the path of the mRNA. Similarly, the base-pair induced by Ede
binding would also be expected to disrupt the path of the mRNA through the E-site.

12.2.3 
Pactamycin 

Pactamycin (Pct) was isolated as a potential anti-tumor agent [27], but subsequently
shown to be equally effective against intact cells of both bacteria and eukaryotes
therefore limiting its clinical use. Although Pct was extensively studied during the
1960s and 1970s, the exact mode of Pct action remained unclear (reviewed in
Ref. [28]). Pct is termed an initiation inhibitor since, under certain conditions Pct
has been observed to cause an accumulation of putative pre-initiation complexes
when in the presence of crude initiation factors. The conclusion from these experi-
ments was that fMet-tRNA binding to the 30S subunit was not inhibited but that
association of the pre-initiation 30S complex with the 50S subunit to form a 70S
ribosome was prevented, possibly due to a non-functional P-tRNA orientation. However,
these observations were inconsistent with reports where pre-initiation complexes
associate to form 70S ribosomes although they were non-functional for translation.
Furthermore, in eukaryotes, multiple studies observed accumulation of di- and
tripeptides suggesting that Pct targeted, not initiation, but an early elongation step
(see Ref. [28]). 
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The crystal structure of the 30S subunit from T. thermophilus in complex with Pct
has been resolved to 3.4 Å [29]. A single binding site determined on the 30S sub-
unit revealed that the two distal rings of Pct stack upon each other and with G693 at
the tip of h23b of the 16S rRNA, whereas the central ring interacts with C795 and
C796 in h24a [29] (Fig. 12.4C). Pct, bound in this position, mimics a dinucleotide of
the mRNA in the E-site leading to the proposal that Pct disrupts the path of the
mRNA through the ribosome. The implication being that translocation of tRNAs
into the E-site may be prevented or may cause the tRNAs to drop off the ribosome.

To understand further the target of Pct inhibition, a systematic study analyzing the
effect of Pct on each step of initiation and elongation was performed recently [22].
Surprisingly, Pct exhibited no inhibitory effect during the initiation stage of transla-
tion, subunit association nor on A-site binding. The site of action seemed to be
translocation of the A and P-tRNA to the P and E-sites. What was unusual was that
translocation inhibition was markedly influenced by the tRNA species, such that
translocation of Met-tRNA, Val-tRNA or Lys-tRNA was significantly inhibited yet
when Phe-tRNA was present little or no inhibition was observed. This was then
shown to be consistent with the lack of inhibition of Pct on poly(U)-dependent
poly(Phe) synthesis but the severe inhibition of Pct on poly(A)-dependent poly(Lys).
In conclusion, these results suggest that Pct should not be referred to as an initia-
tion inhibitor, but in fact as an early elongation or translocation inhibitor. 

Since the binding site of Pct maintains the C795 and G693 bases in an open confor-
mation, whereas the presence of Ede induces a closed conformation, viz. a Watson–
Crick base-pair, the relationship between these two antibiotics was investigated [22].
This study could demonstrate that the inhibition by Ede of fMet-tRNA binding to
30S subunits could be relieved with increasing concentrations of Pct. Similarly, the
inhibition of binding of AcPhe-tRNA to the P-site of 70S ribosomes by Ede could
also be alleviated by addition of Pct. This led to the proposal that P-site tRNA bind-
ing is regulated by the conformation of the C795-G693 basepair and illustrates how
studies into antibiotic action yield insight into fundamental mechanisms of ribo-
some function.

12.2.4 
Evernimicin and Avilamycin

The orthosomycins evernimicin (Evn) and avilamycin (Avn) are oligosaccharide
antibiotics that exhibit excellent activity against a broad range of Gram-positive
bacteria. Evernimicin (SCH27899) was isolated from Micromonospora carbonaceae
and was trialed as therapeutic agent by Schering-Plough under the name Ziracin.
Resistance to these antibiotics has resulted from mutations in ribosomal protein
L16 [30–33] and in H89 and H91 of the 23S rRNA [34–36], suggesting that both anti-
biotics bind the large ribosomal subunit. In agreement, chemical footprinting of
Avn on the 23S rRNA identified residues A2482 in H89 and A2534 in H91 [36]
whereas the same technique identified these bases, amongst others, within the
same helices using Evn [35]. Furthermore, position G2470 is methylated by EmtA,
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a methyltransferase – the effect of which is to confer resistance to both Avn and
Evn [37] (see Table 12.2 and Fig. 12.2B). The locations of H89, H91 and L16 are in
close proximity to each other in the crystal structures of the large subunit [38, 39],
being located towards the base of the ribosomal stalk, some distance from the tunnel
and PTF center – the “hotspots” for antibiotic interference on the 50S subunit (Figs.
12.5A and B). These are the only known antibiotics to interact with this region of the
ribosome, thus explaining the previous observations that bacteria resistant to numerous
other antibiotics show no cross-resistance to Evn or Avn as well as the observation
that other ribosomal antibiotics do not compete with Evn for ribosome binding [40].

Interestingly, H89 has also been associated with initiation factor IF2, namely, the
protection of positions A1476 and A2478 by IF2 from chemical probing when the
modifying agent dimethylsulfate was used [41]. Belova et al. [35] proposed that Evn
specifically inhibited IF2-dependent formation of a 70S initiation complex, but since
the assay that was employed monitors only the transfer of f[3H]Met to puromycin, it
was not possible to determine whether Evn actually inhibits subunit association or
whether association occurs, but the fMet is not in the correct orientation for transfer to
puromycin. The former seems most probable given that in vivo brief incubation of
bacterial cells with Evn reduced the amount of 70S ribosomes. In agreement with

Table 12.2 Evernimicin- and avilamycin-resistant mutations in L16 and 23S rRNA

a Although E. coli numbering is given for convenience, the spontaneous

resistance mutations were generally detected in other organisms such

as Streptococcus pneumoniae, S. aureus and  H. halobium.

Antibiotic Ribosomal 
component

Mutation position Detectiona Reference

Evn L16 R51H, I52T, R56H Spontaneous 33

Evn L16 I52S, I52T, I52N, R51C Spontaneous, 
engineered

31

Evn L16 R51C, R51H Spontaneous 32

Evn/Avn L16 R56H, R56H, I52T, I52S Spontaneous 30

Evn 23S rRNA A2469C, C2480T, 
G2535A, G2536C

Spontaneous 34

Evn 23S rRNA G2535A Spontaneous 33

Evn 23S rRNA A2471G, A2471C, A2478C, 
U2479C, C2480A, C2480U, 
G2527A, U2528C, and G2535A

Spontaneous, 
Two were also 
engineered

35

Evn 23S rRNA A2468, A2469, A2476, A2478, 
A2482 in H89 and A2534 was 
protected in H91

Footprinting 35

Avn 23S rRNA G2470U, A2471G, G2472U, 
U2479C, C2480U

Spontaneous 36

Avn 23S rRNA A2482 (H89)
A2534 (H91) 

Footprinting 36
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this proposal, in vitro assays with Evn did not inhibit peptidyl-transferase activity in
the absence of IF2 nor did Evn prevent pre-initiation complex formation [35].

It should also be noted that Evn has also been shown to inhibit specifically assem-
bly of the 50S subunit. However, this assembly inhibition required a 50% inhibitory
dose some 10 times higher than that required to inhibit protein synthesis indicating
that ribosome function is the primary target of the drug [42]. There are numerous
antibiotics that are much more efficient inhibitors of ribosome assembly and they
are the subject of the next section.

12.2.5 
Antibiotic Inhibitors of Ribosome Assembly

It is becoming clear that a large number of antibiotics that have been well character-
ized as protein synthesis inhibitors, also double as inhibitors of ribosomal subunit
assembly (reviewed in Ref. [43]). In the past few years the list has been growing rapidly
and now includes representatives of the entire MLSB class of 50S subunit inhibitors,
i.e., macrolides, lincosamides and streptogramin B compounds [42], as well as many
antibiotics that target the 30S subunit, such as members of the aminoglycoside
family [44]. A number of clinical relevant antibiotics fall into these categories

Figure 12.5 The putative binding site of Evernimicin and 
Avilamycin on the 50S subunit. (A) Regions associated with 
resistance to Evn and Avn are highlighted on the H. marismortui 
50S subunit (PDB1KQS; [107]). Ribosomal RNA shown in ribbons 
with H89 (purple) and H91 (cyan) and ribosomal proteins 
coloured dark blue except L10e (L16 homolog) which is coloured 
yellow. Positions of L10e and H89/H91 associated with resistance 
to Evn or Avn are indicated in red spacefill. The products of the 
PTF reaction in the A site (dark green) and P site (light green) are 
provided as a reference for the PTF center. (B) Close-up of (A), 
showing only H89, H91, L10e and, as a positional reference, the PTF 
products bound at the PTF centre. Coloured as in (A), except here 
the bases of H89 and H91 that are associated with resistance to 
Evn/Avn are coloured in purple and cyan respectively.
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emphasizing the importance of understanding the dual action of these drugs to
develop more effective inhibitors; examples include both 14-/15- (erythromycin
and semi-synthetic derivatives azithromycin, clarithromycin, and roxithromycin)
and 16-membered macrolides (tylosin and spiramycin), the ketolide antibiotics, the
lincosamides lincomycin and clindamycin, the oxazolidone linezolid and also the
medically important aminogylcosides (see later sections for more information on
these antibiotics).

The importance of the inhibition of subunit assembly is determined by measuring
the effect of each antibiotic on both protein synthesis and subunit assembly over a
range of antibiotic concentrations. In almost all cases the IC50 for translation inhibi-
tion was precisely half the IC50 required for blocking subunit assembly (see
Table 12.3; [43]), suggesting that the inhibitory effects on translation and subunit
assembly are equivalent. The reasoning is that since subunit assembly is a prerequi-
site for active ribosomes, an IC50 for subunit assembly will reduce the number of
translationally active ribosomes by half and therefore the IC50 for translation will be
exactly half that observed for subunit assembly. The exception was evernimicin,
which, as mentioned previously, required a 13-fold higher concentration to inhibit
subunit assembly than that required for translation inhibition.

Furthermore, most of the antibiotics tested specifically inhibited assembly of only
one ribosomal subunit, such that antibiotics that inhibited 50S subunit formation
exhibited no inhibition on 30S subunit assembly and vice versa.  Subunit inhibition
also correlated with the known inhibitory action on translation of each antibiotic, for
example, the macrolide erythromycin, which has been shown to obstruct the pro-
gression of the nascent chain by binding within the tunnel of the 50S subunit (see
Sect. 12.3.2.4), inhibited 50S subunit formation without influencing 30S subunit
formation [45]. Likewise, the aminoglycoside neomycin and a closely related deriva-
tive paramomycin (both of which induce translational misreading by binding within
the decoding center of the 30S subunit; see Sect. 12.3.1.2), were shown in vivo to
reduce 30S subunit formation without effecting 50S subunit assembly [44]. In con-
trast, antibiotics, such as chloramphenicol, a potent peptidyl-transferase inhibitor,
were shown to inhibit formation of both ribosomal subunits in a non-specific fash-
ion. Although this is also true of streptogramin A class (e.g. virginiamycin M and

Table 12.3 Antibiotics IC50 for translation and subunit assembly [43]

Half-inhibitory concentration IC50 (µg ml–1)

Antibiotic Translation Assembly

Erythromycin 0.17 0.36

Azithromycin 2.5 5.0

Clarithromycin 0.075 0.15

ABT773 0.02 0.035

Telithromycin 0.04 0.08

Evernimicin 0.03 0.4

Linezolid 0.3 0.6

TAN1057A 4.5 9.0
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CP36926), the streptogramin B antibiotics (e.g. pristinamycin IA, virginiamycin S
and CP37277) inhibit only 50S subunit formation – a difference not necessarily
unexpected since the streptogramin A and B class are not structurally related.

Recently, experiments were undertaken to determine the mechanism of inhibi-
tion on subunit assembly [46]. Cells were treated with radiolabelled erythromycin
and then the 70S ribosomes and subunits were separated from one another on a
sucrose gradient and their radioactive content determined. The results revealed that
erythromycin bound both the mature form of the 50S subunit as expected but also
an assembly intermediate found to contain the 23S and 5S rRNAs and 18 of the 34
ribosomal proteins found in the E. coli 50S subunit. Importantly, the binding sto-
ichiometry of each interaction was 1 :1. Therefore, it seems likely that during an
early stage in the assembly of the 50S subunit, a binding site is formed, perhaps the
same or similar one to that in the mature subunit, to which erythromycin binds.
Binding of erythromycin might prevent either conformational changes in the pre-
cursor particle, or the binding of additional ribosomal proteins, necessary for fur-
ther assembly. This mode of inhibition is likely to be transferable to other
antibiotics, especially other macrolides (and ketolides), and also to the structurally
unrelated lincomycins, all of whose binding sites overlap to a large extent (see Sect.
12.3.2). Furthermore, 30S subunit assembly progresses through intermediates (see
Sect. 3.1); therefore, by applying the same model for assembly inhibition, one
would predict that small subunit assembly is stalled at a precursor stage, perhaps
formation of the 21S particle.

12.3 
Inhibitors of the Elongation Cycle

Following initiation, the ribosome is “primed” with an initiator tRNA at the P-site
(fMet-tRNA in bacteria and Met-tRNAi in eukaryotes and archaea) and displays a
codon at the A-site specific for one species of tRNA. (A species of tRNAs is defined
by the anticodon it bears as opposed to the amino acid. This is because there are a
set of tRNAs that are charged with the same amino acid although they bear distinct
anticodons. See Chap. 4.1 for more information.) This is a unique situation for a
ribosome since it has only a single tRNA bound, i.e., the A and E-sites are free. Bind-
ing of a tRNA to the A-site in this situation is termed A-site occupation of the initia-
tion type (i-type). In all subsequent rounds of elongation, the ribosome will always
carry two tRNAs, either an A- and P-tRNA in the PRE or a P- and E-tRNA in the
POST state. Binding of a tRNA to the A-site of the latter is termed A-site binding of
the elongation type (e-type). For some antibiotics, this distinction is irrelevant, for
example, tetracycline inhibits both states, but for others it is not, as exemplified by
the differential inhibition observed by various antibiotics including aminoglyco-
sides, thiostrepton and viomycin [47].

The elongation cycle can be thought of as the heart of protein synthesis and as
such is the prime target of the majority of antibiotics identified to date. Because of
the diversity and “ingenuity” of the action of the vast array of studied antibiotics,
each step of inhibition will be subdivided into distinct categories for convenience,
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although it is acknowledged that some antibiotics can be classified into more than
one category.

12.3.1 
Antibiotic Action and A-site Occupation

The first step of the elongation cycle involves A-site occupation. Binding of tRNA to
the A-site can be separated into two consecutive steps: (i) An initial step involving
the binding of the ternary complex aa-tRNA•EF-Tu•GTP to the ribosome, during
which only parts of the anticodon stem-loop of the incoming tRNA is in the A-site
proper (discussed in more detail in Chap. 8.2), and (ii)  a second step involving the
hydrolysis of GTP to GDP by EF-Tu and dissociation of EF-Tu from the ribosome,
which in turn releases the CCA end of the tRNA enabling it to move into position on
the 50S subunit. The outcome being that the tRNA is now fully “accommodated”
into the A-site. 

Antibiotics inhibit or impair A-site occupation in a number of ways. Tetracycline
inhibits the conversion between the first and second binding steps, i.e., prevents full
accommodation of the A-site tRNA, which results in the loss of the tRNA from the
A-site. In contrast, streptomycin and the aminoglycoside family of antibiotics could
be said to “encourage” binding of tRNAs to the A-site, regardless of whether they are
cognate for the codon being displayed there. Finally, there is a subset of antibiotics
that interfere with EF-Tu function in a significantally different way; for example, the
ribotoxins sarcin and ricin prevent binding of EF-Tu to the ribosome, while the anti-
biotic kirromycin has the exact opposite effect to prevent EF-Tu dissociation.

12.3.1.1 Tetracycline: An Inhibitor of A-site Occupation

Although tetracycline (Tet) was introduced into medicine as early as 1948, it is only
recently that the inhibitory mode of action of this antibiotic has become clear. Dur-
ing protein synthesis, Tet is an inhibitor of the elongation cycle, where it specifically
prevents binding of tRNA to the A-site. Though non-enzymatic binding (without EF-
Tu) of tRNA to the A-site is totally inhibited, the first step of tRNA binding in the
form of the ternary complex aa-tRNA•EF-Tu•GTP is possible. However, upon hydrol-
ysis of GTP to GDP by EF-Tu the incoming tRNA is lost from the ribosome. 

Recently, two independent crystallography groups solved the structure of the
30S subunit in complex with Tet [29, 24]. In one of the studies two binding sites
were identified [29], whereas the other identified six, two of which were equivalent
to those of the first study [24] (Fig. 12.6A). Since the inhibitory effect of Tet is pre-
sumed to result from binding at a single high-affinity site on the ribosome the task
now is to decide which of the identified sites is the biologically relevant inhibitory
site. Mounting evidence suggests that the highest occupancy site in both struc-
tures is the relevant one and will be referred to hereafter as the primary binding
site (Tet-1 in Ref. [24]). In contrast, it seems probable that the contribution made
by the secondary (Tet-5 in Ref. [24]) and lesser-occupied sites to inhibition of A-site
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binding are negligible, although they do explain the previously inexplicable and
often contradictory data for Tet obtained via a variety of biochemical techniques.

In both structures, the primary binding site encompasses the irregular minor
groove of h34 and the loop of h31, thus placing Tet directly in the decoding center of
the A-site (Fig. 12.6A, B). From this position, Tet was proposed to interfere sterically
with a tRNA bound at the A-site. Since the binding mode of the aa-tRNA when in the
form of a ternary complex was notably different in orientation to that of the final
accommodated state (see Sect. 12.3.1.3 for more details), this explains why the initial
binding step of the ternary complex was not inhibited by Tet. Therefore, it is con-
ceivable that upon release of the aa-tRNA from the ternary complex (concomitant
with GTP hydrolysis and EF-Tu dissociation from the ribosome) the aa-tRNA falls off
the ribosome, since it is only bound weakly to the ribosome through codon–antic-
odon interactions. The position of Tet in the primary binding site sterically prohibits
the accommodation step causing the aa-tRNA to fall-off of the ribosome. This also
explains why non-enzymatic binding is inhibited directly.

Figure 12.6 The primary and secondary tetracycline binding 
sites on the 30S subunit. (A) Overview of the primary and 
secondary tetracycline binding sites (pdb 1hnw) [29], with 
h34 (blue), h31 (dark green), h18 (light green) h27 (cyan) and 
h44 (yellow) high-lighted. (B) In the primary binding site the 
charged or polar face of Tet makes contact exclusively with 
the phosphate backbone of the 16S rRNA (positions G1053, 
C1054, 1195-1198 of h34 (blue) and 966 of h31 (green); note 
that position A965 and the base of U1196 are omitted for 
clarity), except for stacking interaction with the base of G1054. 
(C) The secondary Tet binding sites differ significantly between 
the two independent studies and are shown in red [29] and 
yellow [24] with h11 (light blue) and h27 (cyan).
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Moreover, the primary binding site best fulfils the plethora of biochemical data
supporting it as the biological inhibitory one: 

1. In the primary Tet binding site some interactions between Tet and the 16S
rRNA are mediated through a bound magnesium ion (Fig. 12.6B) which may
explain the magnesium dependence that has been observed with Tet inhibi-
tion [48].

2. Tet interacts with the rRNA using the charged face of the molecule whereas
the more hydrophobic face protrudes into the intersubunit space (Fig. 12.6B).
Consistently, substitutions generated along the hydrophobic face are gener-
ally tolerated (with the exception of the 4-dimethylamino group), while substi-
tutions along the charged face result in loss of antibacterial activity [49].

3. While Tet derivatives that bind the ribosome and inhibit protein synthesis
always enhance the DMS reactivity of bases associated with the primary site
(for example, C1054 and U1052 in the 16S rRNA), only a subset protects
bases associated with the secondary sites (A892) [50].

4. Single-site mutations that confer resistance to Tet are in close proximity to the
primary binding site, such as the 16S rRNA mutations discovered in Helico-
bacter pylori and Propionibacterium acnes [51-53].

5. The ribosome protection protein Tet(O) binds to the ribosome in the vicinity
of the primary binding site and confers resistance to Tet by chasing Tet specif-
ically from this site [54] (this is discussed in more detail in Sect. 12.5.6).

It should be noted that the position of the secondary binding site is often regarded
as the other most probable candidate for the inhibitory action of Tet because of its
position in the so-called switch region of the ribosome (discussed in more detail in
Sect. 12.3.1.2). This region was initially thought to be important for translational
fidelity [55], but similar experiments with yeast ribosomes could not confirm this
conclusion [56]. In any case, for the reasons mentioned above, its contribution to
antimicrobial activity is likely to be less significant. In addition, it is noteworthy that
the binding positions of the secondary sites, although being similar between both
studies, are upon closer inspection notably different (Fig. 12.6C). 

With regard to the broad spectrum of action of Tet, i.e., the observed inhibition of
in vitro translation across all kingdoms, there is agreement with the interaction of
Tet on the 30S, at least for the primary binding site, since the interactions of the Tet
molecule are almost entirely composed of interactions with the sugar-phosphate
backbone of the rRNA. The single interaction with the base of a nucleotide is via
stacking interactions, and therefore does not discriminate between the type of base
(Fig. 12.6B). As a corollary, the base mutations that give rise to Tet resistance are
usually not associated with the strand containing the stacked bases, but the oppo-
site strand and therefore resistance clearly results from conformational changes
that disturb the Tet binding pocket. Other mechanisms that give rise to Tet resis-
tance are reviewed in Ref. [57] and discussed in more detail in Sect. 12.5.6. In spite
of its universal inhibition of ribosomes from all organisms, its wide use in medi-
cine is due to the fact that the drug penetrates bacterial cell walls easily in contrast
with those of eukaryotic cells.
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The increasing incidence of bacterial resistance to the Tet group of antibiotics has
led to a decline in their medical usage, which, in turn, has led to a new drive to find
novel Tet derivatives. Although attempts were well underway since the discovery of
chlortetracycline (reviewed in Ref. [49]), only the recently developed third-generation
glycylcyclines look to fulfill their promise (reviewed in Ref. [58]). The glycylcyclines
are derivatives of minocycline (7-demethylamino-6-demethyl-6-deoxy-tetracycline)
and contain various substitutions at position 9 of the molecule (see Appendix B1 for
structure comparisons). Of particular interest are DMG-MINO (9-(N,N-dimethylgly-
cylamido)-minocycline), DMG-doxycycline, DMG-DMDOT (9-(N,N-dimethylglycyla-
mido)-6-demethyl-6-deoxytetracycline), all of which retained antimicrobial activity
and were even effective against some bacterial strains bearing tet resistance genes.
Reports showed that these derivatives bound more effectively to the primary binding
site than Tet, resulting in a 10-fold increase in potency for inhibition [59, 60], per-
haps explaining why the ribosomal protection proteins are ineffective against these
drugs. Recent interest has focused on one particular derivative, tigecycline or GAR-
936 (also called TBG-MINO or 9-(t-butylglycylamido-minocycline)), which is cur-
rently undergoing Phase II clinical trials. In a recent study, strains resistant to both
DMG-MINO and DMD-DOT were discovered (all with mutations in genes encoding
Tet efflux proteins). These strains were susceptible to tigecycline; however, screen-
ing for resistant mutants uncovered strains with mutant efflux proteins conferring
up to 4-fold higher resistance to tigecycline [61].

12.3.1.2 Antibiotics Affecting the Fidelity of Translation

The ribosome misreads 1 in ~3000 codons [62]. This effectively means that for every
3000 correct amino acids introduced into nascent polypeptides only one single erro-
neous amino acid is incorporated. This intrinsically low rate of misincorporation
ensures that almost every protein produced by the ribosome is functionally active.
The mechanism by which the ribosome successfully accomplishes this feat of trans-
lational fidelity has been solved at atomic resolution (see Sect. 8.2). In short, the ribo-
some monitors the stereochemical interactions between the A-site codon of the
mRNA and the anticodon of the tRNA, to distinguish correct (cognate) from incorrect
(near- or non-cognate) codon–anticodon interactions.

The aminoglycosides, i.e., streptomycin and the gentamycin, kanamycin, and neo-
mycin families, interfere primarily with A-site occupation of the e-type, but not with
that of the i-type [47]. These antibiotics commonly stimulate misreading, resulting
in the incorporation of an incorrect amino acid. The increased misincorporation
(=1 :100) is not responsible for the bactericidal effect per se. (Note that a drug is bac-
tericidal if it kills the cells rather than the usual blocking of growth, which is termed
a bacteriostatic effect.) This is indicated by the fact that some mutants of the riboso-
mal protein S4 impair the accuracy of protein synthesis to a similar extent without
affecting cell viability. Instead, the bactericidal effect is probably due to the block-
age of A-site occupation of the e-type (both P and E-sites are occupied, see Fig. 12.1),
i.e., the transition from the POST to the PRE state of the ribosome is blocked. Neo-
mycin and hygromycin additionally impede the movement in the reverse direction
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(from PRE to POST), viz. the translocation reaction. Similarly, blockage of the tran-
sition between the PRE and POST states in either direction has also been observed
with the translocation inhibitors thiostrepton and viomycin [47].

Streptomycin

Streptomycin (Stp) is one of the most extensively investigated antibiotics known to
directly interact with the ribosome. Stp is structurally related to the aminoglycoside
family of antibiotics and exhibits the same classical hallmark, i.e., it induces transla-
tional misreading. Despite these common features, streptomycin binds to a distinct
site on the ribosome and therefore mediates its inhibitory and misreading effects by
an unrelated mechanism. For this reason streptomycin is treated separately from the
other aminoglycosides. The amount of biochemical and structural data relating to
this antibiotic that have accumulated over the past 50 years of study is immense, yet
the mechanism of inhibition remains to be completely deciphered.

Stp has been co-crystallized in a complex with the 30S subunit of T. thermophilus
[63]. In excellent agreement with much of the biochemical data (discussed in detail
in Ref. [64]) Stp has a single binding site on the 30S subunit that connects helices
from all four different domains of the 16S rRNA, namely h1 (nts 13), h18 (526), h27
(915) and h44 (1490) and makes interactions with ribosomal protein S12 (Fig. 12.7).
Interestingly, streptomycin interacts only with the sugar-phosphate backbone of the
16S rRNA, i.e., there are no base-specific interactions. A number of the mutations in
the ribosomal protein S12 that confer resistance to, and in some cases even depen-
dence on, Stp map within the loop of S12 that directly contacts the molecule (see
Table 12.6, with the exception of K53 which contacts h44). Of these mutations, only
position K42 directly interacts with Stp, forming a hydrogen-bond with ring I,
explaining why mutation of this residue to Arg (R) or Gln (Q) confers resistance.
Mutations in other ribosomal proteins, mainly S4 and S5, were found to reverse the
Stp-dependent phenotype of the S12 mutations [65]. Ribosomes containing one of
the S12 mutations are hyperaccurate in tRNA selection (with the exception of the
K42R resistance mutant, which does not alter translation accuracy), i.e., they restrict
errors. In contrast, the S4 or S5 mutants are characterized as error-prone or riboso-
mal ambiguity mutants (ram). The same interplay in controlling accuracy is also evi-
dent when the yeast Saccharomyces cerevisiae harbors the analogous mutations in the
equivalent proteins. It follows that the accuracy balance exerted by S12 versus S4 and
S5 has been conserved during 2 billion years of evolution underlining its importance
for all ribosomes.

The first real insights into the action of, and resistance to, Stp were concurrent
with a better understanding of the ribosomal changes associated with tRNA selec-
tion. Comparison of 30S subunit crystal structures bound with codon and antic-
odon, in one case cognate to the codon and in the other, near-cognate, led to the
proposal that selection of the correct or cognate tRNA by the ribosome requires a
transition from an open to a closed form [66] (discussed in more detail in
Chap. 8.2). Stp binding stabilizes the closed form and, by doing so, explains the
lower translational fidelity. Transition into the closed form involves (i) disruption of
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multiple interactions at the interface between S4 and S5 and (ii) establishment of
salt-bridge interactions between S12 and either h44 or h27 of the rRNA. Consis-
tently, (i) mutations in S4 and S5 that promote formation of the ram state would also
lead to disruptions at this interface, suggesting that the observed error-prone pheno-
type stems from partially inducing the closed form and (ii) mutations in S12 that
block salt-bridge formation may destabilize the closed form and thus confer resis-
tance (or in some cases even dependence on the drug). The antagonistic effects of
the S4/S5 ram mutants to destabilize the closed form, and the S12 streptomycin-
resistant mutants to stabilize it, rationalizes the compensatory effects observed on
translational fidelity.

Distinct from the open and closed forms, the ribosome has also been proposed to
exist in two distinct states, the ram state, which as mentioned above is stabilized by
Stp or established by mutations in S4 or S5, and the restrictive state as seen in S12
mutants. The ram state is characterized functionally by a large decoding error
caused by a high affinity for aa-tRNAs, and was thought also to be achieved by base-
pairing of the bases 885–887 with 912–910 in h27 [55]. If the base-pairing in the
“switch region” is shifted by three nucleotides so that 912–910 now base-pairs to

Figure 12.7 The streptomycin binding site on 
the 30S subunit. (A) Overview Streptomycin 
binding site (pdb 1FJG)[63] with streptomycin 
in red space-fill. The 16S rRNA is in ribbons 
with h1 (cyan), 530 loop or h18 (green), h27 
(yellow), h28 (magenta) and h44 (dark blue) 
and ribosomal protein S12 (dark green) illus-
trated. (B) Detailed view of the streptomycin 
binding site. Streptomycin (red) interacts 
exclusively with sugar-phosphate backbone 

of the 16S rRNA and in doing so locks 
together all four of the 16S rRNA domains, 
namely, the 5´domain (U14 in h1), the 
central domain (G526 and C527 in the 
530 loop), 3´ major domain (A913 and 
A914 in h27/h28) and 3´ minor domain 
(C1490 and G1491 of h44). Lysine 45 of 
S12 interacts with ring I of streptomycin 
and also the phosphate oxygen of A913. 
All colours are as in (A).
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888–890, the ribosome was believed to reside in a restrictive state [55]. However, this
latter state has not been observed in any of the 30S crystal structures determined to
date; in particular, it was not observed in either the closed or open forms, both of
which had the 885–887/912–910 base-pairing combination. Furthermore, the
importance of this proposed switching mechanism involving universally conserved
bases is questionable, since it was shown not to play a role in yeast [56].

Aminoglycosides (2-deoxystreptamines)

Aminoglycosides can be divided into two categories based simply on whether they
contain a 2-deoxystreptamine (2-DOS) group or not. Aminoglycosides that target the
ribosome predominantly fall into the former class and can be further sub-classified
depending on the substitution pattern of the 2-DOS ring, namely, those having
sugar rings at position 4 (as for apramycin), both 4 and 5 positions (such as the neo-
mycins (neo), paramomycins (Par) and ribostamycins) or 4,6 di-substituted (for, e.g.,
gentamycin, kanamycin (Kan) and tobramycin) as seen in the Appendix C1. The
amino groups, which are protonated at neutral pH, make them positively charged
molecules with high affinity to RNA – a property that was at one time exploited to
recover RNA molecules from solution by centrifugation.

Paromomycin (Par) has been solved in complex with the complete 30S subunit
[66–68] and also at higher resolution using short rRNA fragments mimicking their
binding site on the ribosome [69–72]. The latter technique has also been success-
fully used to solve the structures of the binding site with a number of 4,6-disubsti-
tuted aminoglycosides (reviewed in Ref. [73]), namely, gentamycin C1a [71, 74] and
the closely related Geneticin (also called G418 or gentamycin G; [75]) as well as
tobramycin [76].

These structures show that the aminoglycoside family of antibiotics target an
internal loop in h44 within a region referred to as the decoding site (A-site on 30S,
see Fig. 12.8). Binding of aminoglycosides induces conformational changes in the
ribosome, first evident from the altered reactivity to modifying agents of nucleotides
A1408 and G1494 within this region [23]. The aminoglycoside-bound conformation
has a higher affinity for the codon–anticodon complex, which increases the selection
of near-cognate tRNAs [77], thereby explaining the decrease in translational fidelity
in the presence of this class of antibiotics, as first observed in the 1960s (reviewed in
Ref. [28]).

In detail, binding of Par within the decoding center induces the universally con-
served residues A1492 and A1493 (green) to flip out of h44 (Figs. 12.8A and B), in a
fashion reminiscent to that observed during aa-tRNA binding to the A-site [68]. This
conformational change results from the insertion of one (ring I) of the four rings of
Par into h44. By doing so, ring I mimics a nucleotide base, stacking against G1491
and forming a hydrogen-bond from the 6�-OH of ring I with the N1 position of
A1408. The stability of this conformation is strengthened further by hydrogen-bond-
ing between ring I and the backbone of the flipped out A1493.
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As discussed in Chap. 8.2, the formation of correct codon–anticodon interactions
is monitored by the formation of A-minor interactions between A1492 and A1493
with the codon–anticodon helix. Presumably, the energy required to flip out A1492
and A1493 during decoding is compensated for by interactions established with the
codon–anticodon helix, thus stabilizing this conformation [68]. In the presence of
near-cognate tRNA, the prediction is that these compensatory interactions are insuf-
ficient to stabilize the flipping out of A1492 and A1493 and, thus, A-site accom-
modation does not occur. However, in the presence of Par, the uncompensated
losses of energy are absorbed by Par that has already induced A1492 and A1493 to

Figure 12.8 Overview of the aminoglycoside paromomycin 
binding site on the T. thermophilus 30S subunit (pdb 1ibk; [68]). (A) 
Ribbons representation of 16S rRNA (light blue) and ribosomal 
proteins (dark blue) with h44 high-lighted in yellow 
and the flipped out A1492 and A1493 in green. Paromomycin is 
shown in red spacefill representation bound at the top of helix 
44. (B) Close-up view of paromomycin site binding site within 
h44. The different strands of h44 are coloured yellow (1400-1410) 
and gold (1490-1496) and paromomycin is red. Note the ribbon 
representation is broken on one strand between 1491-1494. 
(C) Close-up view of the bases associated with the paromomycin 
binding site. The flipped out bases of A1492 and A1493 (green), 
the G1491-C1409 base-pair that forms the shelf upon which 
ring I sits (pale blue and pink respectively) as well as U1405 
(yellow) and G1494, U1495 and G1496 (orange). Hydrogen bond 
interactions are indicated with a dashed line, for example, in the 
Watson-Crick 1405-1496 base pair. Paromomycin is coloured 
red.
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flip out and has stabilized them in this open conformation. The outcome being that
a near-cognate tRNA becomes fully accommodated into the A-site and thus results in
mis-incorporation of an amino acid (reviewed in Ref. [78] and also discussed in Sect.
8.2.3).

Comparison of the structures for the aminoglycosides complexed with the 30S
subunit and with the decoding site rRNA fragment reveal their striking similarity,
especially with regard to the position in the A-site of the common neamine core
(rings I and II) of the 4,5- and 4,6-disubstituted varieties. This latter point is consis-
tent with the conclusion that the neamine core is sufficient for A-site binding [15, 79].
Furthermore, despite differences in the specific contacts between the aminoglyco-
side subclasses and the rRNA – resulting from both the different position of substi-
tuted ring III and also the different substitutions at each position within the rings
themselves – the number of contacts remain equivalent, for example, direct hydro-
gen-bonds from ring III in one subclass are replaced by water bridges in the
other [76]. Similarly, Par forms hydrogen-bonds with the 3�- and 4�-OH from ring I
with G1491, whereas the gentamycin C class have methyl groups in this position;
thus the hydrogen-bonds are replaced by hydrophobic interactions [74]. This
explains the similar minimal inhibitory concentrations (MIC) between the different
subclasses, for example, 2.5, 5, 10 and 40 µg ml–1 for tobramycin, geneticin, Par/
ribostamycin and neamine, respectively. However, the affinity of aminoglyco-
sides for the A site decreases significantly with the absence of rings III and IV, thus
explaining the higher MIC of neamine with respect to the other aminoglycosides. As
well as providing additional contacts with the rRNA, the presence of the additional
rings III and IV contributes to a stabilization in the positioning of rings I and II.

All aminoglycosides that bind to the decoding center have a hydrogen-bond donor
at the 6� position on ring I. The 1408 position is an adenosine in all bacterial
sequences whereas it is usually guanosine in eukaryotic sequences. This has impli-
cations for the specificity of aminoglycosides since mutations of A1408 to G confer
high-level resistance to all of the aminoglycosides except those with a 6� OH. Struc-
tural studies suggest that a G1408–A1493 base-pair would disrupt the binding site
for these aminoglycosides and the 6� amino group would be unable to hydrogen-
bond the phosphate backbone at A1493 [80, 81]. Organisms that produce aminogly-
cosides protect themselves by having methylases that specifically modify either the
drug (see Sect. 12.5.5) or the 16S rRNA at nucleotides G1405(N7) (Kan and gentam-
ycin-resistant but not Par or neo) or A1408(N1) (Kan, apramycin and istamycin-
resistant). Methylation of G1405 would be predicted to prevent hydrogen-bonding
with ring III of Kan or gentamycin (whereas no contacts between Par and the base
of G1405 are observed), whereas methylation of A1408 prevents formation of the
A1408–A1493 base-pair that is essential for aminoglycoside binding. Similarly, the
base-pair between C1409 and G1491 is also important for aminoglycoside binding:
This base-pair forms a “shelf” in the aminoglycoside-binding pocket, upon which
ring I makes stacking interactions with the base moiety of G1491. Disruption of this
base-pair, for example by the mutation G1491C (or G1491U), leads to neomycin
resistance in E. coli. Higher eukaryotes have a mispair at 1409–1491 positions,
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which together with G1408, accounts for the 10-fold lower affinity of aminoglyco-
sides for eukaryotic ribosomes. However, it should be noted that breaking the
C1409-G1491 base-pair is not always sufficient in bacteria to attain a significant level
of resistance to Par, nor to other members of the neomycin family. Furthermore, the
G1491U mutation (in contrast with the G1491C mutation) confers resistance only in
strains that contain additionally the streptomycin-resistant S12 allele. On the other
hand, the 16S rRNA mutations G1491U or G1491C in strains carrying a mutant
S12, influence the interaction of the ribosomes with streptomycin in a more com-
plex way. The combination of the 16S rRNA mutations with highly restrictive S12
mutations produces a streptomycin-dependent phenotype (the strain can grow only
in the presence of the drug), whereas, when combined with weak or non-restrictive
streptomycin-resistant S12 mutations, the streptomycin sensitivity is partially
restored. The interplay of mutations in both S12 and helix h44 can be easily envi-
sioned if one considers the binding site of streptomycin.

One interesting observation when comparing the 4,5- and 4,6-disubstituted ami-
noglycosides is that there are no members of the latter family that contain a four-ring
system. In light of structures for representatives of each family bound to the decoding
center, the reason for this is that the 4,6-disubstitution generates a rather linear mole-
cule which when extended by an additional ring would be difficult to accommodate in
the binding site due to space restrictions [74]. Despite this restriction, the 4,6-disub-
stituted family of aminoglycosides are clinically preferred, i.e., the predominantly
used aminoglycosides are gentamycin (Garamycin® introduced in the mid-1960 s by
Schering-Plough) and two kanamycin derivatives, tobramycin (Nebcin® marketed Eli
Lilly and Company) and amikacin (marketed under the name Amikin® by Bristol-
Myers Squibb). This may in part relate to the fact that ring III of this family makes
additional base-specific contacts with the A-site which are not present in the neomy-
cin family [74]. Furthermore, position 1 of ring II of amikacin bears a bulky chain that
blocks resistance enzymes from modifying this ring, while at the same time still
allowing hydrogen-bonding with O4 of U1495. Similarly, the absence of 3�- and 4�-OH
groups on tobramycin and certain gentamycins also protect the drug from inactiva-
tion since these groups are also targets for resistance enzymes.

The binding site for the aminoglycoside Hygromycin B has been determined on
the 30S subunit [29]. Although Hygromycin B also binds within the decoding center,
making exclusively contacts with h44, the location is slightly displaced towards the
top of h44 when compared with the position of, for example, paromomycin. The
binding of Hygromycin B is very sequence-specific since all interactions are with the
bases of the rRNA, rather than the backbone, however, no conformational changes
were observed within the rRNA upon binding of the drug [29]. Hygromycin B has
been demonstrated to be a powerful translocation inhibitor [47]. Since the top of h44
is thought to move with the A- and P-site tRNAs during the translocation reaction
(see Chap. 8), the inhibition of translocation probably results from the reduced flexi-
bility arising from drug binding within this region [29].
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12.3.1.3 Inhibitors of EF-Tu-mediated Reactions

There are three basic mechanisms by which antibiotics can disrupt EF-Tu function:
1. Preventing the release or dissociation of EF-Tu from the ribosome without

necessarily affecting the GTPase activity, as exemplified by kirromycin and
enacyloxin IIa.

2. Blocking EF-Tu from forming the ternary complex, as evident for GE2270A
and pulvomycin. 

3. Disrupting the capability of ribosomes to bind the aa-tRNA•EF-Tu•GTP ter-
nary complex, as exemplified by the ribotoxin family of proteins, such as the
well-known -sarcin and ricin.

Point 1 is well reviewed in Refs. [82, 83], whereas points 2 and 3 are discussed
thoroughly in a recent review by Hilgenfeld and co-workers [84].

The Kirromycins Trap EF-Tu on the Ribosome

Initial binding of the ternary complex aa-tRNA•EF-Tu•GTP to the A-site results in
EF-Tu-dependent GTP hydrolysis. Cleavage of GTP causes EF-Tu to adopt the low-
affinity GDP conformation that dissociates from the ribosome – analogous with the
action of typical G-proteins. Kirromycin and aurodox (N-methyl kirromycin) are
members of a large family of agents produced by the actinomycetes (see Appendix D1
for structures). The kirromycins stall the ternary complex on the ribosome, not by
preventing hydrolysis of GTP to GDP by EF-Tu, but by preventing the conforma-
tional changes in EF-Tu that are associated with GTP hydrolysis. In effect, kirromy-
cins lock EF-Tu in a high-affinity state, which prevents both release of the aa-tRNA
from EF-Tu and dissociation of EF-Tu from the ribosome. This made the kirromy-
cin-stalled ternary complex-bound ribosomes ideal for analysis using cryo-electron
microscopy, which provided the first direct visualization of this state [85]. The
recent more refined reconstructions reveal that kirromycin captures the ternary
complex during the initial stages of A-site binding; in this situation the anticodon of
the tRNA is “kinked” to enable it to undergo codon–anticodon interactions and
simultaneously maintain interaction between the acceptor stem and EF-Tu [86].
Correct codon–anticodon interaction is proposed to trigger hydrolysis of GTP by
EF-Tu leading to dissociation of EF-Tu from the ribosome, which in turn enables
the aa-tRNA to move into the A-site on the 50S subunit, become fully “accommo-
dated” and to partake in peptide-bond formation. The corollary being that in the kir-
romycin-stalled complex, the acceptor stem and aminoacyl moiety of the aa-tRNA,
by remaining bound to EF-Tu, are unable to move into the PTF center and thus
progression of the elongation cycle is prevented since no subsequent peptide-bond
formation is possible.

Since the structures for EF-Tu in both the GTP (actually with the non-hydrolyzable
GTP analog, GDPNP) and GDP form have been solved to high resolution, the con-
formational rearrangements that are undertaken as a results of GTP hydrolysis are
well understood (reviewed in Refs. [87, 88]). Briefly, following GTP hydrolysis,
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domain I (the GTP binding domain) of EF-Tu undergoes a conformational change
and is rotated relative to domains II and III by up to 40 Å (cf. Figs. 12.9A and B).
Comparison of these structures with the recent structure of T. thermophilus EF-
Tu•GDP•aurodox [89] confirms the resemblance of this latter structure with the GTP
conformation (cf. Figs. 12.9A and C). In this structure, aurodox is wedged between
domains I and III making almost exclusively hydrophobic interactions. By binding
within this region, kirromycin may lock domains I and III together thereby prevent-
ing allosteric switching.

This location is in agreement with the numerous kirromycin-resistant mutations
that map to amino acids clustering at the interface between domains I and III in the

Figure 12.9 The structures of aurodox and 
GE2770A bound to EF-Tu. (A) EF-Tu•GDPNP 
(PDB1EXM; [88]), (B) EF-Tu•GDP (PDB1D2E; 
[87]), (C) EF-Tu•GDP•Aurodox (PDB1HA3; [89]) 
(D) EF-Tu•GDP•GE2770A (PDB1D8T; [94]). 
In A and B, the residues conferring resistance 
to Enacyloxin IIa and pulvomycin are coloured 
yellow and green, respectively. In C and D, 
the antibiotics aurodox and GE2770A are 
coloured green and yellow, respectively. In C, 
substitutions at residues giving rise to 

kirromycin resistance are coloured yellow. 
Position I298 and T382, which when deleted 
or phosphorylated (respectively) confer 
resistance to kirromycin are coloured cyan 
and red, respectively. In Figure D, sites of 
mutations giving rise to GE2770A are indicated 
in green. In Figures A-D, domains I, II and 
III are coloured dark blue, magenta and light 
blue, respectively, and the guanine nucleotide 
is always red. 
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GTP form (but not the GDP form) (see Table 12.4 and as indicated in Fig. 12.9C).
Resistance is conferred through two distinct mechanisms:

1. Obstruction of the binding of kirromycin to EF-Tu•GTP by disrupting the
kirromycin-binding site.

2. Promoting dissociation of kirromycin from the ternary complex following
GTP hydrolysis since kirromycin has a lower affinity for EF-Tu•GDP. This
protection mechanism implies that some mutants permit sufficient confor-
mational change within EF-Tu concomitant to GTP hydrolysis despite the
presence of kirromycin.

Kirromycin resistance is a recessive phenotype and therefore sensitivity to kirro-
mycin is dominant. Moreover, many bacteria, including E. coli, contain two genes
encoding EF-Tu (tufA and tufB). In these particular cases, resistance is dependent
on an alteration in both genes. Alteration of only one of the genes will not confer
resistance to kirromycin [90], since a ribosome blocked by a sensitive EF-Tu pre-
vents translation for the subsequent ribosomes of the polysome.

Enacyloxin IIa is a linear polyenic acid similar to kirromycin (Appendix D1) iso-
lated from Fratueria W-315 (i.e., not from the actinomycetes as all other EF-Tu-bind-
ing inhibitory antibiotics) and is active against Gram-positive and Gram-negative
bacteria [91, 92]. It is easy to envisage enacyloxin IIa operating through a similar

Table 12.4 Mutations in EF-Tu giving rise to antibiotic resistance

a E. coli numbering is given although resistance mutants were not 

necessarily identified in E. coli.
b Kirromycin-resistant eukaryotic and archaebacterial EF-1 (the EF-Tu 

homolog) have substitution and deletion of the positions equivalent 

to Q124T and G316, respectively [246].

Antibiotic Mutation positiona EF-Tu domain Reference

Kirromycin L120Q, I 240–242 and 
references therein.Q124Rb, E, K, N I

Y160N, D, C I

I298 II–III linker

G316Db III

Q329H, III

A375T, N, V, S III

E378K III

Kirromycin T382- phosphorylation III 243

Enacyloxin IIa Q124K, I 93

G316, Q329, A375 III

GE2270A G257A, G275A, S II 244

Pulvomycin R230C, R233S, II 245, 96

R333C, T334A III

R230V-R233F II; III
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mechanism to kirromycin, since enacyloxin is structurally similar and the mutations
that give rise to enacyloxin resistance were originally identified as kirromycin-resis-
tant mutations (indicated in Figs. 12.9A and B). This suggests that they have, at least
to some extent, overlapping binding sites on EF-Tu. However, there are some differ-
ences with the kirromycins, for example, the enacyloxin IIa-bound EF-Tu•GDP com-
plex has an even higher affinity for aa-tRNA than kirromycin and enacyloxin IIa does
not enhance the GTPase activity of EF-Tu in the way kirromycin does. Furthermore,
subtle substitution changes at sites in EF-Tu can affect resistance to kirromycin and
enacyloxin differently, for example, A375V confers resistance to kirromycin but not
enacyloxin whereas A375T confers resistance to both [93]. This raises doubt as to
whether Enacyloxin IIa should simply be classified along with kirromycin or
whether it should be differentiated. Structural studies with the enacyloxin-bound
EF-Tu complexes should resolve this issue.

Inhibition of Ternary Complex Formation: Pulvomycin and GE2270A

Both pulvomycin and GE2270A (also referred to as MDL 62, 879) prevent the bind-
ing of the aa-tRNA to EF-Tu, i.e., they prevent ternary complex formation; however it
appears likely that they operate through dissimilar mechanisms, although this
remains to be verified. First, pulvomycin and GE2270A are structurally unrelated.
While pulvomycin bears some resemblance to the kirromycins, GE2770A is a mem-
ber of the cyclic thiazolyl peptide family (Appendix D1). In fact, GE2770A is more
closely related in structural terms to the thiostreptons and microccocins, which are
also inhibitors of protein synthesis, but act by binding directly to the ribosome (see
Sect. 12.3.3.1). Recently, the crystal structure of EF-Tu•GDP•GE2770A was solved to
2.35 Å resolution [94]. GE2770A was located in a cleft of domain II (Fig. 12.9D),
where ionic interactions with R223 and E259 account for the strong affinity of this
antibiotic. In agreement, mutations at these two residues are associated with resis-
tance to this antibiotic (Table 12.4 and as colored green in Fig. 12.9D) – however, it
should be noted that these residues are not invariant throughout the prokaryotes
suggesting that some organisms may be naturally resistant (a good example being
the producer of GE2770A, Planobispora rosea). A comparison of the aforementioned
structure with that for binary complex EF-Tu•GTP and the ternary complex EF-
Tu•GTP•tRNA suggested that the binding position of GE2770A would sterically
clash with that of the amino-acyl moiety of the aa-tRNA. This in itself explains the
inhibitory action of GE2770A to prevent ternary complex formation, but in addition,
the binding position of GE2770A at the interface of domain II would prevent tight
association with domain I, an interaction necessary to adopt fully the GTP confor-
mation. Therefore, GE2770A can be supposed as having a dual action in preventing
ternary complex formation.

In contrast with GE2770A, the action of pulvomycin (Appendix D1) is not so well
understood. Although pulvomycin, like GE2770A, inhibits ternary complex forma-
tion, the locations of the resistance mutations are distinct from those of GE2770A
(Table 12.4), suggesting that the inhibitory mechanism also differs. The location of
the pulvomycin-resistant mutations is at the junction between domains II and III
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(as indicated in Figs. 12.9A and B). Since pulvomycin (as GE2770A) does not com-
pete with kirromycin for binding to EF-Tu [95], this suggests that if pulvomycin does
interact with domain II, it is probably not at the I–II interface. Domain III of EF-Tu
has been shown to be necessary for pulvomycin binding, leading to the speculation
that the binding site of pulvomycin lies at the domain II–III interface [84]. A strik-
ing difference between pulvomycin and GE2770A relates to their resistance pheno-
type; pulvomycin sensitivity was found to be dominant to resistance [96], whereas
in contrast GE2770A resistance was dominant over sensitivity [97, 98]. This sug-
gests that in the case of pulvomycin an additional mechanism must be operating
other than simply limiting the availability of active ternary complex.

The ribotoxins: -sarcin and ricin A

Ribosome-inactivating proteins (RIPs) are ribotoxins produced by bacteria, fungi,
and plants to damage the ribosomes of other organisms, either prokaryotic or
eukaryotic. These ubiquitous proteins can be grouped, based on their method of
inactivation, into either the -sarcin-like fungal ribonucleases (RNases) or the bacte-
rial and plant RIP family of glycosidases, for which ricin is perhaps the best known
member. The action of -sarcin or ricin A on E. coli ribosomes results in a direct loss
in binding of both elongation factors. Although EF-Tu-dependent A-site occupation
and EF-G-catalyzed translocation are blocked, all other functions of the ribosome
including non-enzymatic A-site binding and spontaneous translocation remain
unaffected [99]. The target of the RIPs is a 12-base loop (termed the sarcin-ricin
loop (SRL)), a constituent of domain VI of large subunit ribosomal RNA, and con-
tains the longest stretch of universally conserved nucleotides in the cell (Fig. 12.2B).
The SRL is a continuous irregular helix with a bulged G2655, which distorts the
backbone creating a characteristic S-shape. The helix is closed by a GAGA tetraloop,
of which the two bases A2660 and G2661 are ‘looped out’ and accessible for possible
interactions with EFs or RIPs.

The cytotoxic protein -sarcin is produced by the Aspergillus species and inhibits
protein biosynthesis by cleavage of the SRL. The high specificity and effectiveness
of this single cut is illustrated by the observation that fragmentation of the rRNA by
introducing up to 10 randomly distributed breaks does not affect protein synthesis
in vitro, but the -sarcin specific cleavage at the 3� side of G2661 in 23S rRNA (or
G4326 in the rat 28S rRNA) completely abolishes protein synthesis [99, 100]. The
extreme conservation probably explains the observation that -sarcin is active
against ribosomes across all kingdoms. Although this is also true for glycosidase
family of ribotoxins, for example, gypsophilin (from Gypsophilia elegans) acts on
both prokaryotic and eukaryotic ribosomes [101], there are a number that effectively
target only the SRL of eukaryotes, for example, pepocin is 10000-fold less effective
against E. coli as against mammalian ribosomes [102]. RIPs from higher plants can
be further divided into two distinct categories based on their structures; the type I
RIPs composed of a single protein chain of ~30 kDa and the larger type II RIPs,
which are composed of two unequal chains, an A chain homologous to the type I
RIP and a B chain that binds to the A chain and facilitates its cellular uptake. The A
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chain of the type II ribotoxin ricin depurinates (depurination involves hydrolysis of
the N-glycosidic linkage between the ribose and sugar resulting in the removal of a
purine base, which in this case is adenine) only eukaryotic ribosomes at A4324 of
the 28S rRNA (which corresponds to E. coli A2660). Only the naked 23S rRNA of
E. coli, but not the complete ribosome, is a substrate for ricin A, suggesting that
the ricin-binding site on the mature E. coli ribosomes is not exposed in the same
manner as that for eukaryotic ribosomes. Recently, this was elegantly confirmed
using hybrid ribosomes constructed from E. coli ribosomes where the pentameric
L10•(L7/L12)4 complex and L11 were substituted for the rat counterparts (P0•(P1/
P2) and eL12, respectively). Pepocin, which normally acts only on eukaryotic ribo-
somes, was demonstrated to act on the E. coli hybrid ribosomes but only in the pres-
ence of both P0•(P1/P2)2 and eL12 [103]. Similarly, the binding of L10•(L7/L12)4

complex and L11 to E. coli ribosomes was necessary for susceptibility to gypsophilin.
This suggests that the binding of these specific ribosomal proteins dictates the con-
formational state of the SRL and its accessibility to the RIPs.

12.3.2 
Inhibitors of Peptide-bond Formation and Nascent Chain Progression

The central enzymatic function of the ribosome is peptidyl transferase (PTF),
which is the domain of the large ribosomal subunit. The recent structures of the
50S subunit, alone and in complex with various ligands and antibiotics, has led to
rapid improvement in our understanding of the PTF reaction itself (see Chap. 8.3
for more details), but also the mechanism of action of the multitude of antibiotics
that target this region. The PTF center of the ribosome is composed entirely of
rRNA, made up mostly of residues from the PTF ring of domain V of the 23S rRNA
(Fig. 12.2B). This active center and the associated region of tunnel extending from
it comprise the target for the majority of large subunit binding antibiotics that have
been structurally characterized to date. For this reason, the predominant interac-
tions are made with rRNA, relegating ribosomal proteins almost exclusively to indi-
rect role in antibiotic interactions. Despite this, numerous ribosomal proteins have
been associated with antibiotic resistance (summarized in Table 12.6). A special fea-
ture of about two-thirds of the ribosomal proteins is the presence of a globular
domain, usually located at the solvent surface of the ribosome, and long finger-like
extensions that weave their way through the rRNA into the core of the ribosome.
These protein extensions are thought to act like “glue” and provide a scaffold for the
rRNA. For this reason, mutations in ribosomal proteins that confer resistance to
particular antibiotics, despite making no direct contact, probably do so by altering
the architecture of the rRNA and therefore the antibiotic binding site.

12.3.2.1 Puromycin and Blasticidin S mimic the CCA end of tRNAs

Puromycin (Puro) is a structural analog of the 3�-end of aminoacyl-tRNA, except
that the aminoacyl residue is linked to the ribose via an amide bridge rather than an
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ester bond (Fig. 12.10A). Puro binds to the A-site region of the PTF center. Follow-
ing A-site binding, peptidyl transfer links the peptidyl residue covalently to the
drug. The peptidyl-Puro then dissociates from the ribosome since it has a low affin-
ity being bound at the A-site only via the 3�-terminal adenine. Furthermore, should
the peptidyl-Puro arrive at the P-site, by rebinding, no further peptidyl transfer
could ensue as the amide bridge cannot be cleaved by the ribosome. Thus, Puro is
effectively terminating peptide chain elongation by exploiting the ribosomal PTF
activity. Peptide-bond formation of Puro with peptidyl-tRNA, peptidyl-tRNA analogs
or 3�-terminal fragments of these tRNAs, are important tools for studying the PTF
reaction. In fact, the classical definitions of A- and P-sites are based on the inability
or ability, respectively, of peptidyl-tRNA or its analog N-acetyl-Phe-tRNA (AcPhe-
tRNA) to react with Puro.

The binding site of Puro was first visualized at high resolution in the 3.3 Å
structure of the H. marismortui 50S subunit bound with the Yarus inhibitor [104],
an analog of the peptide-bond intermediate formed by linkage of CCdA to Puro
via a phosphoramide group [105](see Chap. 8.3). In this structure, the Puro com-
ponent of the Yarus inhibitor occupies the A-site position: a type-I A-minor inter-
action between the adenosine base (termed A76 since its position mimics the
terminal adenosine (A76) of a tRNA) and the G2583–U2506 base-pair as well as
an additional H-bond interaction between the 2�-OH of A76 with U2585 and
stacking of A76 with U2558 (Fig. 12.10B). Subsequently, similar positions for
puromycin were observed as the substrate in the A- and P-sites namely CC-pcb (CC-
Puro-caprioic acid-biotin) [106] and as the post-peptide-bond formation product at
the P-site of the H. marismortui 50S (Fig. 12.10C) [107], as well as, ACC-Puro with
the D. radiodurans 50S subunit [108]. Interestingly, CCA-Pcb bound to both A-
and P-sites suggesting that it had equal affinity for both sites, but in the presence
of sparsomycin, was only present in the P-site [106]. In contrast, CACCA-Leu and
CACCA-LeuAc ( -amino group is blocked by an acetyl residue) show a perfect
specificity for A and P-site regions of the PTF center, respectively [109].

Unlike puromycin, which mimics an aminoacylated-terminal adenosine (A76)
of a tRNA, blasticidin S has a structure resembling either of the preceding
cytosines (C74 or C75) of the tRNA. Specifically, blasticidin S is composed of a
cytosine base and a pyranose sugar with an N-methylguanidine tail (Appendix E1).
Although few studies have addressed the mechanism of blasticidin S, it has been
reported to inhibit the PTF reaction of both bacterial 70S and eukaryotic 80S ribo-
somes [110, 111].

The structure of blasticidin S soaked H. marismortui 50S subunits was reported at 3
Å resolution [112]. Two molecules of blasticidin S were identified, both bound at the
PTF center, where they are positioned so as to mimic C74 and C75 of a tRNA at the P-
site by making interactions with P loop residues. In the higher occupancy site, the
cytosine base of blasticidin S makes Watson–Crick (WC) base-pairs with G2251,
whereas in the lower affinity site the cytosine of the second molecule of blasticidin
S forms WC interactions with G2252. Binding to the higher affinity site is further
stabilized by stacking of the N-methylguanidine tail onto the base of A2439 as well
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Figure 12.10 Puromycin binds at the peptidyl-transferase center 
of the 50S subunit. (A) Comparison of structures of puromycin 
with the terminal adenine (A76) aminoacylated with 
phenylalanine. Differences between puromycin and the 
physiological tRNA substrate are indicated in red on the tRNA. 
Puromycin bound to the H. marismortui 50S ribosomal subunit 
in the form of (B) the Yarus inhibitor (pdb 1FFZ)[104] and (C) 
the products following peptide bond formation (pdb 1KQS)[107]. 
The puromycin part of each of the respective compounds is 
coloured red. Selected rRNA residues of domain V of the 
23S rRNA are colored light blue, including the A- and P-loop 
bases that participate in A and P site CCA end fixation (E. coli 
numbering). In (B) the A site C74 and C75 mimics have been 
omitted for clarity, likewise in (C) for the P site product. Dashes 
indicate hydrogen bonding and rRNA nucleotides use the 
following color scheme: Oxygen, red; phosphorus, yellow; 
nitrogen, blue; carbon, dark blue. (D) Overview of where the 
PTC is on the ribosome using the A site and P site products shown 
in red and green respectively. Ribosomal Protiens L4 (purple) 
L10e (green) L16 in bacteria L2 (yellow), and L3 (crimson) have 
long extenstions that reach towards the PTC.
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as hydrogen-bonding interactions with the phosphates of both A2439 and A2600.
The removal of or alterations in the tail markedly decreases the effectiveness of
blasticidin S on translation [113], suggesting these interactions are important for
drug binding.  Residue 2439 has also been identified as being protected by blasticidin
S from chemical probing [114] and mutation of the neighboring base U2438 to C con-
fers resistance to blasticidin S in the archaeabacterium H. halobium [115]. 

12.3.2.2 Sparsomycin Prevents A-site Binding and Stimulates 
P-site Binding

Sparsomycin (Spm), a modified uracil antibiotic produced by Streptomyces sparso-
genes, has long been known as a potent inhibitor of PTF activity in all organisms
studied (reviewed in [28]). Specifically, Spm has been shown to interfere with bind-
ing of tRNA (and CCA-end fragments) to the A-site, while enhancing the affinity of
peptidyl-tRNAs (especially N-acetylated aa-tRNAs and aa-ACC end fragments) for
the P-site. Despite this early biochemical characterization, the binding site for Spm
has remained elusive since Spm did not produce clear footprints on the rRNA [116,
117] nor could resistant mutants be isolated in E. coli. However, the subsequent iso-
lation of Spm-resistant mutations was successfully achieved in several archaeal spe-
cies indicating that the PTF center was the likely site of drug interaction: In
H. halobium, mutation of C2518U and to a lesser extent C2471 and U2519 (C2499,
C2452 and U2500 in E. coli, respectively) conferred resistance to Spm [117], as did
loss in methylation (probably at the N3 position) of U2603 in H. salinarium (U2584
in E. coli) [118]. These residues are to be found in the PTF ring of domain V of the
23S rRNA (Fig. 12.2B). Consistently, Spm competes for binding with the PTF inhib-
itors chloramphenicol and lincomycin [119] and has been crosslinked to residue
A2602 [120].

The high-resolution structures of Spm bound to the 50S subunit of both
H. marismortui (H50S) [112, 106] and D. radiodurans (D50S) [108] have revealed
why the footprinting techniques had been so unsuccessful: in the H50S com-
plexes, density for Spm was only observed when a P-site substrate was included in
the co-crystallization experiment [112], whereas, in the D50S, although density for
Spm was observed in the absence of a P-site ligand, the sole interaction with the
ribosome was through a stacking interaction between the modified uracil ring of
Spm and the base of A2602. This stacking interaction is also observed in both
H50S and D50S complexes, where P-site ligands are included, however, despite
this similarity, the orientation of A2602 and Spm itself differed significantly.

In the D50S-Spm structure with a tRNA acceptor-stem mimic (ASM), the pres-
ence of Spm has pushed the helical region of the ASM towards the P-site, but the
CCA-end of the ASM still maintains interactions with the A loop, thus placing it in
the A-site. In contrast, the H50S-Spm structure with the tRNA mimic, CCA-phe-cap-
biotin (CCA-pcb), the mimic is clearly bound at the P-site. Furthermore, in this latter
structure, the extensive interactions made with Spm explain how the presence of a
P-site substrate significantly enhances Spm binding and vice versa: the uracil ring of
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Spm is sandwiched between the P-site substrate and A2602, the N3 position of the
uracil makes a hydrogen-bond with the phosphate group of C75, the exocyclic
methyl group of the uracil forms van der Waals contacts with C75 and A76 and the
C3-keto group of uracil is co-ordinated through a bound Mg ion with two phosphate-
oxygen atoms of the P-site substrate (Fig. 12.11). In addition, the sulphurous tail of
Spm contributes to the binding affinity by inserting into the A-site, where it would
be predicted to inhibit binding of A-site ligands, thus explaining the observed com-
petition with drugs such as chloramphenicol and puromycin. Therefore, the inhibi-
tory action of Spm is likely to be due to blocking the binding of the A-site ligand in a
fashion that is dependent on the presence of a P-site ligand necessary to stabilize
Spm binding. Ribosomes that are in a PRE state, i.e., having both A- and P-sites
occupied, are not protected from the action of Spm, since under these conditions
Spm induces translocation of the A and P substrates [121], relegating the situation to
a peptidyl-tRNA at the P-site and an A-site blocked by Spm. It is worth mentioning
that the base in the PTF center that Spm stacks upon, A2602, is at the center of the
rotational symmetry of the PTF center, where it has been proposed to play a role in
guiding the CCA ends from the A- to P-site during translocation [122].

12.3.2.3 Antibiotic Overlap in the PTF Center: chloramphenicol, 
Anisomycin and the Lincosamides

Chloramphenicol (Cam; Appendix E1) inhibits several kinds of PTF assays. How-
ever, it does not interfere with, but rather stimulates, tRNA fragment binding to the

Figure 12.11 Sparsomycin binding is stabilized 
by interaction with the P site substrate. Spm 
(red) bound within the PTF center of the 
H. marismortui 50S subunit in the presence of 
P site substrate (CCA-pcb, yellow) [112, 106]. 
The uracil of Spm can be seen to make 
stacking interactions with the base of A2602 
(blue) of the 23S rRNA. The P site substrate 

interacts with the residues G2251 and G2252 
of the P loop (23S rRNA) by making hydrogen 
bond interactions (dashed blue lines) from 
the positions mimicking C75 and C74 of a 
bound tRNA. 
Note additional interactions between Spm and 
P site substrate can be coordinated through 
the bound Mg ion (purple).
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P-site of the PTF center [109], and competes with the binding of tRNA fragments to
the A-site and with puromycin [123]. In intact bacteria, Cam “freezes” the polysome
profile, suggesting that the drug inhibits the PTF reaction by disturbing the binding
of the CCA 3�-end at the A-site within the catalytic center but without weakening
tRNA binding per se. Curiously, the degree of inhibition depends on the character of
the peptidyl residue or the A-site substrate, for example, AcPhe-puromycin forma-
tion is blocked, as well as Gly-Phe-puromycin formation, but the formation of
AcPhe-Phe, AcPhe-Phe-puromycin or Leu-Phe-puromycin is not [124–126]. On this
evidence it was argued that aromatic amino acids can displace Cam during peptide-
bond formation by competing with the phenyl group of the drug.

The ribosome-binding site of Cam was determined to 3.5 Å by soaking 50S crys-
tals of D. radiodurans in a solution containing 100 µM Cam and shown to involve
interaction with seven nucleotides within the PTF center [127] (Fig. 12.12). Many of
these interactions were indirect being mediated through two putative Mg2+ ions.
Functionally important moieties for the antibiotic action of Cam constitute these
interactions suggesting the presence of ions is of utmost importance for antibiotic
binding and therefore PTF inhibition. The position of the dichloroacetamido tail of

Figure 12.12 Chloramphenicol binding within the A site of the 
peptidyl-transferase center of the D. radiodurans 50S subunit 
(pdb 1k01) [127]. Chloramphenicol (Cam, red) interacts with 7 
nucleotides within the PTF center, three through interactions with 
the head and four through the tail. Hydrogen bond interactions 
(blue dashed lines) between the p-NO2 group of the head with 
U2500, U2504 and C2452 are evident as well as from the tail 
with G2061, G2505 and U2506. Some of these interactions are 
direct whereas others are stabilized through either of the two 
Mg ions present in the binding site.
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Cam within the PTF center is located such that it extends towards, and may even dis-
place, the CCA end of the A-site tRNA. This is in agreement with the observation
that tRNAs can bind in the presence of Cam but they cannot undergo peptide-bond
formation. Furthermore, the major overlap between Cam and an A-tRNA encom-
passes predominantly the amino acid moiety, lending credence to the idea that Cam
operates predominantly by displacing the aminoacyl residue of the A-site tRNA and
thus probably displaces the CCA end as an indirect result of this.

Cam protects bases A2059, A2062, A2070, A2451, G2505, U2506 and enhances
the reactivity of A2058 [128, 114]. Interactions with three of these residues (itali-
cized) are made by Cam and A2451 is within 3.0 Å, whereas the other three (A2070,
A2058 and A2059) are located over 10 Å away. Mutations that confer resistance to
Cam map near to the sites of protection at positions 2057, 2451, 2452, 2447, 2503
and 2504, whereas the mutations G2505C and G2583U or C (but not G2583A) cause
hypersensitivity towards Cam in an in vitro translation system [129]. The discrepancy
between the Cam-binding site at the A-site and the protections (and some modest
resistance mutations) located within the tunnel region, can be best explained by a
second lower affinity binding site for Cam. Indeed, the structure of Cam bound to
the H. marismortui 50S subunit identified a site distinct from that found in
D. radiodurans located within the tunnel, overlapping the binding site of the mac-
rolide class of antibiotics [112]. This is not totally unexpected since most archaea
exhibit a natural resistance to Cam (probably due to sequence differences within the
region of the D50S Cam site) and thus unusually high concentrations of Cam (20
mM) were necessary to bind Cam to this lower affinity site. This suggests that eubac-
terial ribosomes may also bind a second molecule of Cam at this lower affinity sec-
ondary site, which would correlate nicely with the previously contradictory
biochemical data. It should be noted that the primary binding site is sufficient to
account for the inhibitory action of Cam and also that in eukaryotes, Cam is not even
taken up by the cells, although cycloheximide functions in a very similar fashion.

Cam has been crosslinked to ribosomal proteins L16 and L27 [130], extensions of
both proteins approach the PTF center, although not close enough in the case of L16
for any direct contact with Cam in either the primary or secondary site. Therefore,
the conclusion from reconstitution studies that L16 constitutes a component of the
Cam-binding site [131], probably reflects instead alterations in the PTF center, due to
the proteins absence, that perturb Cam binding. Unfortunately, the N-terminal of
L27 in the D50S structure is relatively disordered and there is no counterpart in the
H50S structure. The N-terminal residues of L27 have been crosslinked to the accep-
tor stem of a P-site-bound tRNA leading to the proposal that it may play a role in
positioning the acceptor ends of the tRNA within the PTF center – this could place
L27 in direct contact with the primary Cam-binding site. 

In contrast with Cam, the anisomycin and lincosamide classes of antibiotics have
been reported to interfere with binding of ribosomal ligands at both the A- and P-sites.
Anisomycin acts exclusively against eukaryotic cells, whereas lincosamides specifi-
cally inhibit bacterial protein synthesis (reviewed in Ref. [28]). Structurally, aniso-
mycin shares similarity with both puromycin and chloramphenicol; therefore, it
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was not surprising that it was found to be bound at the A-site of the PTF center in
the H. marismortui 50S subunit [112]. The aromatic methoxyl-phenyl ring of aniso-
mycin inserts into a pocket created by A2451–A2452, where it makes stacking inter-
actions with the latter. The N3 of the pyrrolidine sugar also forms a hydrogen-bond
with A2452 and the hydroxyl group of this sugar, hydrogen-bonds with the O1P of
2504, and is co-ordinated by a potassium ion that is chelated between positions
2061, 2447 and 2501 of the 23S rRNA. The outcome is that anisomycin binds in a
position that overlaps extensively with puromycin or an A-site-bound tRNA, except
that anisomycin approaches the binding site from the opposite side. This means
that it is predominantly the aromatic ring and methoxy sidechain that superim-
poses with the position of the amino acyl moiety (tyrosine-like moiety in the case of
puromycin), whereas the pyrrolidine ring and tail have no counterpart, being
located on the side opposite to the A-site ligand. What is surprising about the bind-
ing position of anisomycin is that no part of the molecule encroaches the posi-
tion of the P-site. This suggests that anisomycin interferes with P-site binding
indirectly, perhaps by inducing conformational changes within the PTF center. In
fact, modest conformational changes are observed within the PTF center, but not
with bases that directly interact with the CCA end of a P-site bound ligand.

Two commonly discussed lincosamides are lincomycin, naturally produced by sev-
eral species of actinomycetes (such as Streptomyces lincolnensis, espinosus and Actino-
myces roseolus), and clindamycin, a semi-synthetic derivative of lincomycin
(Appendix E1). Although they exhibit similar affinities for the ribosome (5 and 8 µM
respectively), clindamycin is generally a more effective inhibitor (probably due to
better cellular uptake) and is used clinically, for example, as part of combination
therapy, with pyrimethamine and folinic acid, as treatment against toxoplasmosis.
The dual-site interference of lincosamides is evident from the inhibition by lincomy-
cin of the transfer of fMet or AcPhe to Puro as well as preventing the binding of
small tRNA 3�-end mimics, namely, CACCA-Leu to the A-site and CACCA-AcLeu to
the P-site (see Ref. [132] and references therein). Furthermore, lincomycin has been
shown to compete for binding with both erythromycin and Cam [28]. This latter
point is consistent with observation that a number of strains exhibiting resistance to
macrolides also protect the ribosomes from the action of lincomycin and strepto-
gramin Bs (the so-called MLSB resistance, reviewed in Ref. [133]). 

In agreement with most of the biochemical data, the binding site determined for
clindamycin spans between both A and P-sites at the PTF center, with the sugar moi-
ety extending towards the tunnel and the prolyl moiety encroaching on the A and P-
sites [127]. The majority of the interactions involve hydrogen-bonds from hydroxyl
groups on the sugar moiety with nucleotides within the PTF center, specifically, to
bases of A2058, A2059 and C2611 (U2590 in D. radiodurans), the phosphate of
G2505 and the ribose of A2503 (Fig. 12.13). Bases A2058, A2059 and G2505 (as well
as A2451) are strongly protected from chemical modification in the presence of clin-
damycin [134]. The same pattern of protection was found in the presence of linco-
mycin except that the protection of A2059 was absent (Fig. 12.2B). This suggests that
there is some difference in the binding positions, although this is somewhat surpris-
ing since the structural differences between the two lincosamides occur at the C7
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position – a position that is expected to make a less significant contribution to the
binding of the drug to the ribosome. The base specificity of the interaction with
A2058 and A2059 correlates with the fact that mutations at these positions [135] and
dimethylation of the N6 position of A2058 (which would prevent hydrogen-bonds
with the 2-OH and 3-OH groups of the sugar moiety of the drug) confer resistance to
clindamycin (in fact, to members of the MLSB antibiotics in general). At the other
end of the molecule, the proline group of clindamycin overlaps in position with that
of phenyl group of Cam, in line with the A-site nature of clindamycin inhibition (Fig.
12.13). The 8� carbon extending from the proline moiety of clindamycin comes
within 2.5 Å of the N3 of C2452 and thus in close proximity to a P-site-bound tRNA
(and A2451, thus accounting for the aforementioned protection). Thus, the binding
position of clindamycin traverses both A- and P-sites and would be expected to dis-
turb the positioning of substrates at both sites.

12.3.2.4 Blocking the Progression of the Nascent Chain 
by the Macrolide Antibiotics

Macrolides represent a large class of therapeutically useful antibiotics that have
been extensively studied since the 1950s when the first member, erythromycin, was
discovered and introduced clinically. Since then macrolide inhibition of ribosome

Figure 12.13 Interaction of clindamycin with 
the peptidyl-transferase center of the D. 
radiodurans 50S subunit (pdb1jzx; [127]). The 
majority of the interactions are with the OH 
groups of the sugar moiety of clindamycin 
(red) and consist of interactions between 2 OH 
and the base at position C2611 (blue), which is 

also base-paired with G2057 (brown). The 
bases of A2058 and A2059 (green) interact 
with 2, 3 and 4 OH groups. The sugar of A2503 
(magenta) with 4 OH and the sugar and 
phosphate at position G2505 (yellow) with the 
carbonyl group and 3OH respectively.
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function has been the topic of many reviews (Refs. [7, 28, 111, 136–138], to name
but a few). Macrolides are polyketide compounds synthesised by the actinomycetes
and can be classified structurally into groups in a variety of different ways, the easi-
est being on the basis of the size of their lactone ring, which can vary significantly
from as small as 8–12 ring members (methylmycin) to as large as 20 (rapamycin),
but here we will consider mainly those of the between 14 and 16 : for example,
those with 14 (erythromycin, cethromycin, telithromycin and troleandomycin), 15
(azithromycin) or 16 (tylosin, spiramycin, and carbomycin A) atoms. Alternatively
(or additionally), macrolides can be distinguished based on the number, position,
size and type of sugar sidechains extending from the lactone ring, for example,
erythromycin and azithromycin have single C3-cladinose and C5-desosamine sugar
moieties, while the larger macrolide spiramycin has C5-mycaminose–mycarose dis-
accharide and tylosin, an additional C14-mycinose (see Fig. 12.14D and Appendices
E2 and E3 for more details). Classification can also be applied using an evolutionary
viewpoint since numerous attempts have been made, and are constantly being pur-
sued, to develop more potent macrolide inhibitors. This has led to the discovery of
the second-generation erythromycin derivatives, roxithromycin and clarithromycin,
which exhibited a broader spectrum of activity. The emergence of bacterial strains
resistant to both first- and second-generation macrolides has resulted in the recent
introduction of the third-generation ketolide antibiotics.

Early studies suggested that macrolides have a single binding site on the 50S sub-
unit (KD in the range of 10–100 nM). The binding site was found to be vacant on
free or initiating ribosomes, but unavailable in actively elongating ribosomes. The
observation that most macrolides had no effect on the ribosomal PTF activity, cou-
pled with the observed accumulation of short oligo-peptidyl-tRNAs in the presence
of certain macrolides, led to the suggestion that the action of macrolide inhibition
was to block the path of the nascent chain through the exit tunnel. In fact, a distinc-
tion can also be made functionally between particular macrolides: macrolides with
extensive sidechains extending from position C5 have been shown to inhibit PTF
activity, such as carbomycin (100% inhibition), spiramycin (85%) and tylosin
(~60%), whereas those with shorter sidechains, such as erythromycin, do not [139]. 

Two regions of the 23S rRNA, the central loop of domain V and H35 of domain II
(Fig. 12.2B), as well as two ribosomal proteins, L4 and L22, have been implicated
with macrolide activity. Specifically, footprinting studies demonstrated that erythro-
mycin protected A2058 and A2059 in domain V from chemical modification [128]
and enhanced the reactivity of A752 in H35 of domain II [140, 141]. Methylation of
A2058, as well as mutations at this and neighboring positions (2057, 2059, 2062
and 2611) confer resistance to macrolides, as do mutations in ribosomal proteins
L4 and L22 (see Table 12.6). 

The past 2 years has seen a plethora of publications reporting the structures of the
50S subunit in complex with many antibiotics, especially within the macrolide fam-
ily (see Table 12.1): from the Yonath and Franceschi groups, the D50S subunit has
been solved in complex with erythromycin, the second-generation derivatives
clarithromycin, roxithromycin [127] and troleandomycin [142], the third-generation
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ketolide antibiotics, cethromycin (more commonly known as ABT-773) [143],
telithromycin (HMR-3647) [144], as well as the azalide azithromycin [143]. Steitz and
coworkers [145] have reported H50S complexes with four different macrolides:
azithromycin, spiramycin, carbomycin A and tylosin. This wealth of structural infor-
mation enables us to attain a new level of understanding into the action of these
antibiotics and reinterpret the accumulated treasure trove of biochemical and
genetic data.

Figure 12.14 Macrolides bind within the tunnel 
of the 50S subunit. View from the base of 
the 50S subunit looking up the tunnel towards 
the PTC in the absence (A) and presence (B) of 
the macrolide carbomycin (red spacefill in (B)). 
The rRNA (pink) and ribosomal proteins 
(magenta) are in ribbons, with ribosomal 
protein L4 (blue) and L22 (green), whose 
long extensions reach into the tunnel of the 
50S subunit, are highlighted. (C) The C5-
sidechain of carbomycin (red) reaches into 
the PTC and approaches A2451 (very close 
to the site of peptide bond formation as discussed 

in Chapter 8.3). Also indicated are 23S rRNA 
residues A2062 (green), the N6 of which 
forms a covalent bond with the acetaldehyde 
group at the C6 position of the lactone ring 
of carbomycin, and G2058 (yellow), the N2 
of which is in van der Waals distance with 
the C4 and C7 positions of the lactone ring 
preventing hydrogen bond foramation with 
the mycaminose C5 sugar position. (D) Com-
parison of chemical structures of carbomycin 
A and erythromycin, illustrating the sugar side-
chains at the C3 and C5 position and the 
aldehyde of carbomycin at the C6 position.
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Consistent with the idea that the macrolide class of antibiotics inhibit progression
of the nascent chain, the binding site of all the macrolide antibiotics determined to
date was found to be within a distinct region of the tunnel, located adjacent to the
PTF center. It is immediately apparent that in this position the tunnel lumen is sig-
nificantly narrowed, being reduced in diameter from ~15 Å to almost 6–8 Å, such
that the nascent chain cannot pass by (Figs. 12.14A and B). The binding site and
interactions between different macrolides and ribosomal components exhibit exten-
sive similarities, even when comparisons between the H50S and D50S structures
are made (although minor but significant differences do exist and will be discussed
later).

The general location is in agreement between each study to the extent that the
common features of the binding site constitute primarily interactions of the lactone
ring, as well as the sugar moiety attached to position C5, with the central portion of
domain V. Residues in domain V that had been previously implicated in macrolide-
binding make extensive interactions with the C5 sugars, including hydrogen-bonding
and hydrophobic interactions with G2057, A2058, A2059 and G2505. They also
provide an explanation as to why methylation, especially dimethylation at the N6
position of A2058, as well as the mutation A2058G, confer resistance to macrolides:
modification of the N6 position would result in steric clashes between the methyl
groups and the first C5 sugar (desosamine/mycaminose position), whereas replac-
ing adenine with guanine at this position removes the hydrogen-bonding potential
with the 2�-OH of this sugar. The importance that the sugar moieties make to the
overall binding affinity of the macrolides is reflected by their sizeable contribution
(between one-half to two-thirds) to the interaction surface with the ribosome [145].
Macrolides with an additional mycarose sugar attached to the mycaminose, such as
carbomycin, spiramycin and tylosin, make an extra hydrogen-bond from the
hydroxyl at position 3 with the ribose of G2505. Surprisingly, these larger macrolides
also have a C6-ethyl-aldehyde, which forms a covalent carbinolamine bond with the
N6 of base A2062 [145]. Tylosin and spiramyin have two further sugar sidechains
that make additional contacts: tylosin has a mycinose sugar at the C14 position,
which interacts with domain II establishing a hydrogen-bond between the N6 of
A748 and 2�-OH of the sugar as well as contacting ribosomal protein L22. Methyla-
tion of A748, which confers resistance to tylosin would be predicted to disrupt this
hydrogen-bond. In contrast, spiramycin contains a forosamine sugar, glycosidically
linked to the C9 position that, despite being poorly resolved, clearly approaches
L4 [145].

The orientation of the macrolides within the tunnel is such that the C5 position
faces towards the PTF center. Thus, macrolides that bear longer C5 extensions
restrict the length of the oligopeptide more than macrolides with shorter sidechains.
Macrolides with C5 monosaccharides, such as erythromycin, have been observed to
prevent progression of the nascent chain beyond a length of up to 6–8 amino
acids [146], whereas macrolides with C5 disaccharides permit only dipeptide forma-
tion. The extreme case is carbomycin A, which has an additional isobutyrate exten-
sion on the C5 amino sugar enabling it to reach into the A-site of the PTF center,
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where contacts with bases A2451 and A2452 are made (Fig. 12.14C). This explains
why this drug is such a strong inhibitor of PTF activity and confirms the carbomy-
cin/tylosin-specific protection of U2506 from chemical modification [139], the back-
bone of which is within 4–5 Å of the isobutyrate extension. 

The removal of the desosamine sugar at the C5 position totally abolishes the
effectiveness of these compounds, for example, although rapamycin still binds to
the ribosome its exhibits little or no inhibitory activity for bacterial translation. In
contrast, the importance of the cladinose sugar attached to the C3 position of the
lactone ring seems to be less clear. The simplest ketolide (RU 56006), a derivative of
erythromycin where a ketone group replaces the C3 cladinose (the basis for the
name ketolide), reduces drug binding 70-fold (a change in KD from 0.014 µM (eryth-
romycin) to 0.980 µM; [147, 140]), suggesting this position influences the binding
affinity of the drug. In the D50S-azithromycin structure, a hydrogen-bond from the
cladinose is formed with the N4 of U2586 [143], however, this is not observed in the
D50S-erythromycin or H50S-azithromycin structures, where the cladinose sugar
seems to make a comparatively low contribution to binding and, although G2505
comes within 3–6 Å of the single hydroxyl group (4�-OH) of the cladinose sugar, it
cannot make hydrogen-bond interactions. This latter point is at least consistent with
the fact that this hydroxyl group has been shown to be dispensable for anti-micro-
bial activity [148]. In contrast, the broader spectrum of activity of the ketolides,
despite the absence of the C3-cladinose, seems to be related to the presence of their
additional sidechains and modifications, for example, the ketolides ABT-773 and
telithromycin have a cyclic carbamate inserted at the C11–C12 position of the lac-
tone ring and an alkyl–aryl sidechain attached to the C6–O position or to the car-
bamate, respectively. In the D50S-ABT-773 structure, the N2 of the carbamate forms
a hydrogen-bond with O4 of U2609, whereas the N3 of the quinolylallyl can hydro-
gen-bond with the O2� of U790 of domain II of the 23S rRNA. Since telithromycin
has the alkyl–aryl side chain attached to the N2 of the carbamate, the analogous
hydrogen-bond with U2609 cannot be formed; however, the sidechain itself also
makes contacts with domain II of the rRNA. The position of attachment and the
longer aryl-linker allows it to penetrate deeper into the tunnel, binding in a cleft
composed of positions 789–791 and A764 of domain II. These additional interac-
tions might explain why the ketolides have ~10-fold higher affinity for the ribosome
than macrolides [140]. Significant interaction between ketolides and domain II is
supported by the strong protection of A752 from chemical modification by
ketolides, such as telithromycin, as well as mutations at position U754A in H35 that
confer resistance to telithromycin [147, 145, 141]. However, these residues are not
directly involved in ketolide binding; thus their influence must be exerted through
conformational changes in the loop connecting H35a and H32 [143].

Despite the observation that mutations in L4 and L22 confer resistance to erythro-
mycin, no direct interactions between erythromycin and any part of these proteins
was evident, suggesting that resistance is conferred indirectly by inducing confor-
mational changes within the rRNA. This is easy to envisage since the -hairpin
structures extending from L4 and L22 interact intimately with the rRNA associated
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with the macrolide-binding site. This observation was not altogether surprising,
since it had been reported that these mutations perturbed the 23S rRNA in the vicin-
ity of the macrolide-binding site [149]. Although interaction between sidechains of
other macrolide antibiotics and these ribosomal proteins has been observed, for
example, the C9–forasamine sugar of spiramycin and L4, the C14 mycinose sugar of
tylosin with L22 [145] and the second (see following) azithromycin-binding site with
both L4 and L22 [143], the sites of interaction are distinct from those where the
mutations arise. Perhaps the most intriguing interaction is made by troleandomy-
cin, the binding position of which is displaced deeper in the tunnel, where it may
transiently interact with L22 to induce the -hairpin of L22, which normally lies flat
against the tunnel wall, to swing out across the tunnel [142]. The implication is that
this conformational change provides insight into a ribosomal gating mechanism,
whereby specific sequences within the nascent chain are recognized within the tun-
nel to regulate their translation (reviewed in Ref. [150]).

Since the azalide azithromycin has been solved in complex with both the D50S [143]
and H50S subunits [145], this provides us with the opportunity to compare directly
their interactions. An immediately apparent difference is that two binding sites were
found in the D50S structure, one that is equivalent to the position determined for all
the other macrolide antibiotics and a second site located deeper in the tunnel,
directly following the first. This second binding site is likely to be specific for
D. radiodurans, since the interactions involve residues specific to this species; how-
ever, it nicely illustrates how small sequence deviations can subtly alter the rRNA
architecture, which in turn can markedly influence the potential for antibiotic inter-
action. This is also evident when making a comparison between the first binding site
of the D50S structure with the H50S-azithromycin-binding position: comparing the
conformation of the macrolides themselves reveals no significant difference in the
orientation of the C3 cladinose sugar with respect to one another. However, the ori-
entation of the lactone ring is significantly displaced, particularly on the C9–C14
side, which faces the solvent. This may in part result from the additional azithromy-
cin-binding site in the D50S structure, since there is direct interaction between the
two molecules, via a hydrogen-bond between the desosamine sugar and the O1 in
the lactone ring of the first binding site [143]. On the whole, it seems that small but
distinct changes within the 23S rRNA seem to be responsible for altered lactone ring
orientation; however, at a few positions more significant differences are observed,
for example, the orientation of bases 2586 and 2609 are sufficiently different to pre-
clude even similar binding modes for the lactone ring. It is interesting to note that
although both H. marismortui and D. radiodurans 23S rRNAs have pyrimidines at
these positions they differ in whether they have cytosine or uracil. Furthermore, the
exchange of purines is seen at position 2058, which is adenine in all bacterial species
(D50S) and guanine in most archaea (H50S) and eukaryotes. Replacing adenine
with guanine at 2058 eliminates the potential for H-bonding with the C5-sugar and
may disturb the orientation of the antibiotic, thus explaining the natural resistance
of H. marismortui to this class of antibiotics. That the A2058G substitution in E. coli
ribosomes reduced the binding of erythromycin by almost four orders of magnitude
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[147] could explain why even at high antibiotic concentrations (1–10 mM) no bind-
ing of erythromycin was observed when soaking the H50S crystals [145], whereas
more physiological concentrations (10–100 µM) were sufficient for the D50S com-
plexes [143, 127]. However, when comparing the position of the lactone ring of the
azithromycin structures (and the larger 16-membered ring macrolides) with those of
the smaller 14-membered ones, even more marked differences are observable. In
the latter structures, the lactone ring adopts a more compact “folded-in” structure,
whereas the former exhibited an extended or “folded-out” conformation [145]. The
upshot being that the lactone ring of the smaller macrolides is almost perpendicular
to that observed for the larger ones and in fact results in a larger constriction of the
tunnel [143]. It would be interesting to see whether this is a general feature of the 14-
membered ring macrolides or whether the conformation depends on species-spe-
cific interactions: the structures of the same antibiotics in complex with different
species will go some way to answering these questions.

12.3.2.5 Streptogramins

Streptogramins are produced as a mixture of two chemically unrelated compounds,
type A and type B (Appendix E3), which act synergistically in vivo and in vitro, such
that the binding of one class stimulates the binding of the other. The net result is
that significantly lower concentrations of both antibiotics are needed to obtain the
same level of inhibition compared with the use of each compound separately, for
example, a 20-fold lower concentration of virginiamycin M and pristinamycin IA

(streptogramin A (SA) and B (SB), respectively) was needed when used in combina-
tion, than when used alone [43]. However, most importantly, the combination of
some streptogramin A and Bs can convert a bacteriostatic effect into bactericidal
lethality. This, coupled with the observation that bacteria resistant to the MLSB class
of antibiotics are still sensitive to streptogramin A inhibition, has led to the use of a
streptogramin A and B mixture (in ratio of 3 :7) of dalfopristin and quinupristin as
a new antimicrobial agent [151] called Synercid®, marketed by the company Rhone-
Poulenc Rorer. 

In general, SA antibiotics have been reported to interfere with the puromycin
reaction and with P-site binding, suggesting that SA act at both A- and P-sites. In
contrast, antibiotics of the B type (SB) do not tend to inhibit the puromycin reac-
tion, but rather stimulate the binding of 3�-terminal fragments of aminoacyl-tRNA
or N-blocked aminoacyl-tRNA to the ribosome. Binding of virginiamycin S (SB) is
inhibited by erythromycin and stimulated by virginiamycin M, the corresponding
SA. Virginiamycin S has been crosslinked to ribosomal proteins L18 and L22 and
protects nucleotides A2062 and G2505 within the central loop of domain V of 23S
rRNA from chemical modification. These bases are also protected by vernamycin
B, another member of the SB group, which additionally shows strong protection of
A752 as well as other weaker affects. Virginiamycin M (SA) protects A2037, A2042,
G2049 and C2050 near the PTF ring (Fig. 12.2B), suggesting that binding of SA to
the ribosome induces conformational change within the PTF center [152]. In this
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regard, it is interesting to note that suppression of bacterial growth persists for a
prolonged period subsequent to the removal of SA drugs [153, 154]. The implica-
tion here is that SA binding induces a conformational change within the PTF cen-
ter that is slowly reversible.

Conformational change within the ribosome seems to be also important for the
synergistic action of SA and SB. The mutation A2058U in 23S rRNA causes resis-
tance to MLSB antibiotics and prevents binding of virginiamycin S, whereas the
inhibitory action of the A-type streptogramin virginiamycin M remains unaffected.
In the presence of virginiamycin M (SA), however, the binding of virginiamycin S
(SB) to mutant ribosomes occurs with the same affinity as with wild-type ribosomes.
Indeed, in some cases, following the removal of the SA compound, the affinity of the
SB antibiotic for the ribosome is still enhanced, providing a strong argument for
conformational changes in the PTF center induced by SA binding. 

A crystal structure of virginiamycin M in complex with the H. marismortui 50S
subunit shows that this SA does indeed bind in a position that overlaps both A- and
P-sites [112], consistent with the earlier biochemical information. Specifically, the
majority of the 20-membered lactone ring overlaps the P-site, whereas only the oxazole
ring is inserted into the hydrophobic A-site crevice [112]. The conjugated amide group
of virginiamycin M occupies the position that A2602 has in the native H50S struc-
ture, whereas the base of A2602 is rotated by 90  to end up in a position perpendic-
ular to the tunnel wall. However, similar conformations for A2602 have also been
observed in the presence of tRNA mimics, the binding sites of which do not overlap
with the ‘native’ position of A2602. This suggests that overlap in position of the con-
jugated amide group of virginiamycin M with the base of A2602 is not per se neces-
sary for the change in the position of this base. 

Other than the rotation of A2602, little other change is observed within the PTF
center, which is surprising since this does not reflect the significant conformational
changes predicted from biochemical experiments. Furthermore, in these co-crystalli-
zation experiments, virginiamycin S (SB) was also included, yet only poorly resolved
electron density was observable. Despite this, the highest additional electron density
was located along the opposite face of the rotated A2602, thus sandwiching between
both streptogramins, possibly hinting at the basis for co-operative nature of SA and
SB binding. It is tempting to speculate that because H. marismortui is naturally resis-
tant to the MLSB class of antibiotics (due mainly to guanine at position 2058), this
may provide a reason for the weak binding of the SB antibiotic that was observed.
However, it does not explain the absence of any observable rearrangement within the
PTF center, nor that in the presence of SA, the A2058G mutations, or methylation at
this position, hardly affect SB affinity (although whether this also applies to archaea-
bacteria remains to be seen).

Recently, the structure of D50S in complex with both dalfopristin (SA) and quinu-
pristin (SB) was determined [274]. The binding site of dalfopristin was consistent with
that of virginiamycin M (SA) in the H50S structure, and quinupristin was shown to
occupy a position similar to that of the macrolide antibiotics. Analysis of this struc-
ture suggested that the synergistic binding of SA and SB antibiotics probably results
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from their direct interaction on the ribosome, with each other, as well as indirect
contact through residue A2602 [274]. In contrast to the H50S structure, significant
conformational changes were observed in the PTF centre, particularly, the univer-
sally conserved residue U2585, which is displaced by dalfopristin binding and
rotates 180° to establish hydrogen bonds with C2606 and G2588 of the 23S rRNA.
This stable non-productive conformation provides an explanation for the bacterio-
cidal properties and the prolonged inhibitory effects of the SA antibiotics.

12.3.2.6 New Classes of Translation Inhibitors; the Oxazolidinones 
and Novel Ribosome Inhibitors

The oxazolidinone class of antibiotics represent the first new class of drug to enter
the antibiotic market in over 20 years, with the most well-characterized member
being linozolid (Lin), marketed by Pharmacia under the name Zyvox® (PNU-
100766; Appendix E1). The oxazolidinones act against a wide spectrum of Gram-pos-
itive and anaerobic bacteria and, of special importance, also exhibit activity against
multi-drug-resistant bacteria.

There has been some confusion as to the exact binding site for this class of antibi-
otics. In vitro experiments detected crosslinks between oxazolidones and rRNA from
both the small (residue A864) and the large subunit (all residues detected were
within domain V near to binding site of the E-site tRNA and ribosomal protein
L1) [155]. However, these positions are at odds with the multitude of oxazolidinone-
resistant mutants, all of which map within the vicinity of the PTF center, i.e., far
from L1 and the E-tRNA-binding site (Fig. 12.2B). This discrepancy between the
biochemical and genetic data has been attributed to the tendency of the oxazolidino-
nes to bind non-specifically in vitro [137]: The idea that oxazolidinones may bind a
particular conformation of the ribosome led to the use of in vivo crosslinking experi-
ments with an 125I-labelled oxazolidinone to address this issue. Residue A2602 of the
23S rRNA and the N-terminal of ribosomal protein L27 were identified as being in
proximity to the drug-binding site [156]. The specificity of the crosslink was demon-
strated by addition of the non-labelled oxazolidinone eperezolid, which abolished the
crosslink, or its inactive enatiomer (PNU-107112(R)), which exhibited no effect on
the crosslink efficiency. Furthermore, a marked reduction in crosslinking was
observed in two strains of Staphylococcus aureus bearing mutations (G2447U and
G2576U) conferring resistance to oxazolidinones. The close proximity of A2602 to
these various mutation sites not only provides support for the PTF center as the
oxazolidinone-binding site but may provide some general information as to the ori-
entation of the drug, namely that the side of ring C to which the azido group is
attached should extend towards A2602, whereas the pharmacophoric oxazolidinone
ring A (and attached N-acetylaminomethyl side chain) angles toward the PTF center,
where the resistance mutations are located. Crosslinking to the N-terminal region of
L27 is also consistent with the PTF center location, since crosslinks to L27 were also
observed from other antibiotics that bind to the PTF center as well as 3�-azido-
labeled aa-tRNAs (see Ref. [156] and references cited therein). Unfortunately, the
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N-terminal region of L27 is disordered in the D. radiodurans 50S crystal structure so
it remains to be seen how close this flexible extension comes to the PTC [39].

It should be noted that there seems to be a unique species-specific pattern of resis-
tance to oxazolidinones, since there is little overlap in the reported mutation sites
(Table 12.5; [137, 157]). This is probably due to slight differences within the PTC of
the ribosomes, which may affect the drug-binding site and/or could simply reflect
variation in the tolerance to mutations at specific sites in the PTC of the respective
ribosomes. In this respect, it is interesting that the G2447U mutation in Mycobacte-
rium smegmatis is lethal in E. coli (see Ref. [157] and references therein).

The specific binding of oxazolidinones with the 50S subunit is supported by the
fact that 14C-labeled eperezolid (PNU-100592(S)) bound only the 50S subunit
(Kd = 20 µM), a result which was recently supported by NMR studies [158]. That the

Table 12.5 23S rRNA mutations of different organisms conferring resistance to the 
oxazolidinone linezolid

a E. coli numbering is given; the minimal inhibitory concentration 

(MIC) is given where known ( M) as the superscripted number 

following the base substitution.

b Spon. and Engin. indicate whether the resistance was discovered 

through selecting for spontaneous-resistant mtutants or whether 

the mutation was engineered and then the level of resistance being 

determined. Lin mutants originally discovered as having resistance 

to another antibiotic are indicated by +.

c It should be noted that resistance was conferred in trans by 

overexpressing the 23S rRNA bearing this mutation since attempts 

to generate this mutation were unsuccessful suggesting it is lethal 

in E. coli [250].

Organism Mutation positiona Mutation creationb Selected references

H. halobium U2500C>200 spon. 160

U2504C180 spon.

C2452U160 spon. + engin

A2453G130 spon.

A2062C80 cross.

C2499U30 cross.

A2453C15 cross.

E. coli JM109 G2032A spon. 247

E. coli HN818 G2032A80 spon. + engin. 247

G2032C60 engin.

G2032U40 engin.

G2447U~20c engin.

M. smegmatis (rrn-) G2447U spon. + engin. 157

Enterococcus sp. G2505A 
G2576U

spon. 248

Staphylococcus sp. / 
Streptococcus sp.

G2447U 
G2576U

spon. 275
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binding position locates to the PTC was indicated biochemically by the competi-
tion for binding between eperezolid and chloramphenicol, lincomycin and clinda-
mycin, but not puromycin [159]. Consistently, neither eperezolid, nor Lin, has been
shown to inhibit the puromycin reaction [159, 160], although certain derivatives of
Lin (PNU-176798 and DuP 791) have [157, 161, 162].  Whether this reflects differ-
ences in the drugs or the biochemical systems remains to be resolved. In any case,
there is mounting evidence suggesting that the oxazolidinones exert their influence
through the positioning or accommodation of initiator fMet-tRNA on the ribosome,
leading to the proposal that the site of action of oxazolidinones may in fact be the ini-
tiation phase of translation [162–165]. In support of this, Colca et al. [156] also
detected an oxazolidinone specific crosslink to tRNA; unfortunately, however,
whether the species was the initiator-tRNA could not be determined. If this were
true, then one could envisage that the PTF activity per se is not inhibited by the
oxazolidinones, instead this inhibition is by incorrect positioning of the P-site sub-
strate. Additionally, the oxazolidones (as well as chloramphenicol) have been shown
in vivo to induce translational inaccuracy in the form of increased frameshifting and
nonsense suppresion, which was proposed to result from perturbation of tRNA–
ribosome interactions [166]. Moreover, Matassova et al. [155] detected no inhibition
on any steps leading to dipeptide formation, but observed inhibition during the
elongation phase, prompting the suggestion that the translocation reaction may be
the site of action. In this regard, it is interesting that the residue crosslinked by the
oxazolidinones, A2602, has been proposed to play a role in guiding the translocation
of the CCA–end of the post-peptide-bond formation peptidyl-tRNA from the A- to P-
site [108]. However, the azido crosslinking moiety that was attached to the ring C of
Linezolid adds significant length to the drug making it unlikely that the drug actu-
ally comes into contact with A2602. Further work will be required to reconcile the
conflicting data and determine the exact mechanism of inhibition of this clinically
important class of antibiotics. 

The search for novel ribosome inhibitors (NRI) has led to the recent discovery by
Abbott laboratories of a series of translation inhibitors [167], structurally related to
the antibacterial quinolones (Appendix E1). The quinolones are well known as DNA
gyrase and topoisomerase IV inhibitors; therefore, it was surprising that small
modifications in structure were sufficient to completely alter the mechanism of
action of these compounds turning them into translation inhibitors. Moreoever, the
specificity of action of the NRI compounds was such that both Gram-positive and
Gram-negative bacteria were inhibited, including a number of common respiratory
pathogens, while human cell lines remained unaffected [167]. Perhaps the most
exciting observation is that the NRI compounds appear to inhibit translation using
a new mechanism since NRI-resistant strains show no cross-resistance with other
translation inhibitors, such as macrolides, tetracyclines, aminoglycosides or oxazolid-
inones. Defining the binding site of these antibiotics on the ribosome is certain to
provide insights into their mechanism of inhibiton.
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12.3.3 
Translocation Inhibitors

12.3.3.1 Thiostrepton and Micrococcin

Thiostrepton, a modified peptide antibiotic (Appendix F1), has several effects on a
number of partial reactions during translation. One prominent effect is the inhibi-
tion of EF-G-dependent uncoupled GTPase, i.e., a strong EF-G-dependent GTPase
activity in the presence of idle ribosomes (those not active in protein synthesis, i.e.,
non-polysomal). However, thiostrepton blocks spontaneous (EF-G-independent)
translocation as well. Furthermore, the antibiotic inhibits A-site occupation of the
e-type and to a lesser extent the A-site binding of the i-type. Therefore, the prevalent
effect of thiostrepton is probably an inhibition of the transition between PRE and
POST states, regardless of the direction [47].

Thiostrepton binds to the 50S subunit with a remarkably high association con-
stant (Ka > 109 M–1) [168], which is 2–4 orders of magnitude higher than the associa-
tion constant for many other antibiotics and six orders of magnitude higher than
that for puromycin. Thiostrepton also binds to naked 23S rRNA and this affinity is
enhanced in the presence of L11; however, L11 in isolation does not bind the drug.
L11 binds a fragment of 23S rRNA (nucleotides 1052–1112), as do thiostrepton and
micrococcin, an antibiotic structurally related to thiostrepton (see Appendix F1), pro-
viding strong evidence that both drugs bind within this region. The producer of
thiostrepton, Streptomyces azureus, protects its own rRNA by introducing a methyl
group onto the ribose moiety of A1067, thereby causing resistance to thiostrepton
(and micrococcin). This small 2�-O-methyl group decreases the binding affinity of
thiostrepton by at least six orders of magnitude [168].

The 23S rRNA/L11 complex, together with the pentameric complex L10•(L12)4,
has been implicated in elongation factor-dependent GTP hydrolysis. An EF-G
crosslink within the 70S ribosomes maps to a fragment of 23S rRNA containing
A1067, and bases A1067 and A1069 are protected by EF-G in addition to those pro-
tected in the sarcin-ricin loop [169]. Although EF-Tu shows no direct protection of
bases in domain II of 23S rRNA [169], a mutation of A1067 affects EF-Tu function,
and residues G1041, G1068 and G1071 are shielded by aminoacyl-tRNA-bound
enzymatically to the A-site with or without kirromycin [170]. Chemical and enzy-
matic probing studies show that thiostrepton protects 13 nucleotides between A1067
and A1098 [171]. The same set of protections were found in the presence of micro-
coccin with one important exception: namely that the N-1 position of A1067 was pro-
tected against dimethylsulfhate (DMS) by thiostrepton but exhibits enhanced
reactivity upon micrococcin binding. Since A1067 is also strongly shielded by EF-G,
this observation may well be related to the contrasting effects that thiostrepton and
micrococcin have on EF-G-dependent GTPase, i.e., thiostrepton is inhibitory
whereas micrococcin is stimulatory (reviewed in Ref. [64]).

The protection pattern of thiostrepton encompasses the loops of two helices of the
23S rRNA, H43 and H44. The importance of both loop regions for drug binding is



12 Antibiotics and the Inhibition of Ribosome Function  500

supported by the fact that methylation of A1067 confers thiostrepton resistance
[168]. Similarly, mutations of the residue A1067 to U or C and, with a weaker effect,
to G, result in thiostrepton resistance in vitro. The mutations at both A1067 and
A1095 strongly reduce the binding of micrococcin and thiostrepton to the ribosome,
whereas L11 binding is not affected by these mutations. Note that methylation of the
ribose at position 1067 is a much smaller change when compared with a transver-
sion at this position, and yet the effect of methylation on thiostrepton binding is
much more drastic.

The L11-binding region of E. coli 23S rRNA can be replaced by the homologous
stretch of residues from the yeast S. cerevisiae, with the result that these engineered
ribosomes are also thiostrepton-sensitive [172]. Potentially, this raises a paradox,
since yeast ribosomes are naturally resistant to thiostrepton. However, the naked
yeast 26S rRNA is able to bind thiostrepton and thus the potential thiostrepton-bind-
ing site may simply be masked by proteins in the intact yeast ribosome. The
exchange of the L11 binding site between E. coli and yeast is equivalent to the simul-
taneous introduction of 20 mutations between positions 1056 and 1103. Despite
these differences in primary sequence, the conformation of this region is likely to be
evolutionary highly conserved, since it has been demonstrated that L11 can recog-
nize the corresponding region in the rat 28S rRNA and vice versa [173]. Furthermore,
E. coli L11 and thiostrepton bind co-operatively to the E. coli 23S rRNA region and to
the rat 28S rRNA region, if position 1878 (the equivalent of 1067 in E. coli) is
mutated from G to A. No such co-operativity was seen with rat L12 (the E. coli L11
homolog). The lack of co-operativity in eukaryotic ribosomes may also play a role in
thiostrepton resistance [173].

Protein L11 consists of two domains: the C-terminal part is responsible for the
tight interaction with the rRNA-binding region for L11, and the N-terminal part is
required for the co-operative binding of thiostrepton. Mutations in the N-terminal
region (specifically, substitutions of P18S/T and P22S/T in E. coli L11) confer resistance
to thiostrepton [174, 175], although not by affecting interaction of thiostrepton with
the rRNA, but perhaps by allowing L11 the freedom to move despite the presence of
thiostrepton. Interestingly, in bacterial and archaeal ribosomes, on which thiostrep-
ton is active, P18/22 in L11 are conserved, whereas in the equivalent position in
eukaryotic L11 the prolines are not conserved, consistent with their natural resis-
tance. The crystal structure of L11 in complex with its rRNA-binding site has been
solved to 2.57–2.8 Å resolution [176, 177]. It has been proposed that the sugar of
A1067 and the base A1095 interact directly with thiostrepton by forming a binding
pocket in conjunction with the prolyl residues of the N-terminal domain of L11
(Fig. 12.15). Unfortunately, the L11 region (as well as the pentameric L10•(L7/L12)4)
are highly disordered in all the available high-resolution crystal structures of the
ribosomal subunits [38, 39], making determination of thiostrepton-bound 50S sub-
unit structures more complicated.

There is some controversy over the exact step of thiostrepton action. In contrast
with numerous previous results (reviewed in Ref. [28]), a recent publication pur-
ported that thiostrepton allowed binding of EF-G to the ribosome, a single transloca-
tion reaction and hydrolysis of GTP, but prevented release of EF-G.GDP [178]. These
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thiostrepton-stabilized EF-G–ribosome complexes were analyzed by cryo-EM [179].
The conclusions drawn from this analysis, interpreted on the basis that the thios-
trepton-stabilized EF-G was the GDP conformer, was at odds with the interpretation
of the fusidic acid complexes (see Ref. [180]). In direct contradiction with this model,
recent evidence was presented demonstrating that thiostrepton is, in agreement
with earlier works, a strong inhibitor of EF-G-dependent GTP hydrolysis and acts by
destabilizing the interaction between EF-G and the ribosome [181]. Numerous
attempts were made to reconcile the two disparate results but even repeating the
experiments under the conditions used by Rodnina and coworkers [178], the conclu-
sion remained the same, namely that thiostrepton strongly inhibited GTP hydrolysis
and association of EF-G with the ribosome. Additionally, thiostrepton was shown to
stimulate IF2-dependent GTP hydrolysis, whereas micrococcin stimulated the GTP
hydrolysis of both factors. These results can be interpreted best if thiostrepton (and
micrococcin) are thought to stabilize the L11 region in a particular conformation
that prevents (or reduces) stable binding of EF-G and EF-G-dependent GTP hydrol-
ysis. In the case of microccocin the weakened interaction of EF-G with the ribo-
some, although sufficient to stimulate GTP hydrolysis, results in rapid dissociation

Figure 12.15 Putative thiostrepton binding site on the 50S 
subunit. (A) Overview of the L11-binding site on the 
D. radiodurans 50S subunit. Only 23S and 5S rRNA are shown 
in ribbons representation (pdb file 1kpj) with the L11-binding 
site, H43 (red) and H44 (green) indicated. Note this region is 
relatively disordered in both D50S and H50S structures with 
the L11 protein being totally disordered in the H50S structure 
(pdb 1jj2) but the CTD being present in the D50S structure 
(pdb 1kpj). (B) The putative thiostrepton binding site 
illustrated using the isolated L11-rRNA structure (pdb1mms; 
[177]). Ribbons representation of a fragment of RNA (light 
blue) that mimics the L11 binding sites. Ribosomal protein 
L11 is shown with the C-terminal domain (CTD, blue), which 
binds to the rRNA fragment and the free N-terminal domain 
(NTD, dark blue) indicated. Mutations in H43 (base A1067 
shown in red) and H44 (with base A1095 in green) of the 23S 
rRNA and in L11 (Prolines at position 22 and 26 in yellow) that 
confer resistance to thiostrepton are indicated.
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of EF-G•GDP from the ribosome, thus resulting in increased turnover and therefore
accounting for the observed stimulation of GTP hydrolysis [181].

12.3.3.2 Viomycin Blocks Coupled GTPase Activity

Viomycin is a cyclic peptide antibiotic composed of an unusual assortment of amino
acids; the non-coded tuberactidine and ureidodehydroalanine in addition to -lysine,
serine and diaminopropionic acid (as seen in Appendix F1). Viomycin (sometimes
referred to as tuberactinomycin B) belongs to the tuberactinomycin family of antibi-
otics and has seen limited use against tuberulosis. Viomycin exhibits inhibitory
characteristics similar to the aminogylcoside family of antibiotics, in particular to
hygromycin B, since viomycin acts both to induce misreading as well as inhibit EF-
G-dependent translocation in vitro [182], but not GTP hydrolysis [178]. In fact, vio-
mycin has been shown to compete with aminoglycosides for binding to the 30S sub-
unit and vice versa [183]. However, the binding site of viomycin, although still
uncertain, is probably very different to that of hygromycin B, since it seems to
encompass components from both the small and large subunits: Resistance to vio-
mycin results from ribosomes that have alterations in either rRNA from the small or
large subunit, although the exact location of these mutations has not been deter-
mined [184]. Protection from chemical probing by viomycin identified bases 912–915
and A1408 in the 16S rRNA and in addition bases U913 and G914 in the 23S rRNA
(Ref. [128] and unpublished data cited in Ref. [185]; see Fig. 12.2). Furthermore, con-
formational changes in the ribosome, measured using a toeprinting assay, demon-
strated that viomycin induced an effect only with 70S ribosomes and not with 30S
subunits, in contrast with all the aminoglycosides tested which affected both [185].
This suggests that viomycin may not even bind the 30S subunit in the absence of the
50S and further emphasizes the differences between viomycin and the aminoglyco-
sides. An E. coli mutant strain lacking N1 methylation of G745 in H35 of domain II
of the 23S rRNA also exhibits 4-fold increased resistance to viomycin as well as hav-
ing a markedly reduced growth rate and a large reduction in the number of 70S ribo-
somes [186]. Furthermore, viomycin protected G914 from kethoxal probing more
efficiently in strains lacking the G745 methylation than the wild type, suggesting
that the relatively moderate increase in the level of resistance conferred by the meth-
ylation probably does not reflect a specific resistance mechanism but results from
conformational changes in the 50S subunit that affect the viomycin-binding
site [186]. Collectively, these data suggest that viomycin binds at the interface of the
ribosomal subunits; however the presence of two binding sites, one on each subunit,
cannot be excluded.

Recently, viomycin has been shown to prevent the EF-G (and RRF)-mediated
release of tRNA from the ribosome during ribosome recycling [187]; however, not as
effectively as thiostrepton and, unlike thiostrepton, viomycin did not inhibit the
release of the RRF [188]. This suggests that viomycin and thiostrepton operate using
different mechanisms, i.e., maybe viomycin allows EF-G binding and GTP hydroly-
sis, whereas thiostrepton severely reduces the binding of EF-G (as mentioned in
Sect. 12.3.3.1).
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Another feature that viomycin has in common with aminoglycosides relates to
competitive inhibition of several ribozymes and also of group I intron splicing
(Ref. [189]; reviewed in Ref. [190]). This finding led to the provocative proposal that
low-molecular-weight molecules, such as small RNAs or antibiotic progenitors, may
have been present in the primordial soup and co-evolved with the modern ribosome,
originally serving a regulator function [191]. Indeed, the recent findings that Ede and
Pct work antagonistically to influence initiation complex formation certainly demon-
strates the potential existing for such small molecule regulation (see Sects. 12.2.2
and 12.2.3).

12.3.3.3 Spectinomycin Interferes with EF-G Binding

Spectinomycin is sometimes listed under “aminoglycosides”, but it has in fact noth-
ing in common with this group of antibiotics, neither structurally (Appendix F1) nor
functionally. The drug inhibits translocation by interfering with the binding of EF-G
to the ribosome, probably by preventing the conformational changes in the ribosome
associated with EF-G binding. Consistent with this idea, the binding position of spec-
tinomycin has been located to the elbow of h34 and h35 within the head of the
T. thermophilus 30S subunit (Fig. 12.16) [67]. Helix 34 has a putative role in trans-loca-
tion of the tRNAs from the A to P-site, probably requiring a rearrangement in its
interaction with neighboring helices 35 and 38. Spectinomycin makes interactions

Figure 12.16 Spectinomycin binding site on the 30S subunit. 
(A) Overview of the spectinomycin binding site on the 30S subunit 
(pdb 1fjg [67]). Ribbons representation of 16S rRNA (light blue), 
with h34 (purple), h30/35 (yellow), h38 (green) and h28 (cyan) 
highlighted, as well as ribosomal protein S5 (dark blue). (B) Close-
up view of the spectinomycin binding site at the elbow junction of 
h34 and h30, where hydrogen bond interactions (dashed blue line) 
between spectinomycin (Spt, red) and G1068 (h30) and C1066, 
G1064 and C1192 (counter clockwise) are shown. Other colours as 
in (A)
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with three bases of h34 (G1064, C1066, and C1192) and with the phosphate of G1068
in h35, which together may stabilise this region, preventing the conformational
changes necessary for translocation. This is supported by cryo-EM reconstructions of
functional states that reveal movements within the head region during  translocation
[192].

The determined spectinomycin-binding site is in agreement with spectinomycin-
resistant mutations that map within h34, specifically nucleotides G1064, C1192 and
C1066 [193–196]. Furthermore, spectinomycin protects C1063 and G1064 from
chemical probing [23] and overexpression of an RNA fragment resembling helix 34
confers resistance to spectinomycin [197]. The fragment is proposed to sequester the
drug thereby permitting the intact ribosome to function and consequently display a
spectinomycin-resistant phenotype. Surprisingly, mutations in S5 also give rise to
spectinomycin resistance [198], although S5 is not required for spectinomycin bind-
ing. These mutations map to a loop in S5 that does not make direct interaction with
spectinomycin; instead it stabilizes the pseudoknot region that is connected to h34
through a network of interactions. This led to the proposal that mutations in this
loop, by disrupting this network of interactions, allow the head to move freely during
translocation, even when spectinomycin is bound [67]. 

12.3.3.4 Fusidic Acid is the Counterpart of Kirromycin

Fusidic acid is a steroidal antibiotic (Appendix F1), which has been extensively studied
since the 1960s and whose mode of action was well characterized by the mid-1970s
(reviewed in Ref. [28]). Fusidic acid allows translocation and GTP hydrolysis, but pre-
vents the associated conformational changes in EF-G, thus stabilizing the EF-
G GDP complex on the ribosome in an analogous fashion to how kirromycin pre-
vents dissociation of EF-Tu. It is used clinically, primarily against S. aureus, from
which most resistance mutations have been selected [199, 200]. Most resistance
mutations are clustered within three distinct regions that map to the fusA gene,
which encodes EF-G (Fig. 12.17A) [200]. According to the crystal structures of EF-
G GDP and nucleotide-free EF-G, the three mutational regions are confined to a
central region of EF-G, localizing to a three-way junction between the G domain and
domains III and V. It is possible that fusidic acid binds to the interface of these three
domains and by restricting their movement prevents EF-G from adopting the GDP
conformation (reviewed in Ref. [201]). Therefore, mutations within this region prob-
ably either facilitate the conformational changes in EF-G required for dissociation
from the ribosome despite the presence of the drug, whereas others may simply pre-
vent the drug from binding to EF-G [200].

The high occupancy and stability of the fusidic acid-bound EF-G ribosome com-
plex has led to medium resolution cryo-EM reconstructions revealing the binding
and interaction of EF-G with the ribosome [202–204]. Fusidic acid does not work on
eukaryotes, but sordarin is thought to act in an analogous fashion on yeast EF2 (the
homolog of EF-G). Indeed, this antifungal was used to construct stable EF2-80S
yeast ribosome complexes for cryo-EM analysis (at 17.5 Å [205] and more recently at
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12 Å; [276]. The crystal structure of EF2 in the apo-form and in complex with sord-
arin were solved to 2.85 and 2.12 Å resolution, respectively [206] (Figs. 12.17B, and
C). Sordarin forms hydrogen-bonds to residues Gln490, Ala562 and Phe798, thus
linking domains III, IV and V. Since no contact with the G domain is made, it
would seem that the binding site for sordarin and fusidic acid may differ, although
the mechanism of inhibition is probably similar, i.e., preventing the conforma-
tional changes necessary to form the low-affinity state that allows EF dissociation
from the ribosome. Interestingly, sordarin locates within a very enclosed binding
pocket, where extensive van der Waals interactions are made, such that almost two-
thirds of the surface area of the drug is buried [206]. This binding site is not present
in the apo form of EF2 suggesting that sordarin binds with an induced fit.

There is good agreement between the structurally determined sordarin-binding
site and mutations in EF2 that give rise to sordarin resistance: substitutions in
domains III (Q490E) and IV (Y512S, S523E, E524P, A562P) as well as a deletion in
domain V ( G790) have been reported to confer resistance in S. cerevisiae [207, 208].
Many of these substitutions are naturally occurring in plant and mammalian EF2s
explaining why sordarin is a fungal-specific translation inhibitor. Additionally, sord-
arin resistance results from mutations of the large-subunit ribosomal protein L10e
(see Table 12.6; [209]).

Figure 12.17 Comparison of bacterial EFG, yeast EF2 and EF2-
sordarin. (A) EF-G.GDP (pdb1fmn; [200]), (B) EF2, apo form 
(pdb1nov; [206]), (C) EF2 bound with Sordarin (pdb1nou; [206]). 
Domains I, II and G domain are coloured dark blue, domain III, 
purple, domain IV, light blue, domain V, yellow. Residues in EF-G 
that confer resistance to fusidic acid (A, F90L, P405L/Q, L431Q, 
A435N, P436Q, H458Y) or in EF2, to sordarin (B and C; Q490E; 
Y512S, S523E, E524P, A562P) are coloured in green. The GDP 
and sordarin molecule are coloured red in A and C, respectively. 
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12.4 
Inhibitors of Termination, Recycling and trans-Translation

The final step of protein synthesis is signalled by the presence of a stop codon in the
A-site. In E. coli, this termination signal is recognized by the decoding termination
release factors, RF1 and RF2, which mediate the release of the nascent polypeptide
from the ribosome (see Chap. 9). Subsequently, RF3 binds to recycle the decoding
RFs from the ribosome in a GTP-dependent manner before also dissociating
(reviewed in Ref. [210]). The disassembly of the post-termination complex is accom-
plished by the tandem effort of two factors, the ribosome-recycling factor RRF and
EF-G (reviewed in Ref. [211]). Entry into the termination of protein synthesis can
also be initiated through the co-called trans-translation pathway. This pathway is
evoked most often when ribosomes become stalled because the mRNA that they are
translating is truncated, i.e., the mRNA does not finish with a stop codon in the A-
site; instead the A-site is empty. In this specific situation, a specific transfer-messen-
ger RNA (tmRNA) enters the ribosomal A-site to continue translation and, in doing
so, frees the ribosome and tags the truncated protein for degradation (see Chap. 10).

Table 12.6 Antibiotic resistance resulting from mutations in ribosomal proteins

a Selected examples only of amino acid mutations and corresponding 

references (by no means complete) presented using equivalent E. coli 
numbering except for cycloheximide resistance in eukaryotes due to 

L41 and sordarin resistance in some yeast due to L10e.

Antibiotic Ribosomal component Mutation positiona Selected referencea

Cycloheximide L41 Q56P 251, 252

Evernimicin L16 See Table 12.2 See Table 12.2

Erythromycin L4 K63E 253, 254

Erythromycin L22 82MKR84 253, 254

Quinupristin-
dalfopristin and
erythromycin

L22 79GP80 

Insertions, e.g.

84GPTLK

255

Emetine S14 R149C 
R149C-R150H

256

Gentamycin L6 257

Streptomycin S12 P41L/S, 42Q/R, K43E, 
K53, R85C/H, K87R/E, 
P90L, G91D

258-265

Streptomycin S4 266

Spectinomycin S5 267, 198

Neamine S17 H32 268, 269

Sordarin L10e Q137P, 
K T143I, A 

S134

209

Thiostrepton L11 P18S, T 
P22S, T

174, 175
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12.4.1 
Termination

As yet there are no known specific inhibitors of the termination process. A number
of antibiotics that effect termination are better known as inhibitors of the elonga-
tion cycle. Members of aminoglycoside family of antibiotics, including streptomy-
cin, have been shown to specifically inhibit RF-dependent peptidyl-tRNA hydrolysis
activity without preventing the binding of the termination factors to the ribosome
[212]. Comparison of the solution structure of the termination factor RF2 [213],
with that of the ribosome-bound form [214, 215] suggests that, upon ribosome
binding, RF2 undergoes significant conformational changes. This rearrangement
is probably initiated by recognition of the stop codon in the A-site and results in the
movement of domain III of RF2 into the peptidyl-transferase center to mediate pep-
tidyl-tRNA hydrolysis. Therefore, the aminoglycoside family of antibiotics could
perturb the orientation of the RF on the ribosome, preventing the correct position-
ing of domain III necessary to activate peptide release. Sparsomycin, which binds
in the PTF center and inhibits PTF activity (see Sect. 12.3.2.2) also prevents peptide
release without affecting the binding of the RFs to the ribosome [212, 216]. Interest-
ingly, a number of antibiotics have been identified that differentially effect peptide-
bond formation and peptide release, being notably less effective against the latter,
especially the RF-independent release of the peptide [216], the most significant dif-
ference being seen for the lincosamides, lincomycin and clindamycin [216], all of
which bind directly in the PTF [217].

In contrast, thiostrepton has been shown to inhibit the binding of both RF1 and
RF2 to the ribosome [217]. This can be understood in light of the recent cryo-EM
reconstructions of RF2 on the ribosome where domain I of RF2 makes extensive
contact with L11 and the GTPase-associated region, where thiostrepton also binds
[214, 215]. 

The situation with spectinomycin however is not so clear. At low concentrations
(1 M) the in vitro peptide release activity of RF1 and RF2 at UGA and UAA codons,
respectively, is enhanced, whereas at high concentrations (100 M) RF2 binding is
inhibited [212]. Furthermore, ribosomes carrying spectinomycin-resistant mutations
C1192A or C1192U inhibited ribosome binding of both RF1 and RF2 in vitro but RF2
was affected more severely [212]. This suggests that binding of the RFs to the ribo-
some may require conformational changes within the ribosome, which are prevented
by the binding of a rigid spectinomycin molecule to the head of the 30s subunit.

The challenge for the future will be to develop antibiotics that are specific for the
termination phase, perhaps by taking advantage of the fact that the termination fac-
tors between prokaryotes and eukaryotes are structurally unrelated [213].

12.4.2 
Recycling

It seems that the majority of antibiotics that inhibit translocation; thiostrepton, vio-
mycin, fusidic acid and aminogylcosides; also effectively inhibit RRF-dependent
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ribosome recycling [187]. This is not totally unexpected since this RRF-mediated reac-
tion is strictly dependent on EF-G. Kaji and co-workers are working on the hypothesis
that during RRF-mediated ribosome recycling the role of EF-G is analogous to that
during elongation, i.e., EF-G actually translocates the RRF molecule, whose structure
incidentally closely resembles that of a tRNA, from the A to the P-site (see Ref. [218]).
However, this model has not yet been proven. In fact, recent evidence from chemical
probing experiments suggest that RRF can bind to the ribosome in a completely dif-
ferent orientation to that of a tRNA (reviewed in Ref. [219]).

Since no counterpart to RRF has been identified in eukaryotes, this makes ribo-
some recycling an attractive target for antibiotic inhibition. The goal would be to
find or develop antibiotics that can specifically inhibit RRF function without affect-
ing other steps of proteins synthesis, instead of the current situation where all
antibiotics targeting this phase operate through inhibition of EF-G function. To
date, no such antibiotics have been found, but with an optimistic prospect for an
RRF–ribosome complex crystal structure in the near future, designing of such
antibiotics may soon be within reach.

12.4.3 
Trans-translation

The importance of tmRNA was questioned when deletion strains ( ssrA) were gen-
erated that had growth rates similar to the wild type strain. However, under certain
stress conditions, even the ssrA strain was non-viable. One of these stress condi-
tions is the presence of protein synthesis inhibitors. Unfortunately, the ssrA strain
was generated by insertion of a kanamycin resistance cassette into the tmRNA
gene, making the study of aminoglycoside effects on this strain uninformative.
Aminoglycosides have been shown to increase the amount of ssrA-mediated tag-
ging [220], suggesting the effect on the ssrA strain would be severe, especially
since it was not viable in the presence of a number of antibiotics that bind to the
PTF center or tunnel, such as chloramphenicol, lincomycin, spiramycin, tylosin,
erythromycin (as well as spectinomycin which binds to the 16S rRNA) at drug con-
centrations that had no significant effect on the wild type strain [221]. Such a result
would not be at all surprising in the presence of aminoglycosides: since they
induce misreading which can lead to ribosomal stalling, the presence of tmRNA
under these conditions would be necessary to rescue the stalled ribosomes.
Although more unexpected for antibiotics that target the 50S subunit, it has been
recently demonstrated for chloramphenicol and the oxazolidinone linezolid that
they induce frameshifting and nonsense suppression [166], probably due to pertur-
bation in the binding of the A- and/or P-site tRNAs.

12.5 
Mechanisms Causing Drug Resistance

All antibiotics discussed here (at least the source compounds) are typically produced
in microorganisms as secondary metabolites. In some cases, we have already discussed
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how the ‘producer’ survives, and many of the known resistance mechanisms are
strategies that are applied by the antibiotic-producing organisms themselves and
can also be found in drug-resistant microorganisms that have become a major prob-
lem in the treatment of infections. We distinguish between six different mecha-
nisms of resistance, four of which are non-ribosome-related and are discussed
briefly, whereas the remaining two are directly related to the ribosome and are
therefore discussed in more detail. 

12.5.1 
Modification of the Antibiotic

Modification of the antibiotic can inactivate the drug or alternatively prevent its cel-
lular uptake. Common mechanisms of inactivation include adenylation, acetylation
or phosphorylation, as seen for the (i) aminogylcosides, which are modified prima-
rily on the rings I (3�- and 4�-OH are phosphorylated and adenylated) and II (amino
group at position 3 is acetylated) [222], (ii) chloramphenicol, which is acetylated by
chloramphenicol-acetyltransferase, and (iii) viomycin, which is phosphorylated by a
viomycin-phosphotransferase. Capreomycin (a derivative of viomycin) is both acety-
lated and phosphorylated in the Streptomyces species that produce it [223]. Alterna-
tively, cleavage or even degradation of the drug occurs, for example, penicillin
cleavage by -lactamase. Usually, these enzymes reside in the periplasmatic space
and inhibit uptake of the drugs through the cellular membrane via direct modifica-
tion of the antibiotic.

12.5.2 
Blockage of Transport (without Modification of the Drug)

Modification of certain membrane components can prevent drug accumulation in
the cell either by passively preventing their uptake (fusidic acid, tetracycline) or
actively by promoting their active efflux from the cell (tetracycline).

12.5.3 
Overproduction of the Inhibited Substrate (Target Dilution)

Overproduction of the target can, in principle, sequester the antibiotic, enabling
the remaining active molecules to maintain growth. This principle is observed with
trimethoprim, a drug that inhibits folic acid metabolism. In this case, a strong over-
production of dihydrofolate reductase was identified as the reason for resistance. As
previously mentioned, exogenous expression of an rRNA fragment containing the
binding site of spectinomycin also confers resistance – most probably by a “titration”
of the antibiotic.
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12.5.4 
Bypassing or Replacement of the Inhibited Reaction

In principle, an inhibited reaction can by bypassed or substituted by another reac-
tion. An example is seen in a resistance mechanism against penicillin. Penicillin
works by cleaving the peptidoglycans within the cell wall. Resistance can arise when
peptidoglycan is substituted for another component within the cell wall; the biosyn-
thesis of peptidoglycan is inhibited at a late step by the drug. It is clear that neither
one of the elongation steps nor the elongation cycle itself can be substituted or
bypassed, since the ribosome is the sole protein synthesizing enzyme in all cells.

12.5.5 
Alteration of the Target Site

Many examples exist where the target site of the drugs has been altered, of which a
number have been mentioned already. In E. coli substitutions of C912U in 16S
rRNA confer resistance to streptomycin, whereas in the 23S rRNA, substitution of
A1067U and any change at A2058 confer resistance to thiostrepton and erythromy-
cin, respectively. Mutations in the A-site that confer resistance to the aminoglyco-
sides antibiotics have been reviewed in Westhof and colleagues [224]. However, for
most bacterial species it is prohibitively difficult to acquire such mutations, since the
rRNA is usually encoded in multiple operons, and thus mutations must be intro-
duced into all rRNA operons (rrn) to confer resistance. This is particularly true for
E. coli, which has seven copies of the rrn operon. Single mutations in the rRNA
operon will result in a mixture of resistant and sensitive ribosomes leaving the bacte-
ria still susceptible to drugs that exert a dominant inhibition effect. This occurs
because on bacterial polysomes, blockage of one sensitive translating ribosome on a
distinct mRNA will indirectly block following ribosomes on the same mRNA
(whether the following ones are resistant or susceptible). For this reason rrn operons
that confer resistance to protein synthesis inhibitors are typically recessive or weakly
co-dominant.

Mutations conferring resistance to these inhibitors usually arise more frequently
in bacteria that harbour one (as in H. halobium) or two copies of the rrn operon (e.g.
Helicobacter pylori).  Species such as these have been used successfully to screen for
spontaneous resistant strains when exposed to an antibiotic of interest, for example
pactamycin- and evernmicin-resistant H. halobium strains [35, 225]. Alternatively,
Squires and coworkers have constructed an E. coli strain with all seven of the rrn
operons deleted from the genome and having a single copy expressed from an exog-
enous plasmid [226, 227], which has, for example, been used to select for kasugamy-
cin-resistant mutants [14].

However, resistance can also be mediated via ribosomal proteins where all ribo-
somes of a cell become resistant because in bacteria ribosomal proteins are normally
encoded by unique genes. A number of such mutations that give rise to antimicro-
bial agents exist and are summarized in Table 12.6.
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Producers of antibiotics often modify the rRNA post-transcriptionally to protect
themselves. This mechanism is independent of the copy number of rRNA operons.
Examples include the ribose methylation of A1067 (16S rRNA, thiostrepton-resis-
tant) and base methylation of A2058 (erythromycin-resistant). Conversely, the under-
methylation of the two 2,6,dimethyl-adenines 1518 and 1519 (16S rRNA) due to a
mutation in the corresponding methylase gene (ksgA) renders cells kasugamycin-
resistant.

12.5.6 
Active Protection of the Target by a Third Component

The sixth resistance mechanism involves the involvement of protein factors termed
ribosome protection proteins (RPP), which by interacting with the ribosome confer
resistance to tetracycline (Tet) (reviewed in more detail in Ref. [57, 228–230]). The
best studied of these are Tet(O) and Tet(M) from Campylobacter and Streptococcus.
These RPPs probably originated from the natural producer of oxytetracycline, Strep-
tomyces rimosus, which harbors otrA, a RPP-like determinant, derived about 30 mil-
lion years ago from the elongation factor EF-G [57]. Spread of these factors
throughout the eubacteria by lateral gene transfer events was most likely facilitated
by their location on mobile genetic elements.

Not surprisingly, the RPPs display significant sequence similarity to the ribosomal
elongation factors, EF-G and EF-Tu, and have been shown to have GTPase activity
although they cannot substitute for the elongation factors in vivo or in vitro [231].
Instead, these RPPs confer resistance to Tet by binding to the Tet-inhibited ribo-
some, for example, addition of purified Tet(O) to a Tet-inhibited poly(Phe) in vitro
system could restore activity with Tet(O) shifting the IC50 in this system from 100 to
more than 500 µM Tet [232]. This was shown to be due to the fact that Tet(O)/(M)
can dislodge tetracycline from the ribosome, a function that is dependent on the
presence of GTP. The interaction of Tet(O) with the ribosome has been studied
using cryo-EM, revealing that Tet(O) has an overall shape similar to that of EF-G,
and as expected binds at a common site [233]. Comparison of the EF-G and Tet(O)
ribosomal contacts indicates that they differ primarily in the vicinity of domain IV,
where EF-G contacts H69 and Tet(O) interacts with h18/34 of the 16S rRNA. This is
significant since domain IV in EF-G has been implicated as an important determi-
nant for promoting translocation of the tRNAs (see Chap. 8.4) and is therefore con-
sistent with the lack of translocation activity for Tet(O). Similarly the interaction of
domain IV of Tet(O) with h34 of the 30S subunit is consistent with its role in Tet
release as h34 is a component of the primary tetracycline-binding site (see Sect.
12.3.1.1). Recent chemical probing experiments are in agreement with this pro-
posal, since Tet(O) interactions with the 30S subunit were localized to h34 (C1214 is
protected) and h44 (A1408 is enhanced) [54]. These are components of the decod-
ing center located near to the primary tetracycline-binding site. The protection
C1214 probably results from interaction of this base with Tet(O), a conclusion sup-
ported by the fact that the Tet(O)-binding site observed by cryo-EM approaches
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C1214. However, since Tet(O) does not approach A1408, the enhancement of A1408
is indicative of a conformational change. Connell and coworkers [54] suggest that
Tet(O) binding to the ribosome induces long-range conformational changes, possi-
bly through S12 and h44 to allosterically release Tet from the primary binding site.
This conformational change persists after Tet(O), via GTP hydrolysis, dissociates
from the ribosome, so that the conformation unfavorable for Tet binding continues
to provide an advantage for binding of the ternary complex to the A-site, thus reliev-
ing the Tet-induced inhibition [54].

12.6 
Future Perspectives

High-resolution structures for each of ribosomal subunits have revolutionized our
ability to design biochemical and genetic experiments aimed at understanding ribo-
some structure and function and also to interpret the results better. Furthermore, it
has enabled us to reinterpret the huge wealth of data relating to the ribosome, where
the interaction of antibiotics with the ribosome is no exception. The current state of
the art encompasses understanding these interactions by direct determination
of these antibiotic–ribosome complexes at high resolution. Already representatives
for the majority of antibiotic families that inhibit the ribosome directly have been
characterized and those that have not, are for sure being completed as this review
goes to press. So what does the future hold? With the ever-increasing emergence of
antibiotic-resistant bacteria, the search for novel and more potent antibiotics contin-
ues to be the challenge for the future. Using the available structural information for
rational design of these new and improved antibiotics is the path ahead. Such
approaches may include chemically linking known antibiotics to create so-called
“hybrid antibiotics” – the idea being that simultaneous mutations that confer resis-
tance to each antibiotic would be required to confer resistance to the hybrid anti-
biotic. For example this has been reported for CP-544372, a hybrid between a
macrolide, linked through a long anchor group at the 4”-position of a cladinose
sugar, to chloramphenicol [234]. By analyzing the currently available information
pertaining to the interactions of particular antibiotics with the ribosome, another
approach is to alter the antibiotic, for example, by chemically modifying the
sidechains, in such a way that either they establish new or additional interactions,
such as hydrogen-bonds, hopefully increasing their affinity for the ribosome and/or
making them more effective, even against, currently resistant strains. This is the
exact goal of start-up companies, such as Rib-X and RiboTargets, where specialized
software (Analog and Ribodock®, respectively) is being used iteratively to develop
new antibiotic agents. Recently, RiboTargets presented evidence as to the power of
this approach by the design of a new aminoglycoside antibiotic, which they demon-
strated by crystallography could bind to a small RNA mimic of the ribosomal de-
coding site [235].
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13 
The Work of Chaperones

Jean–Hervé Alix

13.1
From The Levinthal Paradox To The Anfinsen Cage

The classic experiment of Anfinsen showing that the unfolded ribonuclease folds sponta-
neously in vitro established the thermodynamic hypothesis of protein stability, i.e., that a
protein’s primary sequence dictates three essential and partially overlapping features of
proteins, viz. the assembly pathway, the structure and function, without need of any fur-
ther genetic information [1]. However, how the correct folding of a protein is selected
among an astronomically large number (1016) of possible conformations to give the native
active state was enigmatic for a long time, a problem known as the Levinthal paradox. This
was particularly true for large proteins, but it is now clear that folding pathways guide the
protein, along energy landscapes, towards the unique (lowest energy) native conformation,
through a series of partially folded intermediate states known as molten globules [2]. In
other words, it is possible to arrive at the native state of a protein after having searched
through only a minute fraction of the total number of conformations [3, 4]. The transition
from the molten globule state (which contains elements of secondary structure
such as -helices and -sheets, but lack well-defined, unique tertiary interactions) to the
native state is often the rate-limiting step (Fig. 13.1).

In vitro, self-folding gives low yields and slow rates, particularly at temperatures
above 15–20°C and at high protein concentrations, i.e., under situations of incredi-
bly high macromolecular crowding as is the case in living cells [4b]. Also, unfavor-
able side-reactions, such as misfolding or aggregation of partially folded
intermediates (Fig. 13.2), often compete with the correct assembly pathway [5].
Therefore, self-assembly is not the predominant form of protein assembly in vivo,
and proteins will be assisted by a particular class of proteins, sequestering them dur-
ing folding in a safe environment protected from aggregation, sometimes referred to
as the Anfinsen cage [6] or box of infinite dilution. These folding or assembly help-
ers have been termed molecular chaperones. More than just playing the role of a
passive cage, chaperones also decrease the roughness of the energy lanscape of the
substrate protein. After assisting the correct folding and assembly of other proteins,
they are not themselves components of the final functional structures, nor do they
cause covalent modifications of the target protein or protein complex, for example,
the Escherichia coli GroEL/GroES chaperonin, which participates in bacteriophage

Protein Synthesis and Ribosome Structure. Edited by K. H. Nierhaus and D. N. Wilson
Copyright © 2004 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 13.1 Free-energy landscape of the 
fold-ing of a protein. The free energy (F) surface 
or free energy landscape of a protein is 
represen-ted as a function of the number of 
native contacts (Q) and the total number of 
(native and nonnative) contacts (C). Native 
and non-native contacts refer to contacts 
bringing or not towards the native state, 
respectively. The surface shown in the figure 
illustrates that at the beginning of the folding 
reaction there are many conformations of 
similar free energy, so that the accessible 
surface is very broad. As folding progresses, 
the energy of the system decreases with the 
formation of native contacts that are generally 

more stabilizing than the non-native ones. 
Thus, the entropy decreases as the native 
state is approached, and the free-energy 
surface has a funnel-like shape that guides 
the system towards the unique (lowest energy) 
native conformation. Among the intermediate 
folding species are the molten globules, which 
are generally close to the native state. The 
yellow trajectory shows the average folding 
pathway, and the other two trajectories 
(green and red) show a range of two standard 
deviations around the average and are thus 
expected to include 95% of the trajectories. 
Reprinted with per-mission from Dinner 
et al. [4].
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head assembly, is not found in the assembled head structures. Molecular chaper-
ones also act as refolders of misfolded or aggregated substrates, probably through
substrate unfolding (either local or global) [7, 8].

Chaperones are ubiquitous, universal, highly conserved throughout evolution in
both structural and functional properties: HSP70 is the most conserved protein
known to date that is found in all biota, i.e., eubacteria, eukaria and some of the
archaea [9]. This high conservation across the phylogenetic domains [10, 11] has
provided support for a phylogenetic classification of all living cells [12–14] that
intriguingly differs from that based on comparative analyses of 16S rRNA
sequences: the HSP70-based phylogenies predict a specific evolutionary relation-
ship between the archea and Gram-positive bacteria on the one hand, and between
the Gram-negative bacteria and eukaryotes on the other [15].

The myriad of functions of the molecular chaperones [16–18] can be summarized
as follows:

1. De novo protein folding, i.e., co- or post-translational folding of ribosome-
bound nascent polypeptide chains.

2. Refolding and prevention and reversion of aggregation of misfolded or dena-
tured proteins.

3. Protein translocation across membranes.
4. Post-translational quality control, to detect and eliminate, in co-operation with

proteases, the proteins irreversibly unfolded.
5. Assembly and dissasembly of protein and nucleoprotein complexes.
6. Modulation of the heat-shock response.

In summary, two assignments can be made for the molecular chaperones: house-
keeping and defence against stress functions. It is therefore not surprising that, to
fulfill all their roles, the chaperones function with a cohort of accessory factors
[19a].

Figure 13.2  Formation of a domain-swapped aggregate in the 
process of protein folding. A newly synthesized protein molecule 
in the process of folding seeks a thermodynamically stable structure. 
Among possible low-energy structures that it may seek are a 
monomer, a domain-swapped dimer, and a domain-swapped 
aggregate. Reprinted with permission from Eisenberg [298].
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13.2 
The Folding Machines

13.2.1 
The Trigger Factor (TF)

The trigger factor (TF) is an ATP-independent chaperone. It displays both chaperone
and peptidyl-prolyl-cis-trans-isomerase (PPIase) activities [19b]. It is not a heatshock
protein, but is induced upon cold shock and enhances E. coli viability at low temper-
atures [20a]. The lack of TF (deletion of the gene tig) has almost no effect on E. coli
growth, but a strain with deletions of both tig and dnaK can survive only at low tem-
perature [20b, 20c].

The trigger factor interacts with the ribosome [21–23] and is, along the chaper-
one pathway, the first that affects the folding of newly formed protein chains,
scanning for prolyl bonds that need catalysis of isomerization. However, the
binding of TF to peptides is not dependent on the presence of proline residues,
and it is not known whether PPIase activity is required for the TF chaperoning of
nascent chains. Binding of TF to the ribosome is important for creating a high
local concentration of substrates [24, 25].

The trigger factor is composed of three domains: an N-terminal domain (NTD),
which mediates association with the large ribosomal subunit, a central substrate
binding and PPIase domain, and a C-terminal domain (CTD). It is monomeric in its
ribosome-associated state, but uncomplexed TF is in monomer–dimer equilibrium,
with two-thirds existing in a dimeric state [26].

13.2.2
The DnaK/DnaJ/GrpE System

The control of protein folding by DnaK is coupled to its ATPase activity, and these
two activities correspond to two functional domains: the 44 kDa NTD (residues 1–385)
which binds and hydrolyses ATP; a CTD (residues 390–638) which consists of (i) a
18 kDa -sandwich subdomain which binds and releases polypeptide targets (sub-
strate-binding domain) [27] and (ii) another subdomain (10 kDa) composed of five

-helices (residues 537–638) [28a] that acts like a lid [286] over the -sandwich sub-
domain to encapsulate the bound peptide in the ADP-bound state; the bound pep-
tide contacts the -sandwich but not the lid.

The DnaK-binding motif in substrates consists of a core of up to five large hydro-
phobic or aromatic residues, and flanking regions enriched in positively charged
residues which are of decreasing importance with increasing distance from the
core [29]. As both denatured proteins and folding intermediates display hydropho-
bic surfaces, DnaK and the various eukaryotic HSP70s stabilize non-native polypep-
tides through the binding and release of these extended hydrophobic peptide
segments that are normally buried in the fully folded form, but are exposed during
protein synthesis, protein translocation and protein degradation. However, E. coli
DnaK also binds some native proteins such as P, O, cIII, RepA, heat-shock
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Figure 13.3  Domain organization of the E. coli chaperones DnaK, 
DnaJ and GrpE. Residue numbers define the approximate indivi-
dual domain borders. Residues 386–392 of DnaK constitute a linker 
between the ATPase and the substrate-binding domain. Residues 
86–88 of GrpE constitute a break of the long N-terminal  helix in 
the GrpE monomer that interacts with DnaK. Reprinted with 
permission from Bukau and Horwich [299].

Figure 13.4  Structures of the E. coli chaperones GrpE and 
DnaK. (A) Structure of the GrpE homodimer complexed to the 
ATPase domain of DnaK. The proximal and distal GrpE mono-
mers are shown in purple and light blue, respectively. The 
ATPase domain is shown in green. In total, there are six contact 
areas between DnaK and GrpE. (B) Structure of the C-terminal 
substrate binding and lid domains of DnaK. DnaK is shown in 
green and the bound peptide in red. Reprinted with permission 
from Chesnokova et al. [300].
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transcription factor 32 [30], the tumor suppressor protein p53 [31]. BIP, a resident
endoplasmic reticulum HSP70, associates with immunoglobulin heavy and light
chains [32] and human immunodeficiency virus envelope glycoprotein gp160 [33].

There is a mutual stimulation of ATPase activity and substrate release [34–40].
Interestingly, interdomain coupling occurs even when the lid is deleted, but
potassium ions are indispensable for the mutual functional control of the two
domains [41a]. The ATP-bound form of DnaK is characterized by high on- and
off-rates of substrate interactions (fast peptide binding and release) and a low
affinity, whereas the ADP-bound form is characterized by low on- and off-rates
(slowly binding and release) and high affinity for substrates. In other words,
DnaK in its ADP state captures substrates, and ATP inhibits the capture [40]. The
ATPase activity thus constitutes a switch regulating the velocity and stability of
substrate binding by DnaK.

An interesting difference between proteins of the DnaK/HSP70 family and the
GTPases is that the latter are activated to bind proteins when they contain bound
nucleotide triphosphate (GTP) 41b], whereas HSP70 forms stable complexes with
protein substrates when nucleotide diphosphate (ADP) is bound.

The ATPase activity of DnaK is itself under tight control of two cofactors: DnaJ,
which markedly stimulates the ATPase activity [42, 43], and GrpE, which facilitates
the ADP/ATP exchange since DnaK binds ADP more tightly than ATP [44]. The
stimulation of the ATPase activity requires the conserved J domain [45] of DnaJ (res-
idues 2–78 in E. coli; [46]). DnaJ tightly couples ATP hydrolysis with binding of pro-
tein substrate by DnaK [47] through a mechanism that involves communication
between the ATPase and the substrate-binding domains of DnaK. But DnaJ itself is
also capable of associating with unfolded substrates and preventing aggregation,
having most binding motifs in common with DnaK [48]. This qualifies DnaJ as a
chaperone in its own right and as a targeting partner for DnaK [42].

The DnaK reaction cycle in protein folding is therefore the following: DnaJ acts on
the ATP-bound DnaK (rapid substrate binding and release, low affinity, so-called
T state) to stimulate the hydrolysis of ATP, resulting in the ADP-bound form of
DnaK, which binds the substrate tightly (so-called R state). DnaK probably trans-
duces free energy from ATP binding and hydrolysis to produce a conformational
change in the substrate protein that increases the probability of proper folding. Sub-
strate ejection then requires the dissociation of ADP, which is catalyzed by GrpE,
and which occurs in concert with binding of a new ATP molecule. Therefore, under
in vivo conditions with an estimated chaperone ratio of DnaK/DnaJ/GrpE = 10/1/3,
both DnaJ and GrpE appear to control the chaperone cycle by transient interactions
with DnaK [49a].

In mammalian cells, a network of co-operating and competing chaperone cofac-
tors, such as the DnaJ-like HSP40s, HAP46/BAG-1[49b] (Snl 1 in yeast; [50]), Hip,
Hop (Sti 1 in yeast; [51]), and CHIP [52] modulates the chaperone activity of the heat-
shock cognate protein HSC70 [53] (see Fig. 13.12). For a synopsis of the E. coli, yeast
and mammalian HSP40s proteins see Table IV in Ref. [42]. The large tumor antigen
(T antigen) of simian virus 40 (SV40) is also a DnaJ molecular chaperone [54]).
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Concerning the role of DnaK in assisting folding of newly synthesized cytosolic
proteins, it had been thought for long time that DnaK plays a critical role in de novo
folding (see Sect. 13.3.1). Indeed, DnaK is present in the E. coli cytosol at ~50 M,
roughly equivalent to the concentration of ribosomes. However, the fraction of
newly translated proteins that is recovered in a complex with DnaK is only 5–10% of
the total soluble E. coli proteins at 30°C, preferentially in the size range of 30–75 kDa
[55]. Also a study with a mutant lacking the function of DnaK ( dnaK) indicates that,
at 30°C at least, DnaK is not essential for bacterial viability, nor for de novo folding of
the majority of E. coli proteins [56]. However, DnaK is essential for E. coli growth at
37°C and above, and a large set of thermolabile E. coli proteins are substrates of
DnaK and of two other chaperones, ClpB [57] and trigger factor [58] during heat
stress, both in vivo and in cell extracts.

In eukaryotes, the so-called heat-shock “cognate” proteins HSC70s are non-induc-
ible but constituvely expressed homologs of the HSP70s. Interestingly, the HSP70
genes (but not the HSC70 genes) are intronless. Although unusual (other genes that
lack intervening sequences include histones and -interferon), this feature is per-
haps significant for genes that are rapidly activated at the transcriptional level. Two
DnaK homologs have been found in E. coli: Hsc66 (=HscA) which seems to be spe-
cialized for the assembly of iron–sulfur cluster proteins [59], and Hsc62 (=HscC)
[60], the function of which is less clear: it forms a complex with the transcription fac-
tor 70, and may function as its negative modulator [61], but it may also be involved
in the repair of damage induced by radiation and cadmium since mutations in this
protein have been identified that are hypersensitive to ultraviolet light and cadmium.
Triple knock-outs of all E. coli genes encoding HSP70 proteins ( dnaK hscA hscC)
are viable, indicating that HSP70 proteins are not strictly essential for viability.
There are also four additional DnaJ proteins in E. coli: (i) CbpA, (ii) DjlA, both of
which interact with DnaK, (iii) Hsc20 (=HscB), which interacts with HscA, and (iv)
DjlC, which seems to be the appropriate DnaJ cochaperone for HscC. The unique
common feature of all the DnaJ homologs is a short sequence of about 75 amino
acid residues called the J domain, which is essential for the interaction with an
HSP70 chaperone partner and for the stimulation of its ATPase activity [62].

13.2.3
The GroEL/GroES System

Early genetic studies identified the E. coli groES and groEL genes because mutations
in them blocked the growth of bacteriophages , T4 and T5. GroEL/GroES (HSP60/
HSP10) are also known as Group I chaperonins, to make a distinction with Group II
chaperonins of archea and eukarya (also called TRiC/CCT) [63]) (see Fig. 13.7): the
latter have a few substrates including the cytoskeletal proteins actin and tubulin [64–
66], Cdc20 [67a], the Von Hippel-Landau tumor suppressor complex [67b] and the
WD-repeat proteins [67c]. GroEL/ES are large cylindrical complexes that promote
protein folding in the sequestered environment of their central cavity. Group I chap-
eronins are present not only in all eubacteria [67d], but also in mitochondria and
chloroplasts [68a, 68b].
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GroEL/GroES is the only chaperone system in E. coli cytoplasm essential under all
growth conditions [69]. GroEL is organized in two stacked rings, each composed of
seven 60 kDa subunits [70, 71] (see Fig. 13.5). However, mutants of GroEL that are
fully functional as single rings have been recently isolated [72].

The co-chaperonin GroES, a single ring of seven 10 kDa subunits, forms the lid
on a folding cage (Group II chaperonins have not such a detachable GroES-like co-
chaperonin [73], see Fig. 13.7). Non-native proteins are encapsulated in this cage, or
passive box, which, when capped by GroES in the presence of ATP, creates an envi-
ronment of infinite dilution inside its central cavity where individual polypeptide
chains are free to fold without risk of aggregation. Then the dissociation of GroES
allows release of the trapped protein from the cavity [74] (see Fig. 13.6). However it
remains a matter of debate whether the chaperonin cage plays only a passive role in
protecting the protein substrate from aggregation, or an active role in accelerating
folding rates [75]. 

Typical GroEL substrates consist of two or more domains with -folds, which
contain -helices and buried -sheets with extensive hydrophobic surfaces. Bind-
ing takes place between the hydrophobic residues in the apical domain of GroEL
and the hydrophobic faces exposed by the -sheets in the -domains of protein

Figure 13.5  Structure of the GroEL chaperonin from E. coli. 
(A) Side-view of the GroEL tetrade-camer. Subunits comprising 
the top ring are shown in colour, subunits of the bottom ring are 
shown in grey. Each subunit can be dissected into three domains: 
apical (orange), intermediate (yellow) and equatorial (red).
(B) Top view of  the GroEL tetradecamer. The seven subunits of 
the ring are shown in shades of green. For one subunit, the apical 
and the intermediate domains are highlighted in orange and yellow, 
respectively. (C) Ribbon representation of a GroEL subunit. The 
equatorial domain (red) consists almost exclusively of   helices 
and contains the nucle-otide-binding site, which is occupied by 
ATP S (blue). The intermediate domain (yellow) serves as a 
molecular hinge that connects the equatorial domain with the 
apical domain (orange). Binding of GroES and polypeptides 
occurs in a hydrophobic groove formed by the two helices 
(white) facing the central cavity. Reprinted with permission 
from Walter [71].
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substrates [76]. Binding stimulates ATP binding and hydrolysis, causing a confor-
mational change in the box. The transmission of an allosteric signal between the
two rings of the GroEL complex is a key aspect of the reaction mechanism [77, 78].

Only 10–15% of all newly synthesized polypeptides transit GroEL post-transla-
tionally [79, 76], which agrees with the intracellular concentrations of 2.6 and
5.1 M reported for GroEL and GroES, respectively, since this is sufficient to facil-
itate the folding of no more than 5% of all of the proteins within the E. coli
cell [80]. GroEL is absolutely essential for the correct folding of E. coli dihydropi-
colinate synthase, the first enzyme in the diaminopimelic acid synthesis pathway,
and therefore also for cell-wall synthesis [81].

Figure 13.6  Structure of the GroELS chaperonin from E. coli. 
(A) Sideview of the GroES heptamer. The individual subunits 
(in shades of red) consist mainly of -sheets and form a dome. 
The flexible extensions on the bottom are the so-called mobile 
loops that mediate binding to GroEL. (B) Cross-section of a 
GroE “bullet”. Each GroEL ring encloses a cavity that serves 
as a folding compartment for a polypeptide substrate. Binding 
of GroES (orange) to the top GroEL ring (blue) blocks the 
access to the upper cavity and concomitanly induces an en 
bloc movement of the apical domains. (C) Changes in the 
GroEL structure upon binding of GroES. In this top view, the 
seven subunits comprising one ring of GroEL are shown in 
shades of green and blue. The hydrophobic residues in the 
apical domains important for binding of polypeptide and GroES 
are shown in white. In the absence of GroES (top panel), these 
residues coat the inside of the central cavity and account for the 
high affinity for unfolded polypeptides. Upon binding of GroES 
(lower panel) the apical domains rotate outwards by 90°. The 
hydrophobic patches become buried in the subunit interfaces, 
rendering the inner surface of the cavity mainly hydrophilic 
and causing the release of a bound polypeptide. Concomitantly, 
the diameter of the cavity increases from 45 to 80 Å. Reprinted 
with permission from Walter [71].
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Figure 13.7  Schematic model of the folding 
mechanism of GroEL and CCT. Both chaper-
onins cycle between an open, substrate-
receptive conformation and a closed confor-
mation. In GroEL, substrate recognition and 
binding is performed in the open conformation 
by a hydrophobic region in the apical domain of 
the GroEL subunits. The closed conformation is 
generated upon ATP binding in the presence of 
the cochaperonin GroES, and the unfolded poly-
peptide is liberated in the GroEL cavity where 
folding takes place. The polypeptide is then 
liberated from the GroEL cavity after GroES 
release, which is induced upon ATP hydrolysis. 

In CCT, built up by two superimposed rings, 
each ring is constituted by eight different, 
albeit homologous subunits (30% identity). 
The apical domains of specific subunits 
recognize the substrate. The sealing of the 
CCT cavity, carried out by the movements 
of the apical domains induced upon ATP 
binding, is performed by the helical pro-
trusions present at the tip of the apical 
domains, and the substrate is not liberated 
in the CCT cavity but remains bound to the 
apical domains and forced to acquire a more 
compact, native conformation. Reprinted with 
permission from Valpuesta et al. [66].

Figure 13.8  Three bacterial chaper-
ones participating in de novo protein 
folding. The Trigger Factor interacts 
with emerging nascent chains via its 
interaction with ribosomal protein 
L23 at the ribosomal exit site. Some 
polypeptides then interact with DnaK 
and GroEL, which assist the folding 
of selected subsets of cellular proteins. 
Reprinted with permission from 
Albanese and Frydman [142].
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13.2.4
Other Chaperones

13.2.4.1 HSP90

HSP90 is one of the most abundant chaperones in the cell, and is already at high lev-
els prior to cellular stress. HSP90 is a constitutive homodimer and has only recently
been recognized as an ATP-dependent chaperone [82] (see Fig. 13.9).

HtpG, the bacterial HSP90 homolog is non-essential in E. coli [83], but is essential
for the thermal stress management in cyanobacteria [84]. In eukaryotes, HSP90-null
mutants are lethal. In yeast, HSP90 does not act generally in nascent protein folding
[85], but some substrates (i.e., the -complemented -galactosidase) depend on
HSP90 for folding, assembly and/or stabilization. In higher eukaryotes, most HSP90
substrates are signal transduction proteins, such as steroid hormone receptors and
signaling kinases. Interaction of the glucocorticoid receptor with HSP90 is essential
for its activity. HSP90 operates as part of a multichaperone family which includes
HSP70 and several cochaperones such as p23 [85b], Hop, CHIP, Cdc37, Aha1 (see
[86] for a Table of the HSP90 interacting proteins). Ansamycin drugs which specifi-
cally target HSP90, the most representative being geldanamycin, makes HSP90,
involved in many growth-regulatory pathways, an attractive target for cancer thera-
peutics [87a, 87b]. For another astonishing property of HSP90, see Sect. 13.7.1.

13.2.4.2 Clp/HSP100 Family

ClpB/HSP104 and ClpA, ClpX and ClpY (=HslU) are ATP-dependent chaperones
associated with disassembly and degradation of protein complexes. They are mem-
bers of the AAA+ family of proteins, which are ATPases Associated with a variety of
cellular Activities [88–90].

Figure 13.9  Schematic representation of the 
domain structure of HSP90. ATP/ADP and the 
HSP90 inhibitors geldanamycin and radicicol 
bind to the same pocket inside the N-terminal 
domain. Following the N-terminal ATPase domain, 
all eukaryotic HSP90 proteins have a charged 
domain of varying size. They end at the very 

C-terminus with the pentapeptide MEEVD, 
which constitutes the core of the HSP90 
interaction surface for the tetratricopeptide 
repeats (TPR) of HSP90 co-chaperones. 
Neither the charged domain nor the penta-
peptide is required for viability in S. cerevisiae. 
Reprinted with permission from Picard [86].
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The common physical feature of E. coli ClpA, ClpX and ClpY is a ring structure
formed by their ATPase subunits, which arrange into ring-shaped hexameric or hep-
tameric complexes enclosing a central cavity. They act as regulatory subunits of pro-
teases, for example, the homohexameric ClpA, or ClpX, associate with each side of
the heptameric double-ring protease ClpP, delivering recognized substrates to it for
degradation [91]. This structure (ClpA6, ClpP7 2, ClpA6) resembles that of the
eukaryotic 20S core proteasome (=28 subunits) arranged in four homoheptameric
rings, as 7, 7, 7 and 7 [92]. Similarly, in the E. coli HslUV complex, each HslU
(=ClpY) hexamer binds to opposite ends of the dodecamer HslV (=CplQ) protease
component [93]. In the absence of association with the protease partner ClpP,
ClpA or ClpX can mediate disassembly of oligomeric substrate proteins, such as
the ClpX-mediated disassembly of the Mu transposase tetramer [94] and the
ClpA-mediated remodeling of bacteriophage P1 RepA dimers (inactive) into active
monomers [95] (see Fig. 13.13) or the in vitro unfoldase activity of ClpA [96]. Simi-
larly, without its protease partner HslV (=ClpQ), the HslU (=ClpY) ATPase acts as a
molecular chaperone to prevent aggregation of SulA, an inhibitor of cell division in
E. coli [97].

Unlike ClpA, ClpX and HslU, the protein ClpB is unique among the HSP100 pro-
teins of E. coli since it does not interact with a proteolytic partner. E. coli cells deleted
of ClpB show a higher rate of death above 50°C, indicating that ClpB is essential for
cell survival at high temperatures, like HSP104 [98] in yeast. ClpB, which has two
ATPase domains [99] but whose physiological oligomeric state is unclear at the
moment (most probably an hexamer)[100a–c] , does not assist itself in protein fold-
ing, but disaggregates preformed protein aggregates before transferring them to
HSP70 (see Sect. 13.3.2).

13.2.4.3 DegP

E. coli DegP (=HtrA) is a periplasmic heat-shock protein, which possesses both
chaperone and protease activities. The chaperone function dominates at low tem-
peratures and the protease function, at elevated temperatures [101]. DegP becomes
necessary for E. coli growth at temperatures above 39°C for the removal of the mis-
folded outer-membrane proteins [102]. The proteolytic sites are located in the cen-
tral cavity of the DegP hexamer formed by the staggered association of trimeric
rings [103]. This unique structural organization indicates a new type of protease
chaperone machine.

13.2.4.4 Periplasmic Chaperones

Aside from DegP (see Sect. 13.2.4.3) and pili chaperones (see Sect. 13.2.4.5), the
E. coli periplasm contains many other chaperones involved in the folding and target-
ing specifically of outer-membrane proteins [104] with the exception of TolC [105].
Some of these chaperones have redundant functions in protein folding [106], per-
haps because of the particular conditions (absence of ATP and a relatively more
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oxidizing state than in the cytoplasm) prevailing in the periplasm [107]. Misfolding
of proteins in the cell envelope of E. coli induces a cascade of particular signaling
pathways mediated by the Rse proteins and the transcription factor E [108].

13.2.4.5 Pili Chaperones

Some periplasmic chaperones such as PapD and FimC are specialized in the
assembly of bacterial pili (the adhesive structure that enables bacteria to bind to
host cells). The priming action of the chaperone drives subunit assembly into the
fiber [109]. The integration of the next pilin, the building element of the growing
pilus, requires the removal of the chaperone sitting at the growing end. Each pilin
is also complexed with a chaperone which promotes a partially unfolded state of the
pilin that is required for assembly (see Fig. 13.10): in other words, the chaperone
provides the missing information for folding of the pilin [110] and this case of
structural complementation represents therefore an interesting extension of the
Anfinsen dogma described in Sect. 13.1.

13.2.4.6 Small HSPs

The -crystallins [111, 112] are the most representative members of the small heat-
shock protein family (sHSPs) which form dynamic oligomeric structures [113].
Their chaperone activity, required to prevent aggregation of intermediate filaments
[114], is of potential importance in human disease [115]: for example, a mutation in
the B-crystallin chaperone gene causes a desmin-related myopathy [116a–d]. There
is another example of a mutation in a gene encoding a putative chaperonin, which
causes the McKusick–Kaufman syndrome [117a], and of mutations in the sHSP22
[117b] and sHSP27[117c] which cause neurodegenerative disorders.

Figure 13.10  Benefits of a chaperone for a growing pilus. The pilus 
is the adhesive structure that enables bacteria to bind to host cells. 
A chaperoned pilin protein is added to a growing pilus in the follow-
ing way: the chaperone carries the pilin subunit to the large pore 
subunit (called the usher) where the pilin subunit is released by the 
chaperone and becomes attached to the end of the gowing pilus 
rod. Therefore, the pilin can be complemented by either a different 
molecule (the chaperone) or the same molecule (another pilin). 
Reprinted with permission from Eisenberg [298].
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Figure 13.11  Small heat-shock protein chaperones for the 
intermediate filaments. Mutations in either small heat-shock 
proteins, such as B-crystallin, or intermediate filament  
proteins lead to collapse and aggregation of cellular inter-
mediate filament networks resulting in skeletal muscle and 
cardiac myopathy. Reprinted with permission from Quinlan
 and Van Den ljssel [114].

Figure 13.12  HSP70 as a folding machine or 
a degrading machine. Binding of distinct co-
chaperones to the N-terminal ATPase domain 
of HSP70 (ATPase) and to its C-terminus (C) 
gives rise to chaperones machines involved in 
protein folding or in protein degradation. The 
co-chaperones Hip and BAG-1 compete 

for binding to the ATPase domain, whereas 
Hop and CHIP associate with the C-terminus 
in a competitive manner. (pep = peptide-bind-
ing domain of HSP70; ubl = ubiquitin-like 
domain of BAG-1; U = U-box of CHIP). 
Reprinted with permission from  Höhfeld  
[195].



13.3 Chaperone Networks 543

In E. coli, the genes encoding HSP15, a ribosome-associated heat-shock protein
[118], and HSP33, a redox-regulated molecular chaperone [119a, 119b] form part of
a heat-shock-regulated multigene operon. HSP31, the yedU (hchA) gene product,
alleviates protein misfolding by interacting with early unfolding intermediates
[120a–f ]. The 16 kDa IbpA and IbpB (for inclusion-body associated heat-shock pro-
teins) are dispensable in E. coli, but cooperate with ClpB and DnaK/DnaJ/GrpE (and
not with GroEL/GroES) in vivo at high temperatures [121, 122] and in vitro [123]. A
novel sHSP named AgsA, which supresses protein aggregation, has been recently
discovered in Salmonella enterica [124].

In plant cells, sHSPs, which are the predominant proteins synthesized under
stress conditions, exhibit chaperone activity in cooperation with HSP70 [125, 126a,
126b]. sHSPs which are incorporated into protein aggregates help to the disaggrega-
tion reaction mediated by ClpB/DnaK, highlighting a role of sHSPs in cellular pro-
tein quality control [127] (see section 13.3.2).

13.2.4.7 Endoplasmic Reticulum (ER) Chaperones

Several ER chaperones, including calnexin and calreticulin, co-operate to ensure the
correct biogenesis of glycosylated proteins [128, 129a, 129b].

13.2.4.8 Intramolecular Chaperones

The prosequences of some proteases act as intramolecular chaperones for the cor-
rect folding of the polypeptide chains to which they are covalently but transiently
attached: this is the case for the 77-residue propeptide of subtilisin [130]. Similar
folding mechanisms are used by several prokaryotic and eukaryotic proteins, includ-
ing prohormone convertases. In the Bordetella pertussis autotransporter BrkA, which
contributes to adherence of the bacterium to host cells, a conserved region acts as an
intramolecular chaperone to effect folding of the 73 kDa domain (referred to as the
passenger domain) and ferry it to the bacterial surface [131].

13.3
Chaperone Networks

13.3.1
De novo Protein Folding

It is important to know whether chaperones act independently, or are organized in a
universal chaperone pathway, through which proteins, especially newly translated
polypeptides, will be channelled while they are still ribosome-bound. Alternatively,
unfolded polypeptides following translation will be discharged into the soluble cyto-
solic medium and then cycle between the endogenous chaperones (kinetic partition-
ing) [132]. To address that question, a mutant form of GroEL called “trap GroEL”,
which irreversibly captures unfolded polypeptides, when overexpressed in growing
yeast and mammalian cells, did not interrupt the productive folding pathway, indicat-
ing a high level of organization in folding reactions [133, 65, 134], i.e., the existence of
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an integrated folding compartment, directly coupled with the translation machinery
[135]. Residing on the yeast ribosome, the HSP70 Ssb [136, 137] forms a chaperone
triad with the HSP70 homolog Ssz1 and zuotin, a DnaJ-related HSP40, to act on
nascent chains emerging from the ribosome [138]. During in vitro translation, a
nascent polypeptide-associated complex (NAC) has been shown to form a protective
environment for regions of nascent chains just emerging from the ribosomal tunnel
[139, 140a]. In the endoplasmic reticulum too, a subset of chaperones and folding
enzymes form multiprotein complexes to bind nascent proteins 140b .

In the case of prokaryotes, such a rigid sequential pathway is less obvious [140c],
but nascent chains emerging at the peptide exit tunnel of the ribosome are awaited
by a “welcoming committee” consisting of three chaperones [141]: the sequence of
interactions of newly synthesized proteins with chaperones is proposed to be trig-
ger factor (TF), then the HSP70 system, and then the GroEL/ES system [142] (see
Fig. 13.8). TF interacts with relatively short emerging nascent chains, via its interac-
tion with ribosomal protein L23 at the ribosomal exit site [21, 22], and may then
migrate transiently with the nascent chain, followed by rapid dissociation and
rebinding to ribosomes. DnaK, which has partially overlapping functions with TF
[58, 143, 55], binds to longer chains and allows the larger polypeptides to fold.
Although complementary, the mechanisms of DnaK and TF in protein folding are
distinct from each other [144–146]. Indeed, DnaK is not recruited to translating
ribosomes in the absence of TF [147].

Finally, GroEL functions post-translationally to assist folding of a subset of cytoso-
lic proteins [76]. DnaK and GroEL have been shown to co-operate in many folding
pathways [148–152, 20c] and in ribosome biogenesis at high temperature [153].
However, DnaK and GroEL do not obligatorily act in succession by promoting ear-
lier and later folding steps, respectively: rather, they can form a lateral network, for
example for a large protein that does not fit the GroEL/GroES cavity [154]. ClpB and
HtpG also participate in de novo folding in mildly stressed E. coli cells [155], and in
the eubacteruim Thermus thermophilus, a protein, DafA, cycles between the DnaK
chaperone system and translational machinery, although its role is unknown at the
moment [301].

However, the ribosome itself could be the first player in facilitating cotranslational
and sequential domain folding, in the case of eucaryotic proteins composed of multiple
domains [156]. Indeed, co-translational folding of a virus capsid protein has been
observed without release from the ribosome and without the assistance of HSP70:
folding is more favorable kinetically if it occurs at the same time as protein synthe-
sis, but it remains to be seen whether this protein is exceptional in its capacity to fold
so efficiently while still bound to ribosomes [157]. The ribosome may play a key role
[158], either because the vectorial aspect of protein biosynthesis is critical in the pro-
cess of protein folding, or in recruiting the folding machinery [159], or in controlling
the subsequent fate of the translated polypeptide, through its interaction with the
peptide exit tunnel as shown in E. coli [160–162] or even in actively refolding
unfolded proteins, as shown in vitro [163].
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13.3.2
Protein Disaggregation

During prolonged heat shock of Saccharomyces cerevisiae cells, the high-molecular-
weight aggregated proteins that form are rapidly eliminated in wild-type cells, while
they persist in cells lacking the stress tolerance factor HSP104. Refolding from the
aggregated state requires not only HSP104, but also the HSP70 homolog Ssa and
the DnaJ homolog YDJ1 [164]. A close functional relationship between HSP104 and
HSP70 has also been shown in vivo [165], and in their ability to restore mRNA splic-
ing after heat inactivation [166]. In maintenance of mitochondrial function, HSP78,
the mitochondrial ClpB homolog, co-operates with matrix HSP70 [167, 168]. How-
ever, HSP104 and HSP70 have antagonistic interactions in yeast prion curing [169]
(see Sect. 13.7.2).

In Thermus thermophilus [170, 171] as well as E. coli [172–176, 57, 177], a multi-
chaperone system composed of ClpB and DnaK/DnaJ/GrpE has been shown to pre-
vent and revert protein aggregation both in vivo and in cell extracts. There is a recent
indication that ClpB acts prior to DnaK on protein substrates [178]. Therefore, the
sequential mechanism could be the following: (i) ClpB exposes new DnaK-binding
sites on the surface of the aggregates; (ii) DnaK binds the aggregate surfaces and
melts the incorrect hydrophobic associations; and (iii) DnaK and GroEL complete
refolding of solubilized proteins [179]. Small HSPs, which are incorporated into pro-
tein aggregates, help the disaggregation reaction mediated by ClpB and the DnaK
system [123, 127].

The interactions of chaperones with disease-causing misfolded proteins [180a,
180b] and toxic aggregates, such as polyglutamine-rich proteins [181a, 181b], neuro-
degenerative amyloid plaques and prions is therefore a promising field of research
[182–186].

ClpB also cooperates with HtpG in facilitating de novo protein folding in mildly
stressed E. coli cells [155], and with DnaK/DnaJ/GrpE in the activation of the plas-
mid RK2 replication initiation protein TrfA by converting inactive dimers to an
active monomer form [187].

13.3.3
Posttranslational Quality Control

Proteins that cannot fold properly because of mutations, errors in translation or
stress damage are degraded by the ubiquitin–proteasome system in eukaryotes
[188], or by specific proteases (FtsH, Lon, DegP, HslUV, ClpAP and ClpXP) in bacte-
ria. Co-operation between chaperones and proteases, both of which recognize
hydrophobic regions exposed on unfolded polypeptides, ensure post-translational
quality control, i.e., whether a damaged protein will be destroyed before it folds
properly [189]. The kinetics of partitioning of non-native proteins between chaper-
ones and proteases, in other words, the competition between these two sets of pro-
teins has been proposed to underlie the basis for protein quality control [190, 191].
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Figure 13.13  Dual function of the E. coli 
ClpA chaperone in RepA monomerization and 
in the ClpAP protease activity. For remodeling 
the bacteriophage P1 RepA dimers into mono-
mers, the initial step is the self-assembly of 
ClpA and its association with inactive RepA 
dimers. Upon ATP binding, stable complexes 

containing 1 mol of RepA dimer per mol of 
ClpA hexamer are formed and are committed 
to activating RepA. Finally, active RepA mono-
mer is released upon ATP hydrolysis. The alter-
nate fate for RepA is the degradation by ClpAP 
protease. Reprinted with permission from Pak 
and Wickner [95].

Figure 13.14  A model for molecular chaper-
one suppression of neurotoxicity. Amyloid is an 
ordered fibrillar structure arising from partial 
unfolding and exposure of hydrophobic sur-
faces that are normally buried in the core of a 
folded protein. Amyloid is also formed by 
proteins containing an expanded series of gluta-
mine repeats (polyQ). Molecular chaperones may 
suppress neurotoxicity of amyloid-forming 

proteins by preventing their conversion between 
native conformations and toxic conformations (A), 
or the formation of pre-fibrillar intermediates (B), 
or the conversion between pre-fibrillar intermediates 
and mature fibrils (C), or by facilitating the con-
version of toxic intermediates into nontoxic amor-
phous aggregates (D), readily degraded by the 
proteolytic machinery. Reprinted with permission 
from Muchowski [186].
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In E. coli, a synergistic action of two proteases, Lon and ClpXP, and the DnaK sys-
tem is revealed at 42°C, as proteases became essential for survival at low DnaK
levels [192]. Recent results suggest that DnaK operates as a functional coupling
between the posttranslational quality control of proteins and the late stages of E. coli
ribosome biogenesis [193] (see section 13.7.3 and Fig. 13.15).

In eukaryotes, misfolded proteins are targeted for proteosomal degradation
through polyubiquitination by the ubiquitin ligase CHIP, which is also a co-chap-
erone of HSP70 and HSP90, therefore linking chaperones to the degradation
machinery [194, 195]. The fact that an increased ubiquitin-dependent degradation
can replace the requirement for HSPs [196] is also indicative of the protein quality
control exerted by the chaperones, and furthermore suggests that heat-stressed cells
do not die because of the loss of protein activity, but because of the inherent toxicity
of denatured or aggregated proteins.

Another quality control mechanism in E. coli, triggered when protein synthesis
on the ribosome stalls for any of a variety of reasons, is the tmRNA-mediated tag-
ging of incomplete nascent proteins, which targets them for degradation by specific
proteases including ClpXP and ClpAP [197]. When normal protein synthesis is
compromised, a ribosomal A-site mRNA cleavage also contributes to ribosome res-
cue and protein quality control [198].

13.4
Chaperones and Stress

13.4.1
The Heat-shock Response and its Regulation

Cells respond to stress by transcriptional activation of heat-shock genes, most of
which encode molecular chaperones. Instead of increasing the concentration of a
transcriptional activator, the heat-shock response in eukaryotes is mediated by
activation of a pre-existing pool of transcription factors, the family of heat-shock fac-
tors (HSF1–4). In unstressed cells, HSFs are present in both the cytoplasm and
nucleus as inert monomers that have no DNA-binding activity. In response to heat
shock, HSFs assemble into trimers, which accumulate within the nucleus, bind to
the heat-shock elements (HSE) located in the heat-shock-responsive gene promoters
and become phosphorylated. This in turn leads to increased levels of HSP70. The
attenuation of the heat shock occurs through conversion of the active trimeric form
of HSF to the non-DNA-binding monomer. This negative regulation of HSF is
mediated by direct binding of HSP70 and by another negative regulator, the heat-
shock factor binding protein 1 (HSBP1), which interacts with both the trimeric state
of HSF and HSP70, leading finally to the dissociation of HSF trimers [199].

It has been observed that HSP70/HSC70, which shuttle between nucleus and cyto-
plasm, localize to the nucleus and to the nucleolus upon exposure to heat stress,
where they bind to incompletely folded proteins in the pre-ribosome assembly unit to
protect them from irreversible denaturation [200]. Starvation also promotes nuclear
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accumulation of the HSP70 Ssa4 in yeast cells [201]. However, neither HSC70 nor
HSP70 is involved in nucleolar transcription in the amphibian oocyte [202].

In Gram-negative bacteria such as E. coli, the transcription factor 32, product
of the rpoH gene [203], associates with RNA polymerase to direct transcription of
heat-shock genes. Under normal conditions, DnaK and DnaJ sequester 32

through direct binding, inhibiting its association with RNA polymerase and pro-
moting its degradation ( 32 is an extremely unstable protein with a half-life of less
than 1 min) [204]. Following heat shock, Dnak/DnaJ is titrated by misfolded pro-
teins, allowing 32 to recruit RNA polymerase to the heat-shock promoters. Then,
as more non-native proteins are removed, DnaK becomes once again available to
bind 32, thereby turning-off the heat-shock response [205, 206]. But heat-shock
regulatory mechanisms exhibit great diversity among bacteria and are quite differ-
ent in Gram-positive, proteobacteria and cyanobacteria, where both 32 and
another mechanism (the HrcA/CIRCE repressor-operator system) monitor the
levels of unfolded protein in the cell to determine the need for the expression of
major cellular chaperones [207].

13.4.2
Thermotolerance

Thermophilic organisms from the three phylogenetic domains (eubacteria, archea
and eukarya) acquire thermotolerance, i.e., an enhanced survival at lethal tempera-
tures, after a brief exposure to near-lethal temperatures [208]. This led to the
hypothesis that thermotolerance depends on one or more of the HSPs synthesized
after heat shock [209]. Indeed, HSP104 expression plays a central role in thermotol-
erance in yeast [98]. However, uncoupling thermotolerance from the induction of
the HSPs has been observed [210, 211], indicating that other processes outside the
heat-shock response are essential to the development of thermotolerance. For
example, constitutive expression of HSP70 increases heat resistance [212, 213], but
HSP70 alone is not able to confer the degree of resistance to heat killing seen with
heat-induced thermotolerance [214].

In E. coli, DnaK plays an essential role in protection against protein oxidative dam-
age and starvation-induced thermotolerance [215–217], probably in co-ordinating the
sigma factors 32 and S levels [218, 219].

13.4.3
Who Detects Stress?

Temperature controls the expression of many bacterial genes; for instance, the tran-
scription of genes encoding virulence factors which are expressed at 37°C, the host
temperature, but are turned off at 30°C or below. Changes in DNA supercoiling,
mRNA conformation, protein conformation, and chaperone-mediated capture of reg-
ulators have been implicated in thermosensing [220]. Highly conserved RNA
sequences within 3� untranslated regions have been postulated as sensors of environ-
mental stress [221]. An mRNA-based thermosensor controls expression of rhizobial
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heat-shock genes [222], of the virulence genes in Listeria monocytogenes [223] and of
the primary step of the heat-shock response in E. coli, i.e. the translational induction
of 32 synthesis [224]. Temperature control of the E. coli transcription factor RpoS
( S) also depends on the synthesis and stability of the untranslated RNA DsrA [225]
through temperature sensing by the dsrA promoter [226].

Many cases of temperature sensing by a protein are also known. The virulence
plasmid-encoded protein TlpA in Salmonella typhimurium [227], the RheA repressor
in Streptomyces albus [228a], the HrcA repressor in Bacillus thermoglucosidasius
[228b], the small chaperone HSP26 in Saccharomyces cerevisiae [229], the DegP
protease/chaperone in E. coli [101] (see Sect. 13.2.4.3) and DnaK itself [230, 231]
serve as a cellular thermometer. The co-chaperone GrpE may act as a thermosensor,
and when the temperature increases its reduced ADP/ATP exchange factor activity
increases the time in which DnaK binds its substrates [232] and in this way adapts
the DnaK/DnaJ/GrpE system to heat-shock conditions [233]. In eukaryotes also,
HSP70 functions as a sensor in a Bag1/HSP70-mediated stress signalling pathway
[234], and the regulatory domain of human heat shock factor HSF is sufficient to
sense heat stress [235].

13.5
Assembly and Disassembly of Macromolecular Complexes

The first chaperone to be described was nucleoplasmin, a pentameric nuclear pro-
tein that mediates the formation of nucleosomes during early development [236].
Then it was shown that the E. coli GroEL/GroES chaperonin acts at an early stage in
the head assembly pathways of bacteriophages  [237], T4, T5 and  [238]. GroEL/
GroES also promotes assembly of the plastid ribulose-1,5-bisphosphate carboxylase
(rubisco) [239], and of the molybdenum–iron protein of nitrogenase [240]. Moreover,
it mediates iterative annealing of non-productive assembly intermediates at the qua-
ternary structure level [241a]. Some histone chaperones assist chromatin assembly
[241b] and small HSPs (see section 13.2.4.6), control the polymerisation of microtu-
bules [184], microfilaments and intermediate filaments, i.e. the formation of the
cytoskeleton [241c].

There are many examples in which DnaK or HSP70 plays a role in protein quater-
nary structure changes: disentanglement of the DNA– O– P–DnaB preprimo-
somal complex found at the origin of DNA replication [242], multimerization of the
C protein, a positive regulator of bacteriophage  late transcription [243], monomer-
ization of the replication initiation protein RepE of mini-F plasmid, mostly present
as inactive RepE dimers [244]; monomerization of the replication initiation protein
RepA of P1 plasmid, mostly present as inactive RepA dimers [245], monomerization
of the replication initiation protein TrfA of RK2 plasmid, mostly present as inactive
dimers [187] and disassembly of clathrin-coated vesicles in cooperation with the
cochaperone auxilin [246].

DnaK has also been implicated in the assembly of polyomavirus capsids [247],
of bacterial ribosomes [193, 248] (see Fig. 13.15) and in the -complementation
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of -galactosidase in E. coli [249] (the same is true for HSP90 in yeast) [250]. In vitro,
denatured -galactosidase forms active tetramers upon addition of HSP70 [251].

HSP70, which is associated with a distinct cytoplasmic aggregate during lymphocyte
activation [252] and in E. coli with the insoluble (aggregated) proteins under conditions
in which proteins tend to aggregate (severe heat shock) [56], dissociates hydrophobic
protein aggregates, for example DnaA [253], alone or in cooperation with ClpB [179].

Finally, HSP70 participates, although transiently, in chaperone-mediated telom-
erase assembly (in contrast to HSP90 and its cochaperone p23 which remain associ-
ated with the active telomerase) [254]. It also works together with HSP90 in the
formation of a ribonucleoprotein complex necessary for hepadnavirus assembly
[255], in the biogenesis of the heme-regulated kinase of the  subunit of eukaryotic
translation initiation factor 2 [256], and in the assembly and disassembly of steroid
hormone receptors [257], whereas it blocks the assembly of a functional apopto-
some (anti-apoptotic effect of HSP70) [258, 259].

Two other chaperones specifically suited for disaggregating proteins are members of
the Clp family, ClpX, which disassembles the Mu transposase tetramer [94], and ClpA,
which remodels bacteriophage P1 RepA dimers into monomers [95] (see Fig. 13.13),
when they do not function with their collaborating protease ClpP (see ClpXP and ClpAP
in Sect. 13.2.4.2).

Some proteins have their ‘private chaperone’, such as the LipA lipase of Pseudomo-
nas cepacia [260] and myosin [261] : the protein UNC-45 functions both as a molecu-
lar chaperone and as an HSP90 co-chaperone for assembly of myosin into motile
cellular structures essential for cell division, cell motility, and muscle contraction
[262]. CcmE is a heme chaperone that binds heme transiently in the periplasm of
E. coli and delivers it to newly synthesized and exported c-type cytochromes [263].

13.6
Protein Translocation Across Membranes

Some molecular chaperones are necessary for postranslational protein secretion in
all three kingdoms of life (bacteria, archaea and eukaryotes) [264].

In yeast, HSP70 is involved in the routing of proteins to mitochondria, as it assists
mitochondrial precursors to achieve “import-competence”, probably by stabilizing
translocation-competent conformations until the outer mitochondrial membrane is
contacted [265]. In mammals, both the chaperones HSP90 and HSP70 bind to the
newly synthesized preproteins in the cytosol to target them to the import receptor
Tom70 at the outer mitochondrial membrane [266].

Also, in the bacterial type III protein secretion system (used by many bacterial patho-
gens to deliver virulence effector proteins directly into the host-cell cytosol), specific chap-
erones are required to maintain their substrates in a secretion-competent state [267].

In Gram-negative bacteria such as E. coli, an export-specific molecular chaperone,
SecB, keeps preproteins destined to be posttranslationally translocated in a partially
unfolded conformation, and pilots them to a membrane-associated receptor, SecA,
which provides the link to the translocon complex. SecB (a non-essential protein)
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differs from other chaperones in that it is a homotetramer and functions indepen-
dently of nucleotide triphosphate hydrolysis [139]. Discrimination between the
SecA/SecB-dependent targeting and the signal recognition particle (SRP)–depen-
dent targeting to the (same) translocon complex (SecYE) involves the ribosome-
associated chaperone TF (see Sect. 13.2.1), which interacts with sequences near the
N-terminus of the mature regions of presecretory proteins and therefore occludes
SRP binding [268a, 268b]. But other data argue against a role for TF in pathway dis-
crimination [269]. Nevertheless, TF has a unique ability to sequester nascent
polypeptides for a relatively prolonged period, and in this way retards protein
export [144]. Other chaperones not specific for secretory proteins such as DnaK also
maintain the transport competence of presecretory proteins [270]. The functional
redundancy of chaperones in the protein export pathway may explain why SecB is
not essential for cell viability. In Gram-negative bacteria, distinct molecular chaper-
ones of the periplasm, such as Skp, SurA and PpiD, are involved in the biogenesis
of outer membrane proteins [104].

13.7
New Horizons in Chaperone Research

13.7.1
HSP90 and the Pandora’s Box of Hidden Mutations

Morphological mutations are stored without expressing phenotypes because they
are “buffered” by the molecular chaperone HSP90 in Drosophila melanogaster [271]
and in Arabidopsis thaliana [272]. HSP90 functions as a chaperone for mutated
abnormal proteins to enable them to “behave” functionally like normal proteins.
Decreasing the levels of HSP90, whether by mutation or by an HSP90 inhibitor,
uncovers a Pandora’s box of developmental abnormalities [257]. HSP90 therefore
appears as a capacitor of morphological evolution and phenotypic variation. Inter-
estingly, the yeast prion + also provides a mechanism, although totally different,
for genetic variation and phenotypic diversity [273]. Also in bacteria, GroEL buffers
against deleterious mutations [274].

13.7.2
Chaperones and Prions

By analogy with the mode of transmission of the abnormal prion protein, the caus-
ative agent of neurodegenerative diseases [275], two self-propagating proteins, + and
URE3 , abnormal isoforms of SUP35 and URE2 respectively, have been character-

ized and named prions, in the yeast S. cerevisiae [276]. The importance of yeast
chaperones HSP70 and HSP104 in the propagation and maintenance of + [277],
their antagonistic interactions in prion curing [169] is a promising research topic.
The conformational conversion of the normal prion protein into its abnormal infec-
tious isoform could therefore involve a chaperone-like factor [278].
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13.7.3
Chaperones and Ribosome Biogenesis

DnaK is necessary for the late stages of ribosome assembly in E. coli at high temper-
ature (above 37°C), but not at 30°C. Several observations [279] suggest that an extra-
ribosomal factor, naturally thermosensitive and therefore DnaK-dependent only at
high temperature, would mediate ribosome assembly, rather than DnaK itself. The
benefit for the bacterial cell would be to have, through DnaK, a regulatory link
between the late stages of ribosome biogenesis and the protein quality control. The
titration of DnaK by the thermodenatured proteins during thermal stress would
both mediate the heat-shock response (see Sect. 13.4.1) and prevent the late steps of
ribosome biogenesis, providing an additional control level of ribosome biogenesis
(for the other well-known control mechanisms, see Fig. 13.15). In other words, DnaK
would play a role of thermometer in the late stages of ribosome biogenesis [193].
Such a link between the function of mitochondrial chaperones (HSP70–HSP78) and
the naturally thermosensitive mitochondrial DNA synthesis has been shown in the
yeast S. cerevisiae [280].

Figure 13.15 An additional level of control of 
ribosome bio-genesis in E. coli: the DnaK-
assisted late steps of ribosome assembly at 
high temperature. Biosynthetic pathways are 
symbolized by rectangles and full arrows; 
control mechanisms by circles and dotted 
arrows. Ribosomal RNA synthesis is known to 
be regulated by different mechanisms [302], 

such as transcription antitermination [303], 
stringent control, feedback control, growthrate 
control and upstream activation. Ribosomal 
protein synthesis is translationally auto-
controlled [304]. 
A possible mechanism for the DnaK-assisted 
ribosome bio-genesis at high temperature is 
described in Sect. 13.7.3.
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13.7.4
RNA Chaperones

There is a growing body of evidence for RNA recognition and binding by molecular
chaperones [281]. The chaperonin of the archeon Sulfolobus solfataricus is an RNA-
binding protein that participates in ribosomal RNA processing [282]. The existence
of RNA chaperones that resolve misfolded RNA structures in vivo has been shown in
many cases [283, 284].

13.7.5
Chemical Chaperones

Some low-molecular-weight compounds are able to stabilize the conformation of
proteins that are defective in patients of inherited diseases. Therefore, “chemical-
chaperone” is a new concept in drug research [285]. For example, some chemical
chaperones increase the activity of N370S -glucosidase, the most common
mutation causing Gaucher disease [286]. A designed peptide is able to rescue
mutants of the tumor suppressor p53 in cancer cells (chaperoning strategy) [287].

The osmolyte trimethylamine-oxide stimulates the in vitro reconstitution of func-
tional 50S ribosomes [288] and decreases the E. coli homoserine trans-succinylase
aggregation at high temperature [289]. Some hydrogel nanoparticles (nanogels)
assist protein refolding in a manner similar to the mechanism of molecular chaper-
ones, namely by catching and releasing proteins [290].

13.7.6
Medical implications

The therapeutic applications of heat shock/stress proteins and chaperone inducers
for medicine constitute a promising field [291a, 291b], particularly as far as neurodegen-
erative disorders are concerned [186, 292]. Two HSP70 family members are
expressed in atherosclerotic lesions [293]. HSP70s have also been implicated in
many pathways in immunology (presentation of the antigen [294a, 294b  and in
molecular cancerology [295a, 31]. For example, when secreted by viable immuno-
competent cells, HSP70 in the extracellular milieu acts as a powerful cytokine
295b .

13.7.7
Chaperoning the chaperones

But, and this is an unavoidable final question, who chaperones the chaperones? Is it
a self-assembly process? [296, 297a]. There is no doubt that the study of molecular
chaperones will continue to surprise us. A recent example 297b  shows that it is
even possible to mutationally improve the efficiency of a chaperonin, as soon as an
efficient method of selection can be devised!
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Table 13.1  Major chaperone families

In prokaryotes In eukaryotes Function

DnaK HSP70, HSC70 De novo protein folding. 
Protein refolding; prevention 
and reversion of aggregation 
Protein quality contol, in 
cooperation with proteases 
Protein translocation accross 
membranes 
Oligomerization; assemblies 
and dissasem-blies. 
Modulation of the heat-shock 
response

Co-chaperones: DnaJ and GrpE
(DnaK homologs =HscA and 
HscC)

Co-chaperones : HSP40,
BAG-1, HIP, HOP, CHIP

GroEL
Co-chaperonin : GroES

HSP60 (mitochondria) 

=Cpn60 (chloroplasts) 
co-chaperonin: HSP10 = 
Cpn10 (same localization)

Trigger factor

TCP-1, CCT/TriC NAC
GimC = prefoldin

Protein folding (in particular 
actin and tubulin)

HtpG HSP9O
Signal transduction proteins: 
steroid hormone receptors, 
signaling kinases.

ClpB HSP100 / HSP104
Thermotolerance; protein 
desaggregation

ClpA, ClpX (without ClpP)
Disassembly of quaternary 
structures

ClpA, ClpX (with ClpP)
Proteasome Proteolysis

HslU (with HslV = ClpQ)

= ClpY (without HslV = ClpQ) Prevention of aggregation

IbpA, IbpB
HSP26, -crystallin and 
other small HSPs

Protein folding and 
thermoprotection

SecB Protein  export via the 
general secretory pathway

Nucleoplasmin
Calnexin
Calreticulin

Assembly of nucleosomes
Folding of glycosylated 
proteins in the ER
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