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The understanding of protein-ligand interactions is the fundamental basis of med-
icinal chemistry. With only a very few exceptions, drugs interact with macromolec-
ular targets, most often with specific binding sites of membrane-bound or nuclear
receptors, enzymes, transporters, or ion channels. Essential for high biological ac-
tivity are a good geometric fit (the Emil Fischer “lock-and-key” principle) and a
high degree of complementarity of hydrophobic and polar parts of both entities,
namely, the binding site of the protein and the ligand. However, this short charac-
terization is only part of the story: ligand and binding site flexibility, distortion en-
ergies, desolvation effects, entropy, molecular electrostatic field complementarity,
and other effects are often equally important.

The chapters of this book, written by leading experts of academia and industry,
describe all relevant aspects of intermolecular interactions in great detail. There
has been significant progress in the understanding of the forces involved, derived
from the inspection of protein-ligand complexes and from systematic investiga-
tions of artificial host-guest complexes. Many examples illustrate these effects, as
well as the inherent problems of extrapolating from one example to the other.
Still, our ability to predict ligand affinities is very limited. Scoring functions for a
better estimation of binding affinities (or only their relative differences within con-
generic series of compounds) are under active development.

We are sure that this book will be of great value for everybody involved in lead
discovery and optimization. It will contribute to further progress in this field and
will hopefully pave the way for even better understanding and quantification of
the effects governing protein-ligand interactions.

The editors of the book series “Methods and Principles in Medicinal Chemistry”
are very grateful to Hans-Joachim Böhm and Gisbert Schneider for their careful
selection of authors and their engaging work on this project, to Frank Weinreich
for his editorial effort, and to Wiley-VCH for the production of the work.

January 2003 Raimund Mannhold, Düsseldorf
Hugo Kubinyi, Weisenheim am Sand
Gerd Folkers, Zürich
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Molecular recognition events are the underlying processes leading to phenomena
like “bioactivity”, and understanding molecular recognition is pivotal to successful
drug design. This volume gives an overview of current concepts and models ad-
dressing the interaction patterns of proteins and their small molecule ligands.
The current volume focuses on non-bonding drug-receptor interactions in an
aqueous environment as these are most relevant for pharmaceutical drug discov-
ery projects.

Beginning with a general introduction to predictive approaches (Chapter 1) and
an overview of molecular recognition models (Chapter 2) providing the conceptual
framework on a more theoretical level, important experimental approaches to
measuring properties of protein-ligand interactions are treated in Chapter 3. Due
to the great importance of pharmacophore modeling in early-phase drug discov-
ery, Chapter 4 is devoted to this topic addressing the many different approaches
in this challenging field of research. Structure-based modeling of protein-ligand
interactions becomes particularly difficult when a reliable model of the three-di-
mensional receptor structure is unavailable – a situation the molecular designer is
often confronted with when dealing with membrane protein receptors. Chapter 5
shows ways how to address this issue. Since directed polar interactions, in particu-
lar hydrogen bonding patterns, are the main determinants of binding specificity, a
whole Chapter highlights this central topic (Chapter 6). Chapter 7 describes the
practical approach to structure-based drug design taking enzyme-ligand interac-
tions as an example. Finally, Chapter 8 addresses the challenging question how to
design the receptor – not the ligand – to obtain desired properties as a host mole-
cule for a small molecular guest; and Chapter 9 extends the treatment of molecu-
lar recognition in protein-ligand interactions to the multi-dimensional case, i.e.
the field of multiple parallel measurements using modern microarray technology.
We are convinced that this compilation of Chapters will provide an entry point to
the study of protein-ligand interactions for any interested scientist, in particular
medicinal chemists and advanced students of the life sciences.

Editing this book would not have been possible without sustained support from
a number of people. We are particularly thankful to Petra Schneider and Martin
Stahl, and all our colleagues at F. Hoffmann-La Roche and the MODLAB-Team at
Goethe-University for many stimulating discussions and valuable support. Dave
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Brown is equally thanked for the Prologue to this volume highlighting the impor-
tance of the topic from his long experience in pharmaceutical research. We are
very grateful to the series Editors, in particular Hugo Kubinyi, for many helpful
comments and encouragement during all phases of the project. Frank Weinreich
from Wiley-VCH did an outstanding job putting all the pieces together, and care-
fully edited this volume. All authors are very much thanked for their great enthu-
siasm and excellent contributions.

Basel and Frankfurt, December 2002 Hans-Joachim Böhm
Gisbert Schneider
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Understanding protein-ligand interactions is central to drug design and the dis-
covery of new medicines to benefit human health. It remains true that very few
drugs have been designed de novo, and this suggests that our level of understand-
ing of protein-ligand interactions remains relatively rudimentary. Why is this?
Many protein targets for drugs are embedded in membranes in the form of
GPCRs or ion channels, and the difficulty of achieving crystallization of mem-
brane proteins has limited progress in gaining insight into the 3-D structure of
these protein targets. And, while we do have 3-D structural data for many soluble
protein targets such as enzymes, protein-ligand interaction is always a dynamic
process and this has hindered development of a full understanding. In addition,
technical barriers have historically limited the rate at which protein-ligand interac-
tions can be studied by methods such as X-ray or NMR spectroscopy.

Recent years have seen a significant change in this situation. During the 1990s,
improved methods were devised for protein NMR and X-ray, and, in particular,
the number of solved protein X-ray structures increased rapidly. In addition, there
were rapid advances in development of 3-D structure prediction methods based
on homology modeling of protein folds. We can now expect an even more dra-
matic rate of progress, particularly in throughput of protein X-ray, because of the
implementation of high throughput methods for protein production, crystalliza-
tion, and structure determination. In the “post-genome” era, focus is turning to
the expressed products of the genome, the “proteome.” It is through understand-
ing the function of expressed proteins that drug targets can be selected, and it is
through understanding the structures and ligand-binding properties of target pro-
teins that drugs can be designed.

Until quite recently in the drug discovery process, an understanding of protein-
ligand interactions was necessary mainly for optimization of leads and, to a more
limited extent, for lead identification. Methodologies for molecular recognition are
now being used both upstream and downstream in drug discovery. The proteom-
ics revolution is providing the foundation for a new branch of science known as
“chemical genomics” (perhaps “chemical proteomics” would be a more appropri-
ate title). The key concept is classification of families of proteins by structure and/
or function and correlation with known chemical ligands. This classification can
be used predictively to find new ligands for related proteins. Also, key concepts

1
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from molecular recognition studies are driving development of pharmacophore-
based descriptors (to move away from a chemistry-biased representation), which
provides methods to identify new ligand templates (“scaffold-hopping”). In an-
other key development towards the discovery of new bio-active ligands, virtual
screening (in silico) has made rapid advances to the extent that screening of vir-
tual libraries of 106–109 molecules will soon be routine in the pharmaceutical and
biotechnology industries. In a further development in lead identification, pharma-
ceutical and biotechnology companies are building compound libraries for “fo-
cused” screening based on target class families in an attempt to increase success
rates in finding leads by screening. Knowledge of molecular recognition princi-
ples is central to this approach, which is a sub-strategy of the chemical genomics
approach. Computational approaches to de novo ligand design are also now be-
coming practicable, although current methods generally fail to take chemical ac-
cessibility into account. Molecular recognition is also becoming important in activ-
ities that have traditionally been “downstream” in the drug discovery process, such
as ADME (absorption, distribution, metabolism, excretion). Much of the challenge
in the lead optimization process is to attain a molecule with pharmacokinetic
properties suitable for use in in vivo animal and clinical studies. Drug clearance
mechanisms have received much study over the past two decades, and now many
of the key determinants of drug clearance are well understood. Cytochrome P450
interactions are central to this process, and the recent availability of 3-D X-ray
structures of some key P450s offers the opportunity for a more detailed under-
standing of the key determinants of ligand interactions with these proteins.

One area where molecular recognition has made a relatively limited impact so
far is in toxicology. A significant percentage of potential drugs are lost during
either late lead optimization or early in the development phase because of unac-
ceptable toxicity. The observed toxicity is likely to be governed by specific protein-
ligand interactions, but our ability to predict potential liabilities remains low.

In summary, we are seeing rapid advances in our understanding of molecular
recognition, and, indeed, molecular recognition itself is now recognized as a
branch of science. For these reasons, this volume of studies in “Molecular Recog-
nition in Protein Ligand Interactions” is particularly timely. The authors are all
world-renowned experts in their area of study, and they offer clear and compre-
hensive overviews of the state of the art in molecular recognition.

Prologue2



1.1
Introduction

The discovery of novel drugs to treat important diseases is still a major challenge
in pharmaceutical research. Structure-based design plays an increasingly impor-
tant role in this endeavor and is now an integral part of medicinal chemistry. It
has been shown for a large number of targets that the 3-D structure of the pro-
tein can be used to design small molecules binding tightly to the protein. Indeed,
several marketed drugs can be attributed to a successful structure-based design
[1–4]. Several reviews summarize the recent progress [5–9]. A key to success and
further progress in this field is a detailed understanding of the protein-ligand in-
teractions. The purpose of the present contribution is to provide a short introduc-
tion into some of the underlying concepts and then to discuss some recent meth-
ods that are currently used to predict protein-ligand interactions. Chapter 1.2 will
provide a brief introduction to some key features of non-bonded protein-ligand in-
teractions, and Chapter 1.3 summarizes the presently used scoring functions to
predict ligand-binding affinity. This is followed by a description of how these scor-
ing functions are currently used in drug discovery. Finally, some applications will
highlight that despite their limitations the available methods already prove to be
useful.

The vast majority of the currently available drugs act via non-covalent interac-
tion with the target protein. Therefore, non-bonded interactions are of particular
interest in drug design. In view of the continuous exponential growth of the num-
ber of solved relevant 3-D protein structures, there is an increasing interest in
computational methods to predict protein-drug interactions. The goal is to develop
a rapid method that could predict the bound conformation of a small molecule
and the binding affinity. Having such a robust and reliable method in hand, it is
possible to steer synthetic efforts more effectively towards the most promising
compounds and then focus the experimental optimization towards other challeng-
ing properties such as bioavailability and toxicity.
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1.2
Major Contributions to Protein-Ligand Interactions

The selective binding of a low-molecular-weight ligand to a specific protein is de-
termined by the structural and energetic recognition of a ligand and a protein.
The binding affinity can be determined from the experimentally measured bind-
ing constant Ki (Eq. 1.1):

�G � �RT ln Ki � �H � T�S �Eq� 1�1�

The experimentally determined binding constant Ki is typically in the range of 10–2

to 10–12 M, corresponding to a Gibbs free energy of binding �G between –10 and –
70 kJ/mol in aqueous solution [6, 9].

There is now a large body of experimental data available on 3-D structures of
protein-ligand complexes and binding affinities. These data clearly indicate that
there are several features found basically in all complexes of tightly binding li-
gands:

1. There is a high level of steric complementarity between the protein and the
ligand. This observation is also described as the lock-and-key paradigm.

2. There is usually high complementarity of the surface properties between the
protein and the ligand. Lipophilic parts of the ligands are most frequently
found to be in contact with lipophilic parts of the protein. Polar groups are
usually paired with suitable polar protein groups to form hydrogen bonds or
ionic interactions. The experimentally determined hydrogen bond geometries
display a fairly small scatter – in other words, the hydrogen bond geometry is
strongly preserved. With very few exceptions, there are no repulsive interac-
tions between the ligand and the protein.

3. The ligand usually binds in an energetically favorable conformation.

Generally speaking, direct interactions between the protein and the ligand are
very important for binding. The most important direct interactions are high-
lighted in Fig. 1.1. Structural data on unfavorable protein-ligand interactions are
sparser, partly because structures of weakly binding ligands are more difficult to
obtain and are usually considered less interesting by many structural biologists.
However, these data are vital for the development of scoring functions. Some con-
clusions can be drawn from the available data: unpaired buried polar groups at
the protein-ligand interface are strongly adverse to binding. Few buried CO and
NH groups in folded proteins fail to form hydrogen bonds [10]. Therefore, in the
ligand design process one has to ensure that polar functional groups, either of the
protein or the ligand, will find suitable counterparts if they become buried upon
ligand binding. Another situation that leads to a decreased binding affinity is im-
perfect steric fit, leading to holes at the lipophilic part of the protein-ligand inter-
face.

The enthalpic and entropic components of the binding affinity can be deter-
mined experimentally, e.g., by isothermal titration calorimetry (ITC). Unfortu-
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nately, these data are still sparse and are difficult to interpret [9]. The available
data indicate that there is always a substantial compensation between enthalpic
and entropic contributions [11–13]. The data also show that the binding may be
enthalpy-driven (e.g., streptavidin-biotin, �G = –76.5 kJ/mol �H= –134 kJ/mol) or
entropy-driven (e.g., streptavidin-HABA, �G = –22.0 kJ/mol, �H= 7.1 kJ/mol) [14].

Data from protein mutants yield estimates of 5± 2.5 kJ/mol for the contribution
from individual hydrogen bonds to the binding affinity [15–17]. Similar values
have been obtained for the contribution of an intramolecular hydrogen bond to
protein stability [18–20]. The consistency of values derived from different proteins
suggests some degree of additivity in the hydrogen bonding interactions.

The biggest challenge in the quantitative treatment of protein-ligand interac-
tions is still an accurate description of the role of water molecules. In particular,
the contribution of hydrogen bonds to the binding affinity strongly depends on
solvation and desolvation effects (Fig. 1.2). It has been shown by comparing the
binding affinities of ligand pairs differing by just one hydrogen bond that the con-
tribution of an individual hydrogen bond to the binding affinity can sometimes be
very small or even adverse to binding [21]. Charge-assisted hydrogen bonds are
stronger than neutral ones, but this is paid for by higher desolvation penalties.
The electrostatic interaction of an exposed salt bridge is worth as much as a neu-
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Fig. 1.1 Typical non-bonded interactions
found in protein-ligand complexes.
Usually, the lipophilic part of the ligand
is in contact with the lipophilic parts of
the protein (side chains of the amino
acids Ile, Val, Leu, Phe, and Trp, perpen-
dicular contact to amide bonds). In addi-
tion, several hydrogen bonds are formed.
Some of them can be charge assisted.
Cation-� interactions and metal com-
plexation can also play a significant role
in individual cases.



tral hydrogen bond (5 ± 1 kJ/mol according to [22]), while the same interaction in
the interior of a protein can be significantly larger [23].

Lipophilic interactions are essentially contacts between apolar parts of the pro-
tein and the ligand. The generally accepted view is that lipophilic interactions are
mainly due to the replacement and release of ordered water molecules and are
therefore entropy-driven [24, 25]. The entropy gain results when the water mole-
cules are no longer positionally confined. There are also enthalpic contributions to
lipophilic interactions. Water molecules occupying lipophilic binding sites are un-
able to form hydrogen bonds with the protein. If they are released, they can form
strong hydrogen bonds with bulk water. It has been shown in many cases that the
contribution to the binding affinity is proportional to the lipophilic surface area
buried from solvent with values in the range of 80–200 J/(mol Å2) [26, 27].

Many protein-ligand complexes are characterized by the presence of both polar
and lipophilic interactions. The bound conformation of the ligand is determined
by the relative importance of these contributions. An interesting example high-
lighting several important aspects was recently described by Lange and co-workers
using the binding of non-peptidic inhibitors to the SH2 domain of src kinase [28].
The inhibitors are essentially tetrapeptide mimetics with tyrosine-phosphate or a
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Fig. 1.2 Role of water molecules in hydrogen
bonds (upper part) and lipophilic interactions
(lower part). In the unbound state (left side),
the polar groups of the ligand and the protein
form hydrogen bonds to water molecules.
These water molecules are replaced upon
complex formation. The hydrogen bond inven-

tory (total number of hydrogen bonds) does
not change. In contrast, the formation of lipo-
philic contact increases the total number of
hydrogen bonds due to the release of water
molecules from the unfavorable lipophilic en-
vironment.



tyrosine-phosphate mimic at one end and a lipophilic group at the other end. As
is evident from 11 reported structures of the src SH2 domain with different inhi-
bitors bound, the bound conformation always aims to maximize the interaction
between the lipophilic substituent and the lipophilic binding pocket. This is
achieved either by an alternative binding mode of the polar end of the inhibitor or
by including water molecules that mediate hydrogen bonds between the inhibitor
and the protein.

In spite of many inconsistencies and difficulties in interpretation, most of the
experimental data suggest that simple additive models for the protein-ligand inter-
actions might be a good starting point for the development of empirical scoring
functions. Indeed, the first scoring functions actually built upon experimental
work published in 1994 by Böhm [29].
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Fig. 1.3 Overview of the receptor-ligand-bind-
ing process. All species involved are solvated
by water (symbolized by gray spheres). The
binding free energy difference between the
bound and unbound state is a sum of enthal-
pic components (breaking and formation of

hydrogen bonds, formation of specific hydro-
phobic contacts) and entropic components
(release of water from hydrophobic surfaces
to solvent, loss of conformational mobility of
receptor and ligand).



Fig. 1.3 is an attempt to summarize the various interactions that play a role in re-
ceptor-ligand binding. It is a complex equilibrium between ensembles of solvated
species. In the next section, we will discuss various approaches to capture essential
elements of this equilibrium in computationally efficient scoring functions. The dis-
cussion focuses on general approaches rather than individual functions.

1.3
Description of Scoring Functions for Receptor-Ligand Interactions

The rigorous theoretical treatment of reversible receptor-ligand binding is difficult
and requires full consideration of all species involved in the binding equilibrium.
In the unbound state, both the ligand and the receptor are separately solvated and
do not interact. In the bound state, both partners are partially desolvated and
form interactions with each other. Since it is the free energy of binding one is in-
terested in, the energies of the solvated receptor, the solvated ligand, and the sol-
vated complex have to be calculated as ensemble averages. Their accurate statisti-
cal mechanics treatment has been reviewed elsewhere [30] and is not the topic of
this review. Large-scale Monte Carlo or Molecular Dynamics simulations are nec-
essary to arrive at reasonably accurate values of binding free energies. These
methods are suitable for only small sets of compounds, since they require large
computational resources, and even the most advanced techniques are reliable only
for calculating binding free energy differences between closely related ligands [31–
33]. However, a number of less rigorous but faster scoring schemes have been de-
veloped, which should be amenable to larger numbers of ligands. For example, re-
cent experience has shown that continuum solvation models can replace explicit
solvent molecules at least in the final energy evaluation of the simulation trajec-
tory [34]. Another less expensive alternative is the use of linear response theory
[35, 36] in conjunction with a surface term [37].

Scoring functions that can be evaluated quickly enough to be applied in docking
and virtual screening applications can be only very crude measures of the free en-
ergy of binding. They usually take into account only one receptor-ligand complex
structure and disregard ensemble averaging and properties of the unbound state
of the binding partners. Furthermore, all methods have in common that the free
energy is decomposed into a sum of terms. In a strict physical sense, this is not al-
lowed, since the free energy of binding is a state function but its components are not
[38]. In addition, simple additive models cannot describe subtle cooperativity effects
[39]. Nevertheless, it is often useful to interpret receptor-ligand binding in an addi-
tive fashion [40–42], and estimates of binding free energy are in this way available at
very low computational cost. Fast scoring functions can be categorized into three
main classes, i.e., force field-based methods, empirical scoring functions, and knowl-
edge-based methods, and will be discussed here in this order.
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1.3.1
Force Field-based Methods

An obvious idea to circumvent parameterization efforts for scoring is to use non-
bonded energies of existing, well-established molecular mechanics force fields for
the estimation of binding affinity. In doing so, one substitutes estimates of the
free energy of binding in solution with an estimate of the gas-phase enthalpy of
binding. Even this crude approximation can lead to satisfying results. A good cor-
relation was obtained between non-bonded interaction energies calculated with a
modified MM2 force field and IC50 values of 33 HIV-1 protease inhibitors [43].
Similar results were reported in a study of 32 thrombin-inhibitor complexes with
the CHARMM force field [44]. In both studies, however, experimental data repre-
sented rather narrow activity ranges and little structural variation.

A very recent addition to the list of force field-based scoring methods has been
developed by Charifson and Pearlman. This so-called OWFEG (one window free
energy grid) method [45] is an approximation to the expensive first-principles
method of free energy perturbation (FEP). For the purpose of scoring, a molecular
dynamics simulation is carried out with the ligand-free, solvated receptor site.
During the simulation, the energetic effects of probe atoms on a regular grid are
collected and averaged. Three simulations are run with three different probes: a
neutral methyl-like atom, a negatively charged atom, and a positively charged
atom. The resulting three grids contain information on the score contributions of
neutral, positively charged, and negatively charged ligand atoms located in various
positions of the receptor site and can thus be used in a very straightforward man-
ner for scoring. This approach seems to be successful for Ki prediction as well as
virtual screening applications [46]. Its conceptual advantage is the implicit consid-
eration of entropic and solvent effects and some protein flexibility.

1.3.2
Empirical Scoring Functions

The underlying idea of empirical scoring functions is that the binding free energy
of a non-covalent receptor-ligand complex can be interpreted as a sum of local-
ized, chemically intuitive interactions. Such decompositions can be a useful tool
to gain an understanding of binding phenomena even without analyzing 3-D
structures of receptor-ligand complexes. Andrews and colleagues calculated aver-
age functional group contributions to binding free energy from a set of 200 com-
pounds whose affinity to a receptor was experimentally known [40]. The average
functional group contributions can be used to estimate a receptor-independent
binding energy for a compound that can be compared to experimental values. If
the experimental value is approximately the same as or higher than the calculated
value, there is a good fit between receptor and ligand, and essentially all func-
tional groups of the ligand are involved in protein interactions. If it is signifi-
cantly lower, the compound does not fully utilize its potential to form interac-
tions. Similarly, experimental binding affinities have been analyzed on a per-atom
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basis in quest of the maximal binding affinity of non-covalent ligands [47]. It was
concluded that in the strongest binding ligands, each non-hydrogen atom on aver-
age contributes 1.5 kcal/mol to the binding energy.

With 3-D structures of receptor-ligand complexes at hand, the analysis of bind-
ing phenomena can of course be much more detailed. The binding affinity
�Gbinding can be estimated as a sum of interactions multiplied by weighting coeffi-
cients �Gi:

�Gbinding � ��Gifi�rl� rp� � �Eq� 1�2�

where each fi is a function of the ligand coordinates rl and the protein coordinates
rp. Scoring schemes that use this concept are called “empirical scoring functions.”
Several reviews summarize details of individual parameterizations [48–51]. The
individual terms in empirical scoring functions are usually chosen such that they
intuitively cover important contributions of the total binding free energy. Most
empirical scoring functions are derived by evaluating the functions fi on a set of
protein-ligand complexes and fitting the coefficients �Gi to experimental binding
affinities of these complexes by multiple linear regression or supervised learning.
The relative weight of the individual contributions depends on the training set.
Usually, between 50 and 100 complexes are used to derive the weighting factors.

Empirical scoring functions usually contain individual terms for hydrogen
bonds, ionic interactions, hydrophobic interactions, and binding entropy. Hydro-
gen bonds are often scored by simply counting the number of donor-acceptor
pairs that fall in a given distance and angle range favorable for hydrogen bonding,
weighted by penalty functions for deviations from preset ideal values [29, 52]. The
amount of error tolerance in these penalty functions is critical. When large devia-
tions from ideality are tolerated, the scoring function cannot sufficiently discrimi-
nate between different orientations of a ligand, whereas small tolerances lead to
situations where many structurally similar complex structures obtain very differ-
ent scores. Attempts have been made to reduce the localized nature of such inter-
action terms by using continuous modulating functions on an atom-pair basis
[53]. Other workers have avoided the use of penalty functions and introduced sep-
arate regression coefficients for strong, medium, and weak hydrogen bonds [54].
The Agouron group has used a simple four-parameter potential that is a piecewise
linear approximation of a potential well without angular terms (“PLP scoring
function”) [55]. Most functions treat all types of hydrogen bond interactions
equally. Some attempts have been made to distinguish between different donor-ac-
ceptor functional group pairs. Hydrogen bond scoring in the docking program
GOLD [56, 57] is based on a list of hydrogen bond energies for all combinations
of 12 donor and 6 acceptor atom types derived from ab initio calculations of mod-
el systems incorporating these atom types.

Hydrophobic interactions are usually estimated by the size of the contact sur-
face at the receptor-ligand interface. Often, a reasonable correlation between ex-
perimental binding energies can be achieved with a surface term alone [58–60].
The weighting factor �Gi of the hydrophobic term depends strongly on the train-
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ing set. It might have been underestimated in most derivations of empirical scor-
ing functions [61] because most training sets contain an overly large proportion of
ligands with many donor and acceptor groups (many peptide and carbohydrate
fragments).

1.3.3
Knowledge-based Methods

Empirical scoring functions “see” only those interactions that are part of the mod-
el. Many less common interactions are usually disregarded, even though they can
be strong and specific, e.g., NH-� hydrogen bonds. It would be a difficult task to
generate a comprehensive and consistent description of all these interactions in
the framework of empirical scoring functions. But there exists a quickly growing
body of structural data on receptor-ligand complexes that can be used to detect
favorable binding geometries. “Knowledge-based” scoring functions try to capture
the knowledge about receptor-ligand binding that is hidden in the protein data
bank by means of statistical analysis of structural data alone – without referring
to often inconsistent experimentally determined binding affinities [62]. They have
their foundation in the inverse formulation of the Boltzmann law:

Eij � �kT ln�pijk� � kT ln�Z� � �Eq� 1�3�

where the energy function Eij is called a potential of mean force for a state de-
fined by the variables i, j, and k; pijk is the corresponding probability density, and
Z is the partition function. The second term of the sum is constant at constant
temperature T and does not have to be regarded, since Z = 1 can be chosen by defi-
nition of a suitable reference state leading to normalized probability densities pijk.
The inverse Boltzmann technique has been applied to derive potentials for pro-
tein folding from databases of protein structures [63]. For the purpose of deriving
scoring functions, the variables i, j, and k can be chosen to be protein atom types,
ligand atom types, and their inter-atom distance. The frequency of occurrence of
individual contacts is a measure of their energetic contribution to binding. When
a specific contact occurs more frequently than should be expected from a random
or average distribution, this is indicative of an attractive interaction. When it oc-
curs less frequently, one can interpret this as a repulsive interaction between two
atom types. The frequencies can thus be converted to sets of atom-pair potentials
that are straightforward to evaluate. The PMF function by Muegge and Martin [64]
and the DrugScore function by Gohlke et al. [65] belong to this category.
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1.4
Some Limitations of Current Scoring Functions

1.4.1
Influence of the Training Data

All fast scoring functions share a number of deficiencies that one should be
aware of in any application. First, most scoring functions are in some way fitted
to or derived from experimental data. The functions necessarily reflect the accu-
racy of the data that were used in their derivation. For instance, a general prob-
lem with empirical scoring functions is the fact that the experimental binding en-
ergies necessarily stem from many different sources and therefore form inconsis-
tent datasets containing systematic experimental errors. Furthermore, scoring
functions reflect not only the quality but also the type of experimental data they
are based on. Most scoring functions are still derived from data on mostly high-af-
finity receptor-ligand complexes. Many of these are still peptidic in nature,
whereas interesting lead molecules in pharmaceutical research are usually non-
peptidic. This is reflected in the relatively high contributions of hydrogen bonds
in the total score. The balance between hydrogen bonding and hydrophobic inter-
actions is a very critical issue in scoring, in particular for non-peptidic, drug-like
ligands, and its consequences are especially obvious in virtual screening applica-
tions, as will be illustrated in Section 1.4.3.

A possible approach to increase the accuracy of scoring functions is to divide up
the set of known inhibitors into clusters of structurally related compounds and
then derive an individual scoring function for each of the compound sets. Clearly,
the application range of such a scoring function is limited to the particular che-
motype. However, in practice, industrial pharmaceutical research often focused
over a fairly long period on one particular set of compounds, and it may be favor-
able to work with a scoring function that works only for this particular set of com-
pounds but has a higher accuracy than a general scoring function. A nice exam-
ple for this approach was recently provided by Rizzo et al. [66] for HIV reverse
transcriptase inhibitors using binding data of more than 200 non-nucleoside HIV
RT inhibitors representing 8 chemotypes. The average error in the predicted bind-
ing energies is 0.50 kcal/mol if an individual scoring function is derived for each
of the eight sets. If one single scoring function is fitted to the full dataset, the
average error is 0.86 kcal/mol.

Another possibility to increase the accuracy of docking calculation is to take
into account information about important characteristics of protein-ligand binding
modes as demonstrated recently by Hindle et al. using the docking tool FlexX
[67]. For example, when dealing with metalloproteases, the assumption that the li-
gand must directly interact with the metal ion in the active site improves the accu-
racy of the docking calculation and also significantly increases the speed.
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1.4.2
Molecular Size

The simple additive nature of most fast-scoring functions often leads to large mol-
ecules obtaining high scores. While it is true that small molecules with a molecu-
lar weight below 200–250 are rarely of very high affinity, there is of course no
guarantee that larger compounds are more active. When it comes to comparing
scores of two compounds of different size, it therefore makes sense to include a
penalty term that diminishes the dependence of the score on molecular size. In
some applications, a constant penalty value has been added to the score for each
heavy atom or a penalty term proportional to the molecular weight has been used
[68]. The scoring function of the docking program FLOG, which contains force
field and empirical terms, has been normalized to remove the linear dependence
of the crude score from the number of ligand atoms that was found in a docking
study of a 7500-compound database [69].

1.4.3
Water Structure and Protonation State

Insecurities about protonation states and water structure at the receptor-ligand in-
terface also make scoring difficult. These effects play a role in the derivation as
well as in the application of scoring functions. The entropic and energetic contri-
butions of the reorganization of water molecules upon ligand binding are very dif-
ficult to predict (see, e.g., [70]). The only reasonable approach to this problem is
to concentrate on conserved water molecules and make them part of the receptor.
For example, the docking program FLOG has been applied to the search of inhibi-
tors for a metallo-�-lactamase [71] within the Merck in-house database. Docking
was performed with three different configurations of bound water in the active
site. The top-scoring compounds showed an enrichment in biphenyl tetrazoles,
several of which were found to be active below 20 �M. A crystal structure of one
tetrazole (IC50 = 1.9 �M) not only confirmed the predicted binding mode of one of
the inhibitors but also displayed the water configuration that had – retrospectively
– been the most predictive one of the three models.

Scoring functions rely on a fixed assignment of a general atom type to each pro-
tein and ligand atom. This also implies a fixed assignment of a protonation state
to each acidic and basic functional group. Even though these estimates can be reli-
able enough for conditions in aqueous solution, significant pKa shifts can be wit-
nessed upon ligand binding [72]. This finding can be attributed to local changes
of the dielectric conditions inside the binding pocket.
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1.5
Application of Scoring Functions in Virtual Screening and De Novo Design

In recent years, virtual screening of large databases has emerged as the central ap-
plication of scoring functions. In the following sections we will outline the special
requirements scoring functions have to fulfill for successful virtual screening and
indicate the level of accuracy that can nowadays be expected from virtual screen-
ing.

As discussed in the introductory sections, the goal of virtual screening is to use
computational tools together with the known 3-D structure of the target to select
a subset from chemical libraries for synthesis and biological testing. This subset
typically consists of some 100–2000 compounds selected from libraries of
100,000–500,000 compounds. Therefore, it is essential that the computational pro-
cess, including the scoring function, is fast enough to handle several thousand
compounds in a short period of time. As a consequence, only the fastest scoring
functions are currently used for this purpose. This is especially true for those
scoring functions that are used as objective functions during the docking calcula-
tions, since they are evaluated several hundred to several thousand times during
the docking process of a single compound.

After a successful virtual screening run, the selected subset of compounds con-
tains a significantly enhanced number of active compounds as compared to a ran-
dom selection. A key parameter to measure the performance of docking and scor-
ing methods is therefore the so-called enrichment factor. It is simply the ratio of
active compounds in the subset selected by docking divided by the number of ac-
tive compounds in a randomly chosen subset of equal size. In practice, enrich-
ment factors are far from the ideal case where all active compounds would be
placed on the top ranks of a prioritized list. Insufficiencies of current scoring
functions, as discussed in the previous section, are partly responsible for moder-
ate enrichment rates. Another major cause is the fact that the receptor is still
treated as a rigid object. To generate correct binding modes of different mole-
cules, it would be necessary to predict induced fit phenomena. However, predict-
ing protein flexibility is extremely difficult and computationally expensive and
therefore is not taken into account in many applications.

1.5.1
Successful Identification of Novel Leads Through Virtual Screening

A respectable number of publications have shown that virtual screening is an effi-
cient way of finding novel leads. The program DOCK, one of the most widely
used docking programs, has been applied in many published studies [73–78].
Usually, the DOCK AMBER force field score is applied. The docking program
SANDOCK [79] comprises an empirical scoring function that evaluates steric com-
plementarity, hydrophobic contacts, and hydrogen bonding. SANDOCK has been
used to find a variety of novel FKBP inhibitors [80].
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Docking routines in the program packages DOCK and ICM [81] have been used
in two published studies to identify novel nuclear hormone receptor antagonists
[82] and for an RNA target, the transactivation response element (TAR) of HIV-1
[83].

A very recent study by Grueneberg et al. resulted in subnanomolar inhibitors of
carbonic anhydrase II [84]. The study is a textbook example of virtual screening fo-
cusing on successively smaller subsets of the initial database in several steps and
employing different methods at each step. Carbonic anhydrase II (CAII) is a me-
talloenzyme that catalyzes the reversible hydration of CO2 to HCO3 [85]. In the
human eye, an isoform of the enzyme is involved in water removal. CAII inhibi-
tors can thus be used to reduce intraocular pressure in the treatment of glauco-
ma. The top-ranking 13 hits were chosen for experimental testing. Nine of these
compounds showed activities below 1 �M, while the sulfonamides 9 and 10
(Fig. 1.4) have Ki values below 1 nM.

1.5.2
De novo Ligand Design with LUDI

LUDI is a fragment-based de novo design computer program developed by Böhm
[86, 87]. The software constructs novel protein ligands by joining molecular frag-
ments. In a first step, the program calculates interaction sites, which are discrete
positions in the protein-binding site suitable to form hydrogen bonds or to fill a
hydrophobic pocket. The interaction sites are derived from a statistical analysis of
non-bonded contacts found in crystal packings of small organic molecules. The
second step is the fit of molecular fragments onto the interaction sites. The soft-
ware can fit fragments into the binding site independent of each other, but it also
can append new fragments onto an already positioned fragment or lead com-
pound, thus generating novel compounds. The final step is the scoring of the gen-
erated protein-ligand complex.

LUDI is commercially available and is the most widely used software for de
novo design [88]. A large number of prospective applications have been reported
where LUDI was used to design or select a compound that was then tested after-
ward and found to be active. Examples (see Fig. 1.5) are the design of the throm-
bin inhibitor 3 available from a one-step chemical reaction [89]; design of a novel
class, a gyrase inhibitor, exemplified by 4 [90]; and the discovery of the novel inhi-
bitors 5 for tRNA-guanin-transglycolsylase [91] and 6 for FKBP-12 [92].
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Fig. 1.4 Inhibitors of carbonic an-
hydrase II. Compounds 1 and 2
are subnanomolar inhibitors identi-
fied through virtual screening.



1.6
Outlook

The first scoring functions were published about 10 years ago. Since then, we have
gained much experience in using scoring functions and assessing their accuracy.
Significant progress has been made over the last few years, and it appears as if there
are now scoring functions available that can be applied to a wide range of different
proteins and consistently yield considerable enrichment of active compounds. As a
consequence, many small and large pharmaceutical companies are increasingly using
virtual screening techniques to identify possible leads. In fact, structure-based design
is now seen as a very important approach to drug discovery that nicely complements
HTS [93]. HTS has a number of serious disadvantages: it is expensive [94], and it leads
to many false positives and few real leads [95, 96]. Not all tests are amenable to HTS
techniques. Finally, despite the large size of the chemical libraries available to the
pharmaceutical industry, it is far from possible to cover the whole space of drug-like
organic molecules. This means that the focused design of novel compounds and com-
pound libraries will gain importance. Given the current aggressive patenting strate-
gies, one may speculate that de novo design will become much more important in the
near future. Thus, there is every reason to believe that the value of structure-based
approaches will continue to grow. The development of improved scoring functions is
certainly vital for their success. We would therefore like to inform the reader of what in
our eyes are the major challenges in the further development of scoring functions:

1. Polar interactions are still not treated adequately. It is somewhat strange that
while the role of hydrogen bonds in biology has been well known for a long
time and hydrogen bonds are qualitatively well understood, a quantitative
treatment of hydrogen bonds in protein-ligand interactions is still missing.
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2. All scoring functions are essentially simple analytical functions fitted to experi-
mental binding data. Presently, there is still a heavy bias in the public domain
data towards peptidic ligands. This in turn leads to an overestimation of polar
interactions in many scoring functions. The development of better scoring
function clearly requires access to more data on non-peptidic, low-molecular-
weight, drug-like ligands.

3. Unfavorable interactions and unlikely docking solutions are not penalized
strongly enough. Methods for taking account of undesired features of complex
structures in the derivation of scoring functions are still lacking.

4. So far, fast scoring functions only cover part of the whole receptor-ligand bind-
ing process. A more detailed picture could be obtained by taking into account
properties of the unbound ligand, i.e., solvation effects and energetic differ-
ences between the low-energy solution conformations and the bound confor-
mation.
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2.1
Introduction and Scope

Molecular recognition is the basis of both biological systems and many chemical
technologies. When Emil Fischer in 1894 put forward the first model for molecu-
lar recognition in the form of his famous lock-and-key principle, he could not an-
ticipate that chemists would one day produce fully synthetic systems of this kind.
It took almost 100 years until completely artificial complexes were developed, in
which a host molecule embraces a guest molecule in the way that Fischer be-
lieved to be the basis of enzyme function. In 1987 the Nobel Prize award to
Cram, Lehn, and Pedersen highlighted how far chemistry had gone in these direc-
tions. In recent decades, the field, which Cram named “host-guest chemistry,” and
Lehn called “supramolecular chemistry,” has experienced a virtual explosion (see
monographs [1–8]). Countless groups over the world are now synthesizing host
structures with intricate binding properties for a large array of targets and analyz-
ing supramolecular complexes with rapidly developing physical methods. Coordi-
nation chemistry is traditionally directed towards transition metal ion complexa-
tion but can provide much additional, and sometimes overlooked, information on
principles ruling the spontaneous formation of host-guest complexes.

Empirical analyses of structures and energetics in synthetic supramolecular
complexes can provide insight into the non-covalent interaction mechanisms and
attribute energy values to each of them. Much of the principles and quantitative
information learned from these complexes can be of use for the understanding of
biological systems and, e.g., the design of bioactive ligands. Most of the efforts in
modern supramolecular chemistry are of course directed towards new technolo-
gies in separation, sensors, materials, information storage and processing, energy
conversion, artificial enzymes, etc. At the same time, these systems provide many
new models for molecular recognition processes and a wealth of information on
the underlying interactions. Synthetic chemistry is able to deliver biomimetic as
well as unnatural host compounds in which every desired function can be imple-
mented. These functions can be directed towards any given substrate site and can
be designed to work in any environment, be it in the ground state or the transi-
tion state.
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Geometric fitting between host and guest, or lock and key, is a prerequisite that
can undergo significant modifications. Shape compliance itself will of course not
bring molecules together. Non-covalent interactions provide the driving force for
this, and the tightness between lock and key is a function of the underlying inter-
action mechanisms [9]. The distance dependence for attraction between binding
sites varies between r�1 for Coulombic interactions and r�6 for dispersive interac-
tions; for solvophobic interactions, there is no clear-cut boundary definition at all.
Obviously, one needs to consider “soft” and “hard” lock-and-key systems and to
analyze the underlying binding mechanisms in order to apply Emil Fischer’s idea
in a more rigorous way. In the present chapter, effort is made to illustrate the de-
velopment and the implications of the lock-and-key model and to highlight con-
clusions mainly from the study of synthetic recognition models. Particular empha-
sis will be given to the possibilities to derive information on mechanisms and
magnitudes of non-covalent interactions in solution from properly designed host-
guest complexes.

2.2
Additivity of Pairwise Interactions – The Chelate Effect

Multi-site interactions can lead to very stable associations [10], also in fully syn-
thetic model complexes. This is illustrated in Fig. 2.1 with, e.g., complexes be-
tween ATP and an azacrown ether [11] and between Fe3+ ions and an artificial
siderophore [12]. Another relatively open host structure in Fig. 2.1 contains three
vancomycin moieties around a benzene ring; it binds a cell wall component in
the form of a trimeric dipeptide with an association constant of almost K= 1017

[13], which is powers of magnitude higher than the natural biotin-streptavidin
complex [14]. Other high-affinity receptors based on polytopic interactions be-
tween separate binding sites were reported, e.g., for cyclodextrin dimers with diva-
lent ligands (lgK up to 7) [15]. Cyclodextrins equipped with additional stacking
units also can selectively bind steroids with lgK up to 7 [16]. Some more examples
will be discussed below. While these complexes form in water, association in
aprotic solvents can be made equally strong, as shown recently, e.g., with a semi-
cavitand complex with a binding energy of over 42 kJ/mol (lgK = 16.5) in chloro-
form [17]. Highly pre-organized ionophores like 2 in Fig. 2.1, which have all possi-
ble binding atoms directed towards the guest cation, can complex, e.g., Cs+ ions
in chloroform with �G = 90 kJ/mol [18].

The stability increase of host-guest complexes with the number of individual in-
teractions between the non-covalent binding sites was analyzed in great detail de-
cades ago in coordination chemistry, which provides clues to many more recent
observations with purely organic complexes. Under certain conditions, the chelate
effect and the resulting total free energy of binding �GGt can be quantified by
Eq. 2.1, in which �Gi, �Gj, �Gk, etc., represent the contributions of interactions
between single host and guest sites, and i, j, and k represent the number of each

2 Introduction to Molecular Recognition Models22
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Fig. 2.1 Chelate effects in high affinity artifi-
cial complexes: (1) an artificial siderophore
with K = 1059 M–1; (2) a ionophore binding Cs+

ions in chloroform with �G= 90 kJ/mol:(3) an
azacrown ether and triphosphate residue (as
in ATP) as guest, with K = 1011 M–1 (only 7 out
of the possible 10 to 12 charge-charge

bridges are shown by dashed lines); (4) a tri-
valent vancomycin derivative RtV3 [C6H3-1,3,5-
(CONHC6H4-4-CH2NHCOV)3; V = Vancomycin]
and trivalent derivative of DADA, tL3 [C6H3-
1,3,5-(CON(N-acetyl)-L-Lys-D-Ala-D-Ala)3],
with K = 1017 M–1.



kind of interaction, which can be salt bridges, hydrogen bonds, van der Waals
forces, etc. (Fig. 2.2).

�Gt � i�Gi � j�Gj��k�Gk � � � �Eq� 2�1�

Additive group contributions have been used for long time for thermodynamic es-
timations of organic compounds [19] and the description of non-covalent interac-
tions [20, 21]. Limitations due to entropic contributions have been discussed in de-
tail before [4, 22] and will be considered in Section 2.6 also with respect to the en-
thalpy-entropy compensation that is typical for host-guest complexes. Additivity of
pairwise free interaction energies implies that the association constant Kt would
be the multiplicative product of the corresponding single constants Ki, etc. It has
been shown that the use of the dimensionless association constant K circumvents
the problem of dimensions resulting from the multiplication of K units [23] and
removes the need to invoke entropic reasons for the chelate effect, also for asso-
ciations with protein [24]. Calorimetric measurements show that, in fact, the ad-
vantage of implementing many binding sites within one ligand, and the so-called
macrocyclic effect, which is the affinity increase by placing all interaction sites
within a macrocycle, is primarily due to an enthalpy gain. In a number of cases,
one even observes an entropic disadvantage by complexation with pre-organized
macrocyclic ligands [9].

Additivity of pairwise interaction energies is often taken for granted implicitly
in force field calculations of supramolecular complexes. In fact, the decomposition
of total free energies into single components is surprisingly successful, with both
smaller host-guest complexes [25] and protein-ligand interactions [26–28], in spite
of noticeable limitations [22, 29]. The additivity of single interactions is limited,
for instance, by varying entropic factors in single interactions, by a possible geo-
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Fig. 2.2 Additive binding interactions between
host and guest structures, usually attractive
(dashed lines); secondary interactions can also be
repulsive (broken lines).



metric mismatch between binding sites, by secondary interactions between neigh-
boring groups, or by changes in the microscopic environment, e.g., like dielectrics
(see also Sections 2.5 and 2.6) [22]. In order to arrive at safe conclusions for the
identification of binding mechanisms and at reliable free energy increments (�Gi,
etc.), it is necessary to measure complexes in which the numbers i, j, and k of sin-
gle interactions are systematically varied. For host-guest complexes, in which
strain-free matching between donor and acceptor sites is maintained, one indeed
observes more often than not a linear increase of the experimental total free en-
ergy with the numbers i, j, and k according to Eq. 2.1 (Fig. 2.3) [30]. The slope of
the correlation line then gives a statistically meaningful free energy value (�Gi,
�Gj, �Gk, etc.) for a specific non-covalent interaction [25]. As with the extraction
of reaction or substituent constants from classical linear free energy correlations
of the Hammett type, a sufficiently large number of experimental observations is
necessary in order to arrive at reliable �G values. Synthetic host-guest complexes
allow one to construct such a broad experimental basis under planned conditions.
In other cases one “mutates” one interaction against others and observes systems
in which more than one interaction mechanism is at work. Here one can use
either a two-term correlation according to Eq. 2.1 or terms (e.g., �Gi) known from
independent analyses with only one kind of interaction and then plot the remain-
ing �Gj values vs. the number j of the second interactions (Fig. 2.4). This
approach is preferable over multi-linear correlations because at least one of the in-
teraction increments ��G is based on independent measurements with suffi-
ciently large numbers of observables. The use of such analyses with respect to the
different mechanisms of intermolecular forces will be discussed in Section 2.9,
where other examples also illustrate the additivity of non-covalent interactions.
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Fig. 2.3 Quantification of the chelate effect:
a plot of experimental free complexation ener-
gies against the number of pairwise interac-

tions, here with ion pairs; for identification of
the complexes see [4], p. 9. Reproduced with
permission of the publisher.



2.3
Geometric Fitting: The Hole-size Concept

For the seemingly simplest case of spherical metal ion complexation, the hole-size
fit often, but not necessarily, holds. Fig. 2.5 illustrates the classical case where the
cavity diameter of an ionophore determines the selectivity of cation complexation
according to its radius [31]. As long as sufficient contact between the metal ion
and the donor atom of the ligand is possible, the complexation free energy will be
just a linear function of the number of such interactions and their donor quality
[32]. If the ionophore size becomes too large, the selectivity vanishes (Fig. 2.6)
[33].

Formal consideration of only the number of available binding functions can be
misleading. Thus, the 18-crown-6 ether binds K+ ions by orders of magnitude bet-
ter than the 18C5 macrocycle, which has the same ring size but five instead of six
oxygen atoms. The discrepancy results from the single CH2 group replacing one
of the oxygen atoms, which forces one C-H bond inside the cavity and thus pre-
vents optimal contact of the ion with the oxygen donor atoms (Fig. 2.7) [34]. This
example demonstrates how small distortions can greatly influence complexation
strength and emphasizes the role of computer-aided molecular modeling to con-
trol lock-and-key interactions and to design proper host-guest complexes.
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Fig. 2.4 Quantification of the chelate effect
in the presence of two interaction mecha-
nisms: plot of experimental free complexation
energies on aromatic ion pairs against the
number m of pairwise interactions, after de-
ducting the contribution of a primary interac-

tion �Gi (salt bridges), see text. Structure of
the complexes see [30]. Complexes H and I
deviate due to geometric mismatch or too
flexible spacers between binding sites. Repro-
duced with permission of the publisher.
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Fig. 2.5 Size selectivity of cryptands: loga-
rithms of the binding constants lgK vs. ion
diameters; (a) – values with lgK< 2.0, (b) in
95% MeOH, (c) in MeOH; see [4]. Repro-
duced with permission of the publisher.

Fig. 2.6 The decrease of selectivity with de-
creasing fit: Logarithms of the binding con-
stants (average of published results [33], of
alkali cations by crown ethers in methanol vs.

ionic radii. In the case of Li+ with a majority
of crown ethers, one observes logK <1; see
[4]. Reproduced with permission of the pub-
lisher.



2.4
Di- and Polytopic Interactions: Change of Binding Mechanism with Different Fit

Different binding sites, each equipped with a number of suitable binding functions,
can be covalently bound together with a spacer to form polytopic receptors (Fig. 2.8).
Such heterotopic host compounds, providing separate binding sites for the anion
and the cation, can be highly effective, e.g., for the binding of salts. In this way, con-
siderable enhancements of hydrophilic ion pair transport into and through a lipophi-
lic medium can be achieved [35–37]. The concept of ditopic recognition is also useful
for the transport of zwitterionic amino acids through membranes [38]. An interest-
ing extension is to provide binding sites as two separate host compounds, which al-
lows more freedom of host structure choice and at the same time can disrupt very
strong associations of guest compounds, such as ion pairs in unpolar media
(Fig. 2.9) [39]. In a related approach, multivalent ligands have been used to re-
move, e.g., strongly bound selectins from cell surfaces [40].

The performance of ditopic receptors will suffer if the spacer is not long and/or
flexible enough to allow simultaneous full contact at all binding centers. In some
cases one observes only weakening of affinities [41], while in other cases one of
the possible intermolecular forces cannot materialize at all. Thus, additive ion
pairing as well as dispersive interactions with positively charged polyaromatic host
compounds are present, e.g., in complexes of AMP with tetrapyridinium porphy-
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Fig. 2.7 Structures of potassium complexes of 18-crown-6 and 18-crown-5; see [4]. Reproduced
with permission of the publisher.

Fig. 2.8 A ditopic receptor with a spacer separating two binding sites.



rin derivatives [42]. With larger contributions of stacking, the geometric matching
between the charged sites can be so distorted that one observes, e.g., the same af-
finities with electroneutral nucleosides as with charged nucleotides [43]. The high
affinities of nucleosides compared to nucleotides with the cleft-like receptor
shown in Fig. 2.10 [44] illustrate that one interaction mechanism can “overwhelm”
another one.
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Fig. 2.9 (a) Ditopic host for cooperative binding by addi-
tional interaction between cation and anion; (b) Two sepa-
rate hosts for binding and dissociation of two strongly asso-
ciated guest molecules.

Fig. 2.10 A cleft-like receptor with similar affinity to electroneutral nucleosides and charged nu-
cleotides.



2.5
Deviations from the Lock-and-Key Principle

2.5.1
Strain in Host-Guest Complexes

A classical case in which the building up of strain hampers complexation is illu-
strated in Fig. 2.11. The open tetramine needs to form several unfavorable gauche
interactions for binding copper ions and therefore exhibits an affinity that is 10
powers of magnitude smaller [45]. Exceptions from the lock-and-key analogous
“hole-size rule” are also seen if a bidentate ligand interacts with transition metal
ions of a different radius. At first sight, unexpectedly, a large cation such as Pb2+

prefers the shorter ethylenediamine as ligand, whereas the smaller Ni2+ prefers
the longer propylendiamine. The reason is that the shorter Ni-N bond length al-
lows formation of an almost strain-free metallo-cyclohexane ring with almost
equally long intra-ring bonds, whereas the longer Pb-N bond is better accommo-
dated in a pseudo-cyclopentane ring and would produce more strain in a then
heavily distorted metallo-cyclohexane [45, 46]. Possible strain energy changes must
also be considered in cases of induced fit and allosteric complexes, where geome-
try deviations necessarily are accompanied by the building up of less favorable in-
teractions.

2.5.2
Solvent Effects

The influence of solvents can lead to profound deviations from simple geometric
fitting rules. Complexation studies in the gas phase with MS techniques have
problems in deriving exact associations constants but have given relative values in
general agreement with the basic lock-and-key concept [47]. Under most experi-
mental conditions, host and guest molecules, in particular cations, are solvated to
a different degree before complex formation, and even in cryptands also within
the complex [48]. As a consequence, the selectivity varies with the solvent as a
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Fig. 2.11 Complex formation with Cu2+ requiring different strain in the ligands.



function of solvation and desolvation energies. Thus, the transfer free energy
from water to methanol is 10 kJ/mol for K+ and 8 kJ/mol for Na+; in acetonitrile
the sequence is reversed, with 8 kJ/mol for K+ and 14 for Na+ [49]. In acetonitrile
the Na+ with the higher charge density is much less stable than the larger K+ ion;
thus, the 15-crown-5 ether in this solvent complexes Na+ 100 times better than
K+. In contrast, one observes a small preference for K+ in methanol [50], where
the transfer free energies are less variable. Obviously, solvent effects modify bind-
ing properties significantly, in particular with polar substrates.

2.5.3
Enthalpy/Entropy Variations

A fundamental limitation for the application of geometric fitting procedures is
that the complexation free energies are the sum of enthalpic and entropic contri-
butions, with the consequence that selectivity can be inversed at different tem-
peratures. Positive cooperativity between different interactions in a complex will
usually lead to tighter association at the expense of motional freedom and thus of
entropy [51]. The interplay and often observed compensation of enthalpic and en-
tropic contributions have been discussed in several reviews [10, 52, 53], particular-
ly with emphasis on biological systems, and cannot be dealt with in detail here.
Unfortunately, many published enthalpy-entropy compensations are blurred by
possible artifacts, as the two underlying parameters do not represent independent
variables [54].

Intuitively, one may associate pairwise interactions between the lock and key bind-
ing sites with an enthalpic gain. In polyvalent complexes such as the trimeric van-
comycin discussed above (Fig. 2.1), the total �H is indeed about three times larger
for the single vancomycin complex; the same about three-fold enhancement applies
to the T�S contribution [13]. However, some intermolecular interactions, such as ion
pairing in water, are entirely entropy-driven, whereas, e.g., long-range Coulomb in-
teractions or hydrogen bonds are primarily enthalpy driven. The different distance
dependence of non-covalent mechanisms necessarily modifies the size-matching re-
quirements. Cyclodextrin complexes with tightly fitting and highly polarizable guest
molecules form mainly by enthalpy gain, whereas those with loose fit and aliphatic
substrates in their cavity show some hydrophobic entropic contributions. Related
changes are observed for aqueous complexes with cyclophanes; they all are closely
associated with the interplay of van der Waals and hydrophobic interactions and will
therefore be discussed below in Section 2.9. One also has to take into account that
the magnitude and even the sign of �S and therefore �G are a function of the cho-
sen standard state, in contrast to �H. The complex between �-cyclodextrin and ben-
zene is characterized by �H= –19.2 kJ/mol and a negative �S= –15 kJ/mol, e.g., if
calculated for the standard state of 1 M, but by a positive �S = 18 kJ/mol if calculated
for mole fractions [55]. Fortunately, one can often rely on free energy considerations,
as non-covalent interactions are often characterized by enthalpy-entropy compensa-
tions [52], although many observations of this kind might be experimental artifacts
[54].
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2.5.4
Loose Fit in Hydrophobically Driven Complex Formation

Particularly in aqueous solutions, there is evidence that loose “fit” can be pre-
ferred over tight fit, as exemplified by complexes with the cavitand in Fig. 2.12
[56] or with cyclodextrins [57]. With tetramethylammonium chloride in water, the
cycloveratrylene host shows a binding free energy of �G = 15 kJ/mol for the smal-
ler cavity, with the number n= 3 of methylene groups. For n= 5, �G is 20 kJ/mol,
although the geometric fit is better with he smaller host (n = 3). In another experi-
ment, a larger part of a fluorescence dye as guest molecule can fill the cavity of
cyclodextrin, or, alternatively, a smaller guest part can move more freely within
the cavity [57]. The observed NMR shifts on the guest molecule in line with inter-
molecular NOEs demonstrate that the preferred binding mode is the latter. Only
with the wider cavity of the �-cyclodextrin does one observe encapsulation of the
larger naphthyl ring as well.

2.6
Conformational Pre-organization: Flexible vs. Rigid Hosts

One paradigm in supramolecular chemistry is that a high affinity requires opti-
mal pre-organization of the host or guest structure to each other, so that the bind-
ing sites can geometrically match without conformational changes and with a
minimal loss of conformational freedom. This calls for the design of host com-
pounds in which all binding functions are largely prefixed to take up the sub-
strate, as exemplified by the complexes in Fig. 2.1, and has been the incentive for
demanding synthetic efforts in supramolecular chemistry. The question is, then,
which free energy cost is involved by the presence of flexible bonds. Complexation
of �-cyclodextrin with cyclohexane shows �G = –15 kJ/mol, with the much more
flexible n-heptane an even higher value of �G = –22 kJ/mol, with quite similar �H
parameters but less entropy disadvantage for inclusion of the more flexible n-al-
kane [55]. Such data suggest that conformational freedom in supramolecular com-
plexes, at least in aqueous medium, may be better maintained with more flexible
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Fig. 2.12 The cavity of the cycloveratrylene host with
n= 3 (R= O-CH2COOH) fits geometrically better to the
tetramethylammonium guest but shows with �G= 15 kJ/
mol a smaller affinity than the larger cavity with n= 5
(�G= 20 kJ/mol).



systems, which is in line with the results discussed above with Fig. 2.12. That flex-
ibility usually does not significantly lower stabilities has been stressed also for
polyvalent aggregations with biological material [10]. Literature values on the cost
of such restrictions vary between T�S = 1.5 and �5 kJ/mol per single bond [58].
An experimental quantification was obtained with a series of host-guest systems
in which the number of single bonds was systematically increased, maintaining
the interacting binding elements at the ends of the chains and ensuring that no
unfavorable gauche interactions have to build up upon complexation (Fig. 2.13).
There is a linear decrease in �G with the increasing number n of single bonds in
the complexes, but the slope of the correlation indicates only a disadvantage of
�G = 1.3 kJ/mol per single bond [59]. Noticeably, a similar value emerges from
studies of artificial peptide �-sheets in which a variable number of single bonds
must be offset also by hydrogen bonds in chloroform [60]. Somewhat larger val-
ues around 2.0 kJ/mol for freezing rotations around C–C single bonds were re-
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Fig. 2.13 Decrease of complexation free en-
ergy �G with increasing number of single
bonds in complexes like those illustrated

above (from measurements in CDCl3, �G cor-
rected for pK changes, see [56]). Reproduced
with permission of the publisher.



ported from other investigations [61]. A related study with ion pairs in water, also
showing a linear correlation of �G with n, yielded an even smaller increment of
only 0.5 kJ/mol [62]. These data together with the observations discussed above in-
dicate that the effect of pre-organization has been overestimated and that the con-
formational freedom in such complexes is less restricted than expected. One
might assume that the small effect of increasing flexibility could be due to the
rather weak associations in the complexes discussed above. However, some very
strong transition metal ion complexes [63] also give no evidence of a particular ad-
vantage of pre-organized bonds (Fig. 2.14). These rather low free energy losses
due to the presence of flexible bonds agree well with Grot = 1.3 kJ/mol per rotata-
ble but fixed bond, which was derived for the analysis of protein complexes [64].
It should be remembered that quite efficient non-covalent interactions can devel-
op in structures containing many single bonds, both in natural systems like pep-
tides or proteins and in ionophores like monensin, as well as in synthetic podand
or lariat host compounds where many interaction sites are positioned on flexible
chains [65].

2.7
Selectivity and Stability in Supramolecular Complexes

High selectivity in molecular recognition coupled with high sensitivity is the goal in
synthetic supramolecular as well as in medicinal chemistry. Unfortunately, both
aims cannot always be met at the same time. An interesting strategy to overcome
the problem of often small selectivity with a single host-guest complex consists in
the parallel arrangement of several receptor units [66]. If all binding functions in
a host molecule are pre-oriented for optimal contact with the guest molecule, one
should in fact expect a maximum of selectivity and affinity. This is indeed observed
with some synthetic ionophores, which can discriminate, e.g., Na+ and K+ ions with
a selectivity surpassing even that of the natural antibiotic valinomycin [67].

Receptors for guest molecules larger than simple ions make use of interactions
at different sites and are necessarily more limited with respect to a simultaneous
optimization of selectivity and sensitivity. In favorable cases, the selection site will
provide additional binding forces, as illustrated by the model peptide receptor in
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Fig. 2.14 Complexation free energies with ligands of variable flexibility and tran-
sition metal ions (see [63]).



Fig. 2.15. Here, the primary binding force is produced at the N-terminus by a
crown ether unit and at the C-terminus by an ammonium ion; sequence selectiv-
ity is brought about by a stacking unit – which can be a fluorophore helping also
optical detection – which at the same time leads to an affinity increase depending
on the selected amino acid side chain [68].

In other cases, one of the interactions can be so strong that optimal contact
with other binding sites cannot materialize. Examples for this have been dis-
cussed above, e.g., with the porphyrin-based host, which cannot differentiate be-
tween nucleotides and nucleosides due to the dominating stacking effects. Even
adverse, anti-cooperative effects between selectivity and affinity sites can be toler-
ated, in particular if the aim is stereoselectivity. In the chiral crown ether
(Fig. 2.16), which is the basis of Cram’s “chiral resolution machine” [69], stereose-
lection is due to interactions between amino acid side groups and the crown ether
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Fig. 2.15 A sequence selective peptide receptor with cooperativ-
ity between all possible interaction sites; the peptide can be re-
leased upon complexation with a K+ cation (see [65]).



naphthyl moieties, which may be rather repulsive. The principle of spatially sepa-
rated binding and discrimination sites is illustrated by Fig. 2.16 and is used in
many applications. Thus, the low affinity brought about by Hoogsteen base pair-
ing in antisense strategies with nucleic acids can be increased by covalent cou-
pling of oligonucleotides to rather unselective intercalators. Obviously, the primary
binding site securing a high affinity should have low selectivity in order not to mi-
tigate the selectivity at the second site.

2.8
Induced Fit, Cooperativity, and Allosteric Effects

Cooperativity in proteins seems to be a very general phenomenon, not restricted
to allosteric systems [70–72]. It plays an essential role not only in cooperative con-
trol of different substrates as in the classical case of hemoglobin [73], but also,
e.g., in protein folding [74, 75]. For biological macromolecules, it is difficult to as-
sess the individual contributions of separate binding sites, although considerable
progress has been made, particularly by the use of site-specific protein mutants
[70]. Artificial allosteric systems not only open the way to interesting new analyti-
cal technologies [76, 77] but also allow a very direct control of positive or negative
cooperativity between different binding sites [78]. Conformational coupling in syn-
thetic allosteric models is based on much more rigid elements than are available
in proteins; consequently, the strength of allosteric effects in those simple com-
plexes can easily be higher than usually observed in proteins. Thus, binding of
Zn2+ ions in a structure such as 1 in Fig. 2.17 leads to a strong complexation of
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Fig. 2.16 Discrimination with non-binding se-
lection sites. (a) Selection principle; (b) Chiral

selection of protected amino acids by a crown
ether with remote binaphthyl selection site.



lipophilic fluorophores, the association of which is below the detection limit in
the absence of the metal inducing the conformational switching [79]. As a conse-
quence, the ratio of association constants with occupation (Ko) and without (Ku)
occupation of the metal binding site is Ko/Ku > 1000 and is much higher than for
the strongest cooperativity found in proteins [80]. Negative cooperativity can also
be realized if occupation of one binding site leads to release of a substrate at the
second binding site, which does not fit anymore after the induced conformational
change (2, Fig. 2.17) [81].

Positive cooperativity without conformational coupling between binding sites is
possible if the two guest molecules attract each other after being brought together
within a host providing binding sites for both molecules. A corresponding exam-
ple has been discussed already for salt binding and transport in Section 2.4 and
Fig. 2.9 [35–37]. The same principle is at work if two host molecules interact
which each other upon complexation with either two guest molecules or a single
ditopic guest. Such a positive cooperativity has been realized with synthetic mod-
els and plays an important role, e.g., in gene regulation by oligomeric transcrip-
tion factors RXR, which reach high affinities towards DNA only as pentamers [10,
82].
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Fig. 2.17 Positive and negative cooperativity in synthetic allosteric models.



2.9
Quantification of Non-covalent Forces

The quantification of intermolecular forces is of fundamental importance for the
understanding of structure and functions of artificial and biological complexes
and for the design of new materials, devices, and drugs. Detailed analyses of accu-
rately determined structures, mostly in crystals, have provided a wealth of infor-
mation about the occurrence and geometric conditions of non-covalent interac-
tions but cannot attribute energy values. The intriguing strategy to obtain energy
contributions from the large body of structure and affinity data for protein-ligand
complexes available mostly from medicinal chemistry will be dealt with in other
chapters of the present monograph. On this basis, scoring functions have been
developed based on reference sets with about 80 [26] or up to 170 [83] protein li-
gand structures, with affinities ranging from 40 mM to 10 fM. Energy contribu-
tions were derived, e.g., for the non-distorted hydrogen bond between 1.7 and
4.4 kJ/mol, for ion pairing 3.0 to 7.9 kJ/mol, and 0.1 kJ (mol Å2) for hydrophobic
interactions. Such scoring values reproduce observed affinities in protein com-
plexes with a standard deviation of around 8 kJ/mol or a factor of about 100 in
terms of equilibrium constants. Smaller synthetic models, which will be discussed
in this section, not only can provide more accurate predictions but also can be
made to deliver information about single interaction mechanisms under better-de-
fined conditions. Such complexes are often designed to derive information and
free energy values on binding mechanisms that are difficult to identify and quan-
tify in large biomolecules, such as cation-� or C-H-� interactions, or dispersive
forces and to discriminate those from hydrophobic interactions.

2.9.1
Ion Pairs and Electrostatic Donor-Acceptor Interactions

The evaluation of binding free increments for salt bridges with simple host-guest
complexes was demonstrated in Section 2.2. The linear correlation shown in
Fig. 2.3, reaching from, e.g., zinc sulfate to the azacrown ether triphosphate com-
plex shown in Fig. 2.1, yields – on the basis of measurements with more than 80
mostly organic ion pairs in water – an average value of ��G = 5 ± 1 kJ/mol for a
bridge between single charges, if the ionic strength corresponds to typical buffer
concentrations [30]. With respect to the salt effect, the lgK values correlate surpris-
ingly well with the Debye-Hückel equation, i.e., they are not only linear but also
exhibit a sensitivity (slope) near to the theoretical value, even for very anisotropic
organic ions [62]. With a number of such ion pairs, the correlations show an in-
crement of ��G = 8 kJ/mol per charge-charge interaction, if extrapolated to pure
water at zero ionic strength. Several of the analyzed systems rely on complexation
with protonated amines. It has been demonstrated that they can also be described
by ion pairing without noticeable hydrogen bond contributions, by observation of
the affinities after methylation to peralkylammonium salts. This is also seen in
the example of polyamine binding to nucleic acids [84]. The empirically derived
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increments are approximately in line with those predicted from the Bjerrum theo-
ry, as evident also from related correlations of the lgK values as a function of the
charge products zAzB [4]. Noticeably, with both correlations the same ��G values
are obtained for hard and small as for large and polarizable organic ions, or those
with significant charge delocalization, such as phenolates [25].

Supramolecular complexes with aromatic components are often stabilized by
Coulombic attraction of electron-poor and electron-rich �-systems and are usually
called donor-acceptor complexes in analogy to Lewis-type complexes between acids
and bases. The binding mechanisms are sometimes difficult to distinguish from
dispersive van der Waals charge–transfer and sometimes from hydrophobic inter-
actions. However, the strength of complexes, measured in aprotic solvents, with,
e.g., electron-rich molecular clips containing naphthalene side walls, strongly in-
creases with electron-withdrawing substituents on the enclosed phenyl guest com-
pound, in line with calculated electron densities of the �-systems [85]. Similar
characteristics hold for other synthetic complexes, including many rotaxanes and
catenanes, which form the basis of intriguing models of supramolecular ma-
chines and of devices for energy transfer, for information transmission and stor-
age and other possible applications [86–88].

2.9.2
Hydrogen Bonds

Hydrogen bonds involving amide or amide-type functions as donor, D, and accep-
tor, A, form the basis of many synthetic and biological complexes. Synthetic host-
guest complexes of the type shown in Fig. 2.18 allow the use of well-defined con-
formations and measuring conditions [89]. Their analysis has given consistent val-
ues for the free energy contributions ��G of each participating hydrogen bond.
Stability constants of many simple complexes with barbiturates and other model
compounds with amide functions yielded an average value ��G = 5 kJ/mol per
bond in chloroform [90]. However, the examples I–V in Fig. 2.18 already indicate
that the total binding energies �G are only approximately a function of the num-
ber n of hydrogen bonds in each complex [91]. Thus, the complexes I, II, and III,
all with three bonds, exhibit all a much lower stability than V, with only two
bonds. As first shown by calculations of the partial charges involved in Watson-
Crick base pairs [92], the reason for weaker bonds is due to often repulsive sec-
ondary interactions: if a positively charged donor D is flanked by a negatively
charged acceptor A there must be an unfavorable repulsion between opposing DA
functions (broken lines in Fig. 2.2). Complexes I, II, and III all represent ADA-
DAD-combinations, while V stands for a DD-AA case and gains from the addi-
tional secondary interactions. The nucleobase G-C base pair (DDA-AAD) has only
one of these repulsive secondary interactions, and, therefore, a more than 50%
greater ��G value is observed in comparison to the A-T base pair (an AD-DA
combination). Synthetic combinations bearing more A groups at one side and D
groups at the other side show a correspondingly higher affinity, which is in-
creased by the secondary interactions. Surprisingly, one can describe the total
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binding energies quite well with additive �G contributions, which in chloroform
are for the primary interaction 7.9 kJ/mol, and for the secondary interaction
2.9 kJ/mol, regardless of whether the latter is attractive (as in AAA-DDD combina-
tions) or repulsive (as in the more frequently occurring non-homogenous combi-
nations). These increments have been derived from the analysis of 58 complexes
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Fig. 2.18 Examples of recognition models by
hydrogen bonds with experimental association
free energy –�G (in CDCl3, [kJ/mol]) and –�G
values (in italics) calculated with ��G incre-

ments of 7.9 kJ/mol for primary and 2.9 kJ/
mol for secondary interactions (see text and
refs. [4], [91]).



in chloroform and reproduce the experimental data with deviations of ± 1.8 kJ/mol
or less, as illustrated with a few complexes in Fig. 2.18. The �G values are almost
twice as large in tetrachloromethane compared to the weak donor medium chloro-
form and become almost zero upon addition of only 10% methanol [90]. This,
and the strong effect of neighboring functions on the donor/acceptor strength of
hydrogen bond functions [93], sheds light on the problem of applying related scor-
ing factors to biopolymers.

The acceptor and donor strength of many functions besides those of the amide
type have been characterized by the analysis of associations between simple mole-
cules, such as, e.g., phenols and anilines, for which thousands of experimental
data exist, mostly measured in chloroform or in carbon tetrachloride [94, 95].
Although these data are hampered by less well-defined structures compared to su-
pramolecular complexes, they not only give a fairly consistent basis for the predic-
tion of hydrogen-bonded associations but also can be used, e.g., for crown ether
and cryptand complexes with alkali or ammonium ligands [32].

Hydrogen bonds also play an important role in anion binding, both in proteins
[96] and in recently developed artificial receptors [97]. Systematic association mea-
surements with model amides (Fig. 2.19) in chloroform show binding increments
(Tab. 2.1) between a single amide group and different anions, which are approxi-
mately additive [98]. The �G values for chloride complexation increase from
monodentate to bidentate to tridentate hosts (Fig. 2.19, 1–3), i.e., from 6 to 12 to
18 kJ/mol, respectively. Noticeable deviation from additivity is observed if an an-
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Fig. 2.19 Amides as receptors for anions.



ion-like carboxylate can take advantage of only two hydrogen bonds, for which rea-
son there is no �G increase with receptor 3 in this case. Urea or thiourea compo-
nents in anion receptors can build up twice as many hydrogen bonds per unit
and show considerable affinities in the more competitive solvent DMSO. With
macrocyclic oligopeptides in which all N-H groups are pre-organized to point to
an anion in the center, considerable affinities can be achieved even in aqueous
medium [99]. The cyclopeptide in Fig. 2.19 yields with iodide a stable 1 :2 complex
in solution as well as in the solid state, with six hydrogen bonds directed towards
the iodide anion.

The affinities observed for complexes between amides and anions are remark-
ably parallel to those found for the interactions between such anions and carbohy-
drate models. The data in Tab. 2.1 show the same affinity increase in the se-
quence I– < Br– < Cl– < RCOO– [100]; the carboxylate is again a particularly strong
acceptor as the result of two geometrically matching hydrogen bonds with vicinal
diols. The formation of two almost linear and parallel hydrogen bonds is also re-
sponsible for the efficiency of the guanidinium residue for carboxylate complexa-
tion in artificial receptors [101] as well as in proteins (cf. Chapter 6) [102].

2.9.3
Weak Hydrogen Bonds: The Use of Intramolecular “Balances”

In this section we will briefly discuss non-covalent interactions that are usually
too weak to be measured directly in host-guest equilibria and instead have been
studied with the help of “balances,” in which the influence of non-covalent inter-
actions on sensitive conformational equilibria is studied. Vibrational spectroscopy
with haloalkanes and 4-nitrophenole in carbon tetrachloride has revealed single
hydrogen bond energies reaching for iodine to fluorine as acceptors, e.g., from
about 4 to 7 kJ/mol [103]. Weak hydrogen bonds with, e.g., C-H bonds as donor
have been identified largely on the basis of extensive analyses of solid-state struc-
tures [104, 105] but also with computational methods, e.g., in nucleic acids [106]
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Tab. 2.1 Complexation free energies (–�G, kJ/mol) a). (a) For anions with model amides 1–3;
(b) Of these anions with carbohydrate models C and G

Cl– Br– C6H5CO2
– R2PO4

–

1 5.7 4.6 6.6 8. 4
2 11.6 7.2 14.4 –
3 18.2 12.6 14.0 –

C 2.1 1.4 2.1 1.7
G 3.75 2.9 4.1 3.5

a) In CDCl3 with tetraalkylammonium salts; measurements for the mono-, di-, and tridendate
amides 1,2,3 (Fig. 2.19) with H2PO4

–; for the carbohydrate models C: trans-1,2-cyclohexanediol and
G: n-dodecyl �-D-galactopyranoside or �-D-glucopyranoside with (C6H5O)2PO2

–.



and in proteins [107]. Edge-to-face interactions of arene systems, a frequent motif
also in proteins [108], are prototypes of hydrogen bonds between weakly acidic
aromatic C-H bonds and �-moieties [105]. They have been quantified in solution
with the help of conformational balances [109, 110], as illustrated in Fig. 2.20.
There, the energy advantage of the folded conformer is shifted from �G = 1.0 kJ/
mol for the substituent X= H to �G = 2.9 kJ/mol for X= NO2 [110].

2.9.4
Polarization Effects

Cation-� interactions were first identified in alkali metal ion complexes of a Cou-
lombic nature [111]. The high-order effects in organic and biologically important
systems between onium ions and ��moieties have been discovered by the crucial
role of ammonium ions opposing aryl groups in water-soluble cyclophane com-
plexes, where a larger hydrophobicity of electroneutral components other than ex-
pected lead to a smaller binding strength [112]. Polarization induced on the �-sys-
tem plays an essential role in complexes with onium ions; this is evident from
the observation that anions, which also can lead to polarization, also show com-
plexation with aromatic clefts [113]. The binding free energy increment for an am-
monium-benzene interaction was estimated to amount to about 2 kJ/mol from an
analysis of associations between aromatic ion pairs (Fig. 2.4) [30].

2.9.5
Dispersive Interactions

Van der Waals interactions are the most difficult ones with respect to both theoret-
ical and experimental evaluations. Computational descriptions need to include po-
larization functions and solvent effects [114, 115]. Experimentally determined sta-
bility constants also may be due to electrostatic effects, in particular with stacking
between aromatic units, and to solvents effects. The latter may dominate in water,
which at the same time is the most suitable medium for dispersive interactions
due to its low molar polarizability. The problems are most evident with recent in-
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Fig. 2.20 An intramolecular “balance” for measuring CH-� interactions (see [105]).



terpretations of nucleobase stacking, which probably is the biologically most im-
portant manifestation of intermolecular interactions with aromatic moieties.
While hydrophobic effects were proposed to dominate, mostly on the basis of sol-
vent effects [116, 117], other results speak for the predominance of polarization ef-
fects [118].

Again, most of these weak interactions have been identified in the solid state
[104], including, e.g., those with halogen atoms [119]. The underlying energy com-
ponents are experimentally accessible in principle by measurements with confor-
mational balances such as those shown in Fig. 2.21 [120]. For the substituent
R = H, one observes the same small preference �GE/Z for the E conformer in
water (D2O) as in chloroform. This is different with substituents R in the para-po-
sition of the phenyl ring, which can reach the naphthyl moiety in the E confor-
mer. In water there is an increase of �GE/Z, which is larger for R = phenyl than for
R = cyclohexyl, although the higher hydrophobicity of cyclohexane compared to
benzene would in contrast speak for a larger hydrophobic effect. Noticeably, in
chloroform the �GE/Z values are independent from the different substituents R.
The same evidence for dispersive instead of hydrophobic interactions between aro-
matic systems is seen if the aryl groups in the balance bear nitrogen atoms, e.g.,
with R = pyridyl, pyrimidyl, or quinolyl residues [121]. The results emphasize the
propensity of heteroaromatic systems for stacking like, e.g., in nucleic acids. How-
ever, the observed variations are quite small, with, e.g., –�GE/Z = 1.8 vs. 3.3 kJ/mol
for R = phenyl or R = pyrimidyl, respectively.

Analysis of porphyrin complexes with a large range of substrates has allowed
for the first time the quantification of intermolecular dispersive interactions in
model complexes in aqueous solution and their differentiation from hydrophobic
effects. The examples shown in Fig. 2.22 [122] demonstrate that, in line with the
results discussed above with the balance (Fig. 2.20) [120, 121], hydrophobic contri-
butions of aliphatic groups are small in comparison to substituents bearing elec-
tron lone pairs or multiple bonds. In accordance with this observation, benzoate
has a much larger affinity to positively charged, water-soluble porphyrins than
does cyclohexane-carboxylate, even though the latter has the same surface size
and is more hydrophobic [42 c]. Unsaturated substrates exhibit association ener-
gies that are a linear function of the number of double bonds; cyclopropanes be-
have more as olefinic than as aliphatic substituents. The binding free energy con-
tributions ��G for the different compounds are independent of the substituent lo-
cation on aliphatic or aromatic frameworks. Furthermore, they are additive within
the error unless the substituents are in a vicinal position. Such a deviation is nor-
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Fig. 2.21 An intramolecular “balance” for measuring stacking interactions (see [114, 115]).



mal in free energy correlations and, in the case of, e.g., nitro substituents, is due
to steric interference between the groups. Measurements of over 50 complexes
with positively or negatively charged porphyrins can be used to extract substituent
increments ��G, which quite accurately describe the observed free energies. Be-
cause both electron-withdrawing and electron-pushing substituents on benzene
rings increase the affinity in the same way as positively or negatively charged por-
phyrins, and because the affinity increases with the polarizability of the groups,
other mechanisms besides dispersive interactions can be excluded. Of particular
importance for protein interactions are the relatively large ��G values found for
sulfur and for amide groups; in line with this, one observes a regular affinity in-
crease with the number of amino acids in oligoglycines. Organic solvents such as
methanol lead to a strong decrease of binding energies, which is linear in the vol-
ume percent of organic solvent in a binary mixture with water [122]. The group
contribution ��G values have to be taken as relative numbers, very much like
substituent constants in, e.g., the Hammett equation. Their absolute magnitude
will depend on the size of the acceptor molecule, which in the case of porphyrins
is several times larger than that of a single benzene unit, and will change with
the reaction medium, including the salt concentration. Dispersive interactions,
which can be scaled with the help of model compound studies, are believed to
play an important role in protein folding [123], beyond the usually considered hy-
drophobic forces [124].
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Fig. 2.22 Dispersive interactions measured
with tetrapyridinium porphyrin TPyP in water;
binding energies �G [kJ/mol, italics], with in-

crements ��G obtained by subtracting �G
values measured with the substituted ligand
from that of the unsubstituted (see [122]).



2.10
Conclusions

The mechanisms ruling interactions between molecules are most clearly visible in
synthetic complexes of moderate size. The analysis of large biomolecular aggrega-
tions is hampered by many simultaneously operating forces that are not indepen-
dent of each other and by problems in determining the accompanying structural
details in solution. Measurements of associations between simple molecules with
only one binding site have yielded an often overlooked wealth of valuable data [94,
95] but suffer from less well-defined structural organization and from restrictions
with respect to the number of possible interactions. Highly pre-organized syn-
thetic host-guest models can be designed to provide detailed insight into all kind
of possible mechanisms responsible for molecular recognition. They reveal the ad-
ditivity of binding free energy increments, as well as its limitations, and provide
numbers that can be applied to more complex large systems. Medium effects
such as the influence of ionic strength or solvent changes can be analyzed in de-
tail with synthetic complexes. Secondary interactions have been identified and
scaled in complexes where interacting groups are in close proximity, such as in
nucleobase associations where, in contrast to peptides, different hydrogen bond
donor and acceptor sites come close. The energy factorizations available from the
analysis of synthetic model systems can be used to test computational methods,
to further develop and parameterize force fields, and to evaluate interactions in
and with large biopolymers.
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3.1
Introduction

Used appropriately and judiciously, thermodynamic parameters can offer insight
into the energetics of protein-ligand interactions that is not readily attainable by
other means. The utility or application of thermodynamic analysis has tradition-
ally been considered more the domain of (bio)chemistry than biology. However,
the modern recognition of an interface in the case of protein-ligand interactions,
particularly when the protein is an enzyme or a drug receptor, has kindled an in-
tegration with pragmatic benefit to basic understanding and to drug-discovery ef-
forts [1].

Because the nature of most protein-ligand interactions involves relatively weak
forces resulting from electrostatic attractions such as ion–ion, ion–dipole, dipole–
dipole (hydrogen bonds), induced transient fluctuating dipoles (van der Waals), or
hydrophobic effects, they are typically readily reversible and thus amenable to
standard equilibrium thermodynamic analysis. Also convenient is that most pro-
tein-ligand interactions occur as closed systems, namely, they contain a fixed
amount of matter, and the exchange of work is confined to expansion (

�
PdV). Be-

cause other types of energy exchange, such as radiation, or other types of ex-
change of work, such as electrical, surface, or photophysical, are negligible (or are
approximated to be), the thermodynamic analysis of protein-ligand interactions is
simplified.

This chapter provides a broad overview of the purpose and experimental ap-
proaches for determining thermodynamic parameters of protein-ligand interac-
tions.

3.2
Basic Thermodynamics of Protein-Ligand Interactions

Thermodynamics, originally the study of the more limited phenomena of heat
and heat transfer, evolved to become the more broad study of energy and energy
transfer with the recognition – through the cumulative work of Count Rumford
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(Benjamin Thompson), Robert Mayer, Sadi Carnot, James Joule, and others (see
[2–4] for historical accounts) – that heat is a form of energy. A vast amount of ex-
perience and experimentation can be generalized in the following way (e.g., [5]):
in any defined “system,” although the work done on the system (W) or the heat
absorbed by the system (Q) in going from one “state” of the system to another
varies with the path taken, the sum of W and Q is a constant and depends only
on the initial and final “states” of the “system” under consideration. This generali-
zation is formalized as follows:

�U � Q �W � �Eq� 3�1�

where �U represents the change in the energy 1) of the circumscribed “system.”
This equation defines energy in terms of the measurable entities of heat and
work and �U as dependent only on the state of the system (i.e., independent of
the path by which the system moves from one state to another). �U around a
closed path is zero, and only changes in energy can be measured (in terms of heat
and work), not absolute values.

The First Law of thermodynamics (colloquially, the law of “conservation of en-
ergy”; Mayer, Helmholtz) does not explain why or guarantee that a defined system
change will occur spontaneously or, if it does, in which direction the change will
occur. This shortcoming is addressed by the Second Law of thermodynamics.
Again, a vast amount of experience and experimentation can be generalized by
(Carnot, Kelvin, Clausius),

�
�Q�T� � 0 �Eq� 3�2�

or

�
d�Qreversible�T� � 0 �Eq� 3�3�

where T is temperature in Kelvin. By defining change in “entropy” as �S�Q/T,

�
�Ssystem �

�
�Ssurroundings � 0 � �Eq� 3�4�

or
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1) U (or E) was previously termed the “internal”
energy (no longer used). For a “closed” sys-
tem (defined as one in which there is no ex-
change of mass with the ‘surroundings’) at
rest, �U= Q+W if there is no other mecha-
nism of exchange of energy. By convention,
Q is the heat absorbed by the system (hence,

positive if heat flows into the system and nega-
tive if heat flows out of the system) and W is
the work done on the system (hence, positive if
the surroundings do work on the system and
negative if the system does work on the sur-
roundings).



�
dS � 0 � �Eq� 3�5�

Spontaneous change or equilibrium is described when the RHS of Eq. 3.4 or 3.5
is > or = 0, respectively. To restrict the evaluation to measurable properties of the
system rather than of the surroundings, free energy functions have been derived
(Gibbs, Helmholtz). Most protein-ligand interactions occur at constant tempera-
ture and pressure, so that the only work is –P�V. The second law then is repre-
sented by

�Ssystem �
��U � P�V�system

T
� 0 � �Eq� 3�6�

Since �U + P�V is the change in “enthalpy 2) for these conditions,

�S� ��H�
T
� 0 � �Eq� 3�7�

which upon rearrangement becomes

T�S� �H � 0 � �Eq� 3�8��

With the definition of (J. Willard Gibbs) “free energy” as

�G � �H � T�S � �Eq� 3�9��

where �G < 0 describes spontaneous change and �G = 0 describes equilibrium.3)

These and other fundamentals of thermodynamics are reviewed in several excel-
lent texts [6–25]. In terms of protein-ligand interactions, energy changes occur in
the dissociation of the ligand molecules from the molecules of the solvent and the
association of ligand molecules with the protein molecules. Ligand with protein is
associated with changes in �H and �S. In addition, because the solvent environ-
ment is structured due to hydrogen bonds, London forces, or van der Waals inter-
actions, particularly near membrane surfaces, the leaving of ligand molecules is
associated with a reversal of the solvation process, which generally involves a de-
crease in entropy and an increase in energy level. Thus, the change in free energy
upon protein-ligand interaction is the net result of dual rearrangement processes:
first of the protein molecule (usually involving a change in degrees of freedom or
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2) Change in enthalpy is defined as
�H=�U+�(PV), where P and V are the pres-
sure and volume, respectively, of the system.
�(PV) is negligibly small in most protein-
ligand interactions, so �H��U, and the
change in the enthalpy is used as an indica-
tion of the molecular forces involved in the
interaction.

3) This is the fundamental criterion for a spon-
taneous transformation in a system, typical of
most protein-ligand interactions, of constant
temperature and pressure. The interaction
proceeds spontaneously in the direction in
which �G <0. It is important to note that the
rate of the interaction is not determined by
the sign or magnitude �G.



exposure to water molecules) and then of the solvent molecules (usually involving
a decrease in structural constraint and hence an increase in entropy).

3.3
Measurement of Thermodynamic Parameters

For an interaction between a protein (P) and a ligand (L) that forms a protein-li-
gand complex (PL) according to a simple, reversible, bimolecular step represented
as

P� L ��k1

k�1
PL �Eq� 3�10�

the reaction can be characterized, with appropriate caveats, by the equilibrium
constant (Keq = [PL]/[P][L]). 4) In practice, the reciprocal of the equilibrium constant
is commonly used and is termed the Michaelis constant (KM) when the protein is
an enzyme and the ligand is a substrate and is termed the dissociation constant
(Kd or Ki) when the protein is a receptor and the ligand is a neurotransmitter, hor-
mone, or drug.

The interaction can be visualized as a reaction-energy diagram as shown in
Fig. 3.1. Changes in the energy coordinate (the ordinate) are plotted as a function
of the position of the interaction as it proceeds in either direction along the reac-
tion coordinate (the abscissa). This highly schematized representation indicates
the overall change in energy (�E) for the protein-ligand interaction and the activa-
tion energies for the association (�Ea) and dissociation (�Ed) steps. The diagram
applies to the elementary step of the interaction. Associated processes, such as mi-
gration to the interaction site, catalytic activity (enzymes), activation of second-
messenger transduction processes (receptors), etc., are not included.

For the interaction represented by Eq. 3.10, the relationship between the change
in free energy (�G), change in enthalpy (�H), and change in entropy (�S) is giv-
en by Eq. 3.9. There are two major ways of obtaining the thermodynamic parame-
ters. One way is by direct measurement of the heat of reaction, which for no �PV
work is the same as �H. The recent development of highly sensitive calorimeters
allows such measurement for a relatively wide variety of protein-ligand interac-
tions and is described in more detail below. An alternative procedure employs a
more indirect measure, which utilizes a simplified relationship (the van’t Hoff
equation) between the thermodynamic parameters and the temperature depen-
dence of the equilibrium constant of Eq. 3.10.
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4) The relationship between these constants and the forward and reverse rate constants of the inter-
action is not automatically known except for an elementary reaction step.



3.3.1
Calorimetric Determination of Thermodynamic Parameters

The use of calorimetry to measure the heat of a reaction is a time-honored tech-
nique. Presently, two modernized high-accuracy automated types of equipment
are available with accompanying convenient software. One is known as “differen-
tial scanning calorimetry” (DSC), and the other is known as “isothermal titration ca-
lorimetry” (ITC). DSC measures the heat capacity (which at constant pressure is the
temperature derivative of enthalpy) of the protein-ligand interaction under investiga-
tion by incrementally varying the temperature of the system over a specified range
(the “scan”). Ultrasensitive isothermal titration microcalorimetry (the use of instru-
ments for which the sensitivity is better than 1 �W) [26] measures the heat change
that is associated with reactions in solution at a constant temperature and, by the
sequential addition of ligand to the solution, also yields thermodynamic parame-
ters. It is a well-characterized and widely accepted technique because the interaction
is carried out at a constant pressure, V�P = 0. Therefore, the energy change asso-
ciated with the interaction is �H the change in enthalpy (�U=�H+�PV). An advan-
tage of ITC over other methods is that it measures the enthalpy change directly.
Other techniques, also described below, determine the enthalpy change indirectly.
For this reason, DSC or ITC is the preferred method of obtaining interaction param-
eters, provided that the experimental conditions allow the use of these techniques.
Because of the greater use of ITC for protein-ligand interactions to date, the details
of this technique are provided below.

In the standard ITC apparatus, the protein-ligand interaction proceeds in a sam-
ple cell of relatively small volume (usually 1–3 mL). One component (e.g., protein)
of the reaction is placed in the reaction cell, and the other component (e.g., li-
gand) is added in stepwise fashion by an automated injection system in preset
measured amounts for preset measured times. A built-in stirrer ensures that the
reaction is continuously and well mixed. The reaction cell is composed of material
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Fig. 3.1 Reaction-energy diagram for the re-
versible interaction between a protein and a
ligand that forms a protein-ligand complex.
�E is the overall change in energy for the
interaction. �Ea and �Ed are the activation
energies for the association and dissociation
processes, respectively. Intermediate between
the dissociated and associated components
is a transition state comprised of an acti-
vated complex.



that has high thermal conductivity such that energy changes (heat of reaction)
that occur within the reaction cell are transmitted with minimal loss as changes
in temperature. In modern ITC equipment, the change in temperature is mea-
sured as the amount of differential current (power) that is required to maintain
the reaction cell at the same preset temperature as that of a reference cell filled
with distilled water or the same buffer solution as the reaction cell. As a conse-
quence of this design, the measurements are extremely precise because the de-
pendent variable is power and essentially the only limitation is the electronic ther-
mal motion.

If the protein-ligand interaction is endothermic, more power (�cal s–1) is re-
quired relative to the reference cell. The power that is required, over baseline,
comprises the raw data output of the ITC equipment. If the reaction is exother-
mic, less power is required, which is recorded as a downward deflection in output
(Fig. 3.2). The overall interaction between a protein (enzyme or receptor) and a li-
gand (substrate, inhibitor, neurotransmitter, hormone, or drug) is carried out in a
sequence of automated titrations. At each injection step, the power is recorded as
a function of time. Each subsequent injection in the series is made after the
power function returns to baseline. The output, therefore, forms an S-shaped
curve, mirroring the progression of binding of the interacting species from initial

3 Experimental Approaches to Determine the Thermodynamics of Protein-Ligand Interactions56

Fig. 3.2 Diagrammatic representation of typi-
cal results obtained in an ITC study of a pro-
tein-ligand interaction. The raw data output
(peak) accompanying each injection of ligand
is the power (�cal s–1) that is required to
maintain the sample cell at the same tem-
perature as a reference cell. A downward de-
flection indicates an exothermic reaction; an
upward deflection indicates an endothermic

reaction. Multiple ligand injections are made
at preset intervals. The progressively smaller
heat outputs correspond to progressively
greater protein-ligand binding until saturation
is achieved. The residual deflections at the
end of the run yield the heat of dilution,
which is subtracted from the other deflections
prior to further analysis.



injection to full saturation (Fig. 3.3). At the end of each run, all of the binding
sites are occupied and no further heat of reaction is detected. Any residual power
differential is a measure of the heat of solvation of the injected species. In mod-
ern ITC equipment, this heat is usually automatically subtracted from the heat of
reaction. The raw data obtained for each injection (peak) are then integrated with
respect to time, and the integrated heats that are derived from the raw data are
plotted against the molar ratio of the interacting species. A best fit of the data is
obtained using a non-linear algorithm. From this fit, the stoichiometry, Kd, and
�H of the interaction are obtained. From the Kd and �H, the other thermody-
namic parameters, �G and �S, are easily calculated from standard relationships.
Additional details of the design and application of ITC are available in several ex-
cellent reviews [27–29].

3.3.2
van’t Hoff Determination of Thermodynamic Parameters

3.3.2.1 Relationship to Equilibrium Constant
In the simplest case, the protein-ligand interaction can be represented as, or mod-
eled as, a reversible bimolecular reaction such as depicted by P + L	PL. The
change in Gibbs free energy (�G) for the interaction in the direction indicated is
related to the standard free energy change (�G�) by the following equation:

�G � �G�� RT ln

PL�

P�
L�

� �
� �Eq� 3�11�

where the brackets indicate concentration, R = 1.99 cal/mol·K (= 8.31 J/mol·K),
and T is the absolute temperature in Kelvin (�C + 273.15). Most protein-ligand in-
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Fig. 3.3 The raw data output of
ITC is transformed to show the
heat exchange at each injection
(kcal mol–1 of injectant), obtained
by integration of the area of each
“spike” in the raw data output, as a
function of the molar ratio of the
protein-ligand binding interaction.
The curve is then computer-gener-
ated as the best fit to either a one-
site or multi-site binding model.



teractions are examined at steady state, at which �G = 0 (the process is not capable
of producing work), so that Eq. 3.11 becomes

�G� � �RT ln

PL�

P�
L�

� �
� �Eq� 3�12�

The ratio of complex concentration to the reactant concentrations can be repre-
sented by the equilibrium constant Keq, the reciprocal of the equilibrium constant
(e.g., KM, Kd, or Ki), or by some alternative designation in other types of studies.
For the example of Kd, substitution into Eq. 3.12 yields

�G� � �RT ln�Keq� � �RT ln�1�Kd� � RT ln�Kd� � �Eq� 3�13�
Hence, for the conditions under which most protein-ligand interactions are stud-
ied, Eq. 3.13 describes the relationship between the thermodynamic parameter
�G� and a reaction characteristic (the equilibrium constant) that can be measured
experimentally. Because the change in Gibbs free energy is related to the change
in enthalpy and entropy by �G�=�H� – T�S�, Eq. 3.13 can be rearranged to

ln�Kd� � �H�
R

� �
1
T

� �
� �S�

R
� �Eq� 3�14�

Eq. 3.14 is an integrated form of the van’t Hoff equation

d�ln Keq�
dT

� �H�
RT2

� �Eq� 3�15�

and is an approximation valid when �H� and �S� are not temperature dependent.
Noting that Eq. 3.14 represents a linear relationship between ln (Kd) and 1/T with
the y-intercept= –�S�/R and the slope=�H�/R, it is a common practice in thermo-
dynamic analysis of protein-ligand interactions to determine Kd at several differ-
ent temperatures and then construct a “van’t Hoff plot” from which �H� and �S�
are determined from the slope and y-intercept of the resultant data plotted as
ln (Kd) against 1/T (which is a straight line if the heat capacity is independent of
temperature). A smaller error in �H� can be obtained if �S� is determined first
from the van’t Hoff plot and then �H� from �H�=�G�+ T�S�.

Not all such plots turn out to be linear, indicating that in those cases the heat
capacity change (�Cp) is not independent of temperature for the interaction under
study. It has also been suggested that �H� values determined using the van’t Hoff
plot method can differ from the same values determined using direct calorimetric
measurement [30]. However, it has subsequently been reported that discrepancies
are relatively minor [31].
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3.3.2.2 Obtaining the Equilibrium Constant
In order to apply the van’t Hoff method of obtaining thermodynamic parameters,
some means of measuring the association or dissociation constant of the protein-
ligand interaction must be used. The basic principles and many of the experimen-
tal methodologies available for obtaining these constants have recently been sum-
marized [32, 33] and are the subject of more extensive coverage in recent reviews
(e.g., [34]) and monographs (e.g., [12, 35]). The methods include (extracted from
[32] and [33]):

� Equilibrium dialysis – Two compartments of a dialysis cell are divided by a
semi-permeable membrane. The protein-ligand complex is allowed to associate
or dissociate across the membrane until equilibrium is attained. By measuring
the constituents of the interaction, the binding constant can be obtained from
standard formulas.

� Steady-state dialysis – The equilibrium dialysis technique is accelerated by hav-
ing buffer flow at a constant rate on one side of the semi-permeable membrane
and by stirring both sides in order to minimize the concentration gradients [36].

� Diafiltration – A type of dialysis equilibrium in which pressure is used to force
the ligand-containing solution from one chamber into the protein-containing
chamber [37].

� Ultrafiltration – Pressure or centrifugation is used to force a mixture of known
total concentrations of protein and ligand through a semi-permeable membrane
[38].

� Partition equilibrium – Separation occurs between two phases rather than
across a semi-permeable membrane. Examples include partition between aque-
ous and lipid phases or partition between a liquid and a solid phase (e.g., where
the binding sites are embedded on a solid matrix).

� Gel (exclusion) chromatography – Counterpart to equilibrium dialysis when
there is sufficient difference in size between protein and ligand and when the
protein and protein-ligand complexes co-migrate.

� Spectroscopy – Binding-induced changes in either a chromophore or fluoro-
phore absorbance or emission are used to measure the ratio of free to bound li-
gand concentration. Examples include circular dichroism (differential absorp-
tion of left- and right-handed circularly polarized light), fluorescence emission
(energy loss as radiation as a fluorophore returns to ground state from photon-
excited state) methods, including fluorescence anisotropy (binding of ligand
changes the relative depolarization of the emission spectrum compared with
that of a polarized exciting light).

� Electrophoresis – The components are separated on the basis of differential
rates of migration toward an anode or cathode.

� Sedimentation equilibrium – An analytical ultracentrifuge is operated at a rela-
tively slow speed that leads to a measurable equilibrium distribution of the con-
stituents of a protein-ligand interaction.

� Radioligand binding – The most commonly used technique for the determina-
tion of binding to receptors is commonly called radioligand binding because of
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the use of a radioactive-labeled ligand for the quantification of the amount of
bound material. As typically used, a radiolabeled ligand is incubated with the re-
ceptor preparation for a time sufficient for equilibrium to be attained. Bound
and unbound ligands are then separated using any of a variety of techniques
such as dialysis, centrifugation, or vacuum filtration (the most widely used
method) (see [33] and [39] for details).

� Others – Affinity chromatography, biosensor techniques, and radioimmunoas-
say are among some of the other available techniques. In addition, perhaps a
special mention should be made of the technique of estimating dissociation
constants in pharmacological studies using irreversible antagonists (for the Kd

of an agonist) or a reversible antagonist (for the Kd of the antagonist). These es-
timates, although not as intimate to the receptor-ligand interaction as some of
the others, nevertheless have been used to some distinct advantage.

3.4
Applications

3.4.1
Calorimetric Determination of Thermodynamic Parameters

There are now well over 200 publications in which microcalorimetry has specifi-
cally been used to study protein-ligand interactions of a variety of types. A list of
these studies is readily available by a MEDLINE search or from ITC equipment
suppliers. Since the studies are too numerous to review here, perhaps a recent
one might serve as a representative example of the technique and of its applica-
tion. In this example [40] we determined the thermodynamic parameters asso-
ciated with the binding of the reversible inhibitor 2�-CMP (2�-cytidine monophos-
phate) to RNAse-A (ribonuclease A). We were specifically interested in the bind-
ing under conditions that were relatively “physiological,” i.e., at body temperature
and in a buffer that contained multiple ions at roughly cellular concentrations.

RNAses are exo- and endonucleases (EC 3.1.27.5), present in vertebrates and
also in several bacteria [41–43], mold [44], and plant species [45, 46], that partici-
pate in a variety of RNA-processing pathways. Several members of the RNAse
superfamily, commonly referred to as the “non-secretory” type, function in pre-
dominantly intracellular roles, whereas others, termed the “secretory” type, have
evolved [47] roles that are predominantly extracellular, presumably contributing to
digestive and cytoprotective functions. (There are actually several systems of no-
menclature for RNAses. This came about through historical factors, such as differ-
ent names for the same RNAse being studied in different species and subse-
quently recognized as the same RNAse, identification of RNAse activity after nam-
ing the enzyme for other reasons, etc.). For the cytoprotective function of RNAses,
cytotoxicity against external threats is a desirable and self-protective characteristic
that is manifested under normal physiologic conditions. Usually, an intracellular
ribonuclease inhibitor (RI) with exceptionally high affinity for RNAse protects the
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cell from any secretory RNAse that does not leave the cell. However, under two
circumstances the secretory RNAses can be cytotoxic: failure of RI activity or un-
checked RNAse activity. The first circumstance is a consequence of genetic defects
that result in deficiencies in RNAse production or function. The second is a con-
sequence of excess activity or inappropriate activity in pathological states. Perhaps
the best-known example of the latter is the enhanced tumor growth that is attrib-
uted to angioneogenesis stimulated by the blood-borne RNAse angiogenin. How-
ever, there are other RNAses, specifically those designated as the ribonuclease 2
type, that are implicated in pathophysiological conditions where eosinophils
appear in increased numbers, as in asthma and other inflammatory disorders in
which tissue damage occurs as part of an allergic response [48–50].

Members of the human RNAse-A superfamily include

� (“secretory”) pancreatic type (ribonucleases 1);
� (“non-secretory” or “neurotoxin” type) liver, spleen, and urine (Us) RNAses

(ribonucleases 2), also known as eosinophil-derived neurotoxin (EDN);
� plasma RNAse (HT-29) (ribonucleases 4);
� and angiogenins [47].

They constitute a group of homologous enzymes that display a preference for
pyrimidine bases of RNA. Although some of the details are yet to be delineated,
the catalytic mechanism of RNA cleavage by RNAses is hypothesized to occur as
depicted in Fig. 3.4. The overall reaction is thought to occur in two steps [51]. In
the first step, a 2�,3�-cyclic phosphodiester is formed by a “transphosphorylation”
reaction from the 5� carbon (starting from the base) to the 2� carbon of the next
nucleotide in the RNA chain (Fig. 3.5). The catalytic reaction domain is formed by
specific amino acid residues of the RNAse (Fig. 3.6), the details of which have
been investigated by several strategies such as chemical modification and site-di-
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Fig. 3.4 The proposed mechanism
for the catalytic cleavage of RNA
by RNase. The spheres represent
amino acid residues of RNase or
metal ions (e.g., Mg2+). Modified
from [41].



rected mutagenesis studies (e.g., [52–55]). The reaction products of the first step
are not enzyme bound and therefore migrate into the solvent [56]. In the second
step, which is believed to occur within the solvent, the product of the first step
(2�,3�-cyclic phosphodiester) is hydrolyzed to a 3� nucleotide [57, 58]. These reac-
tions can then be represented as follows [51]:

Step 1: RNA 	 2�,3�-cyclic phosphodiesters+ R–OH
Step 2: 2�3�-cyclic phosphodiesters � 3�-phosphomonoesters.

Step 1 is the primary one that is catalyzed by RNAses. It is a fairly straightfor-
ward reaction and therefore is amenable to analysis by standard procedures [59].
RNase is also susceptible to inhibition by substances such as 2�-CMP. In our
study [40], we used ITC to determine the binding affinity and thermodynamic
parameters associated with the reversible inhibition of RNAse-A by 2�-CMP at
body temperature (37 �C) and in a more “physiologically relevant” (i.e., multi-ion)
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Fig. 3.5 The proposed depolymerization reaction catalyzed by RNAse-A. The RNA backbone is
indicated by the ellipsoid. Modified from [41].

Fig. 3.6 The catalytic cleft of bovine
RNAse-A (indicated by the stippled re-
gion). A segment of RNA is oriented and
held in the pocket formed by the amino
acids indicated. Modified from [52].



buffer. 5) These data ultimately might be helpful in drug-design efforts. Consistent
isotherms with stable baselines were obtained. Maximal output to the injections
of 2�-CMP was about –1.5 to –2.5 �cal/s, the negative deflection indicative of an
exothermic reaction. As conventional for studies of this sort, the transposed data
were plotted as the integrated heats (kcal/mol of 2�-CMP) for each injection
against the 2�-CMP/RNAse-A molar ratio, and fitting parameters for the single-site
nonlinear regression computer-fit of the raw data points yielded values for S (stoi-
chiometry of the interaction), Keq, and �H� for each run. The calculated stoichio-
metry was very close to 1 :1, consistent with previous measures by others of a 1 to
1 interaction between 2� CMP and RNAse-A (e.g., [59]). The other estimated pa-
rameters, means (±S.D.) of triplicate runs, were Kd = 13.9 (± 3.9) �M; �G�= –6.90
(± 0.16) kcal/mol; �H� (kcal/mol) = –15.7 (± 2.0) kcal/mol; and �S�= –0.028
(± 0.006) kcal/mol· K. The observed negative entropy change is consistent with
the location of the ribonucleolytic reaction active site within a cleft that binds and
cleaves RNA [60]. The interaction proceeds because of a larger decrease in enthal-
py. These results, which were determined in multi-ion buffer, were notably differ-
ent from those determined in single-ion buffer [61] (Tab. 3.1). This single exam-
ple, hopefully, serves as an example of the methodology of ITC and also a sense
of its versatility.

3.4.2
van’t Hoff Determination of Thermodynamic Parameters

The van’t Hoff method has been the most commonly applied technique to deter-
mine thermodynamic parameters. A MEDLINE search of “van’t Hoff” reveals over
500 publications between 1966 and 2002. The application to enzyme reaction is
well known. More recently, this method has been applied to ligand-receptor inter-
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5) Bovine pancreatic RNAse-A, 2�-CMP free acid
(98% purity), Na+, K+, Ca2+, Mg2+ acetate,
and glacial acetic acid (ACS or molecular biol-
ogy grade) were purchased from commercial
sources. The RNAse was dissolved in deion-
ized water and was dialyzed twice for 4 h (in
20 mL solution) in a stirred 1-L beaker main-
tained at 1.5 �C by immersion in an ice-bath.
RNAse and salt stock solutions (in deionized
water) were mixed such that the final concen-
trations were KCl (3 mM), CaCl2 (0.1 mM),
NaAcetate (10 mM), K2PO4 (3 mM), MgSO4

(0.4 mM), and KAcetate (50 mM) adjusted to
pH 5.5 by dropwise addition of 50 mM HAce-
tate. The concentration of RNAse (0.04–
0.05 mM), selected to be not much higher
than the Kd of interaction with 2�-CMP, was-
determined by quantitative UV spectrophoto-
metry (277.5 nm; extinction coefficient

�= 9800 M–1 m–1). The concentration of 2� CMP
(1.2 mM), selected so that the c value (equal to
the product of the binding constant and the to-
tal molar concentration of RNAse) would be be-
tween 1 and 500, was prepared in the same buf-
fers as the RNAse-A and verified spectrophoto-
metrically (260 nm, �=7400 M–1 cm–1). Solu-
tions were degassed at 36.5 �C under vacuum
(about 686 mmHg). The reference cell of the ca-
lorimeter contained degassed deionized water.
The reaction cell contents were stirred at
400 rpm at 37 �C throughout the experiment
(the frictional heat of stirring is incorporated
into the baseline). 2�-CMP was introduced into
the reaction cell in a series of 35 4-�L injections,
each delivered over 16 s at 3-min intervals. The
equipment automatically adjusts for the change
in volume. The data were evaluated (sampling
rate 2 s–1) with computer software.



actions [1]. Because these applications are less well known, a short summary is
presented. There are also more caveats associated with such applications, a topic
considered subsequently.

The basic principles of thermodynamics of course apply to any chemical sys-
tem, and in this sense the extension of the application of thermodynamic analysis
to ligand-receptor interactions is straightforward. Ligand-receptor interactions in-
volve a ligand molecule that has “affinity” for a receptor molecule in biological tis-
sue. There is a requisite complementary 3-D shape for the ligand to able to “fit”
the receptor and form chemical bonds – usually weak, reversible ones – with the
receptor molecule. A subset of ligands, termed “agonists,” is also capable of induc-
ing a biological effect by binding to receptors. Such molecules are said to have
“intrinsic activity,” “efficacy,” or some similar term. Agonists can be “full” or “par-
tial,” depending on their efficacy. Ligands that possess affinity but lack efficacy are
“antagonists.” Such ligands do not activate measurable biological effects but block
the agonist’s access to the receptor sites. Because it is not always possible to con-
trol all variables precisely, the application of thermodynamic analysis to drug-re-
ceptor (pharmacological) interactions involves some care in both methodology and
interpretation. Nevertheless, such an endeavor is often worthwhile if there is the
opportunity to learn more about such systems than can be learned using other
measures. The receptor concept was originated during the latter part of the 1800s
and early 1900s, but it was the development of methodological techniques during
the 1970s, in particular, radioligand binding techniques (e.g., [33]), that allowed
the accurate determination of the number of drug-receptor binding complexes.
With the wide commercial availability of relatively stable, radioactively labeled
ligands, the technique is now almost routine (e.g., [35, 39]).

The study published by Weiland et al. in Nature in 1979 [62] was perhaps the first
to truly catch the attention of many biologists and remains probably the best-known
thermodynamic study of drug-receptor interactions to many pharmacologists. In
this study the authors measured the temperature dependency of the binding of 20
agonists and antagonists to the �-adrenoceptor located on turkey erythrocyte mem-
branes. They reported that agonist binding affinity was greater at the lower of the
two temperatures they examined. The calculated thermodynamic parameter values
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Tab. 3.1 Comparison of the dissociation constant and thermodynamic parameters obtained for
the 2�-CMP/RNAse-A interaction in multi-ion buffer and in a 50 mM potassium acetate buffer
[61]

Multi-ion Single-ion

�G� (kcal/mole) –6.90± 0.16* –7.46± 0.10
�H� (kcal/mole) –15.7± 2.0* –21.9± 0.9
�S� (kcal/mole·K) –0.028± 0.006* –0.047± 0.003
Kd (�M) 13.9± 3.9 * 5.6± 1.0

* Significant difference (P < 0.05).
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Tab. 3.2 Examples of thermodynamic studies of ligand interaction with opioid receptors (from
[1])

Preparation �G�� �H�� �S�� Reference

Agonists
a. Radioligand binding
�-endorphin Rat brain < 0 > 0 > 0 64
DAMGO (�) Guinea pig brain < 0 > 0 > 0 65
DAMGO Bovine adrenal < 0 > 0 > 0 66
DAMGO Rat brain < 0 > 0 > 0 67
DAMGO r-MOR/(CHO) < 0 < 0 > 0 68
DADLE (�) Guinea pig brain < 0 > 0 > 0 65
DADLE Bovine adrenal < 0 > 0 > 0 66
Deltorphin Rat brain < 0 > 0 > 0 67
Dihydromorphine Rat brain < 0 > 0 > 0 69
Dihydromorphine Rat brain < 0 > 0 > 0 67
DPDPE (�) m-DOR-1 < 0 < 0 > 0 70
EKC (�) Guinea pig brain < 0 > 0 > 0 65
EKC Bovine adrenal < 0 > 0 > 0 66
EKC (has) Frog brain < 0 < 0 T-dep 71
EKC (las) Frog brain < 0 < 0 T-dep 71
Etorphine Rat brain < 0 > 0 > 0 72
Etorphine Bovine adrenal < 0 > 0 > 0 66
Methadone r-MOR/(CHO) < 0 < 0 > 0 68
Morphine r-MOR/(CHO) < 0 < 0 > 0 68
Ohmefentanyl r-MOR/(CHO) < 0 > 0 > 0 68
Pentazocine r-MOR/(CHO) < 0 < 0 > 0 68
PL017 r-MOR/(CHO) < 0 < 0 > 0 68
SNC-80 (�) m-DOR-1 < 0 < 0 > 0 70
SNC-80 (has) h-DOR/(CHO) < 0 < 0 > 0 73
SNC-80 (las) h-DOR/(CHO) < 0 < 0 > 0 73
Sufentanil r-MOR/(CHO) < 0 > 0 > 0 68

b. Isolated Tissue
DPDPE MVD < 0 < 0 > 0 74

Antagonists
a. Radioligand Binding
CTAP r-MOR/(CHO) < 0 > 0 > 0 68
Diprenorphine Rat brain < 0 < 0 > 0 72
Diprenorphine r-MOR/(CHO) < 0 > 0 > 0 68
Naloxone Rat brain < 0 < 0 > 0 69
Naloxone Rat brain < 0 < 0 > 0 67
Naloxone h-DOR/(CHO) < 0 > 0 > 0 73
Naltrexone r-MOR/(CHO) < 0 < 0 > 0 68



were reasonable for chemical reactions (�G�= –6.19 to –12.51 kcal mol–1, �H�=
–12.75 to –18.86 kcal mol–1). In contrast, it was found that antagonist binding to
the �-adrenoceptor was largely “entropy driven” (the major contribution to the neg-
ative �G� was due to a positive �S� of 0.013 to 0.042 kcal mol–1 K–1). Thus, there was
a clean distinction between agonist and antagonist binding that coincided quite nice-
ly with prevailing views of the actions of agonists and antagonists at receptor sites –
that agonists, but not antagonists, induce conformational changes in receptors and
that this could account for the induction of the biological response by agonists but
not antagonists. We now know, of course, that this does not hold for all receptor
binding, but the early publications by Weiland et al. [62, 63] stand out as seminal
in the field. Subsequent work has provided insight into a number of drug-receptor
interactions. An example of the results of thermodynamic studies on one particular
receptor type, the opioid receptor, is given in Tab. 3.2 [64–76]. Similar summaries of
thermodynamic studies of other receptors can be found in Raffa [1].

Another application of the method, one that was brought to bear on a puzzling
ligand-receptor question, was that reported by Wild et al. [75]. Although previous
pharmacological studies had suggested the existence of more than one subtype of
opioid � receptor, only one had been cloned. Wild et al. [75] reasoned that a dis-
tinction could be demonstrated if two preparations, each containing a population
of opioid � receptors, had different temperature dependency of the dissociation
constant. They measured the temperature dependence of the dissociation constant
(using radioligand binding techniques) of the selective opioid � receptor ligand
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Tab. 3.2 (cont.)

Preparation �G�� �H�� �S�� Reference

Naltriben (�) h-DOR/(CHO) < 0 < 0 > 0 73
Naltrindole (�) Mouse brain < 0 > 0 > 0 75
Naltrindole Mouse spinal cord < 0 < 0 > 0 75
Naltrindole NG 108-15 cells < 0 > 0 > 0 75
Naltrindole m-DOR-1 < 0 > 0 > 0 70
Naltrindole h-DOR/(CHO) < 0 > 0 > 0 73
TIPP(�) (�) m-DOR-1 < 0 < 0 > 0 70

b. Isolated Tissue
Naloxone MVD < 0 < 0 < 0 76

Mixed
Radioligand binding
Bremazocine h-DOR/(CHO) < 0 > 0 > 0 73

CHO=Chinese-hamster ovary cells; CTAP =D-Phe-Cys-Tyr-D-Trp-Arg-Thr-penicillamine-Thr-NH2;
DAMGO = [D-Ala2,NMePhe4,Gly-ol5]enkephalin; DADLE = [D-Ala2,D-Leu5]enkephalin; DPDPE = [D–
Pen2,5]enkephalin; EKC =ethylketocyclazocine; has=high-affinity binding site; las= low-affinity binding
site; m-DOR-1= cloned � receptor from mouse brain; MVD=mouse vas deferens; NG 108-15=mouse
neuroblastoma-rat glioma hybrid; PL017 =Tyr-Pro-NmePhe-D-Pro-NH2; SNC80 = (+)-4-[(�R)-�-((2S,5R)-
4-allyl-2,5-dimethyl-1-piperazinyl)-3-methoxybenzyl]-N,N-diethylbenzamide; T-dep= temperature-depen-
dent; TIPP(�)= Tyr-Tic(�)[CH2NH]Phe-Phe-OH.



[3H]naltrindole in mouse brain tissue and mouse spinal cord tissue. Comparison
of the two revealed that the van’t Hoff plots for mouse brain and mouse spinal
cord had different slopes: one was positive and the other was negative. It was con-
cluded that there are multiple subtypes of opioid � receptors (at least function-
ally).

3.5
Caveats

The measurement of thermodynamic parameters for protein-ligand interactions
can provide valuable insight into aspects of the interaction that are not easily ob-
tainable by other techniques. However, as with all techniques, there are certain
limitations in the approach – some related to the methodology and some related
to the complexities of the systems under investigation. It is necessary to remem-
ber, for example, that the parameters determined apply to the overall reaction
being measured. For most protein-ligand interactions, more than one process may
be involved. For receptor-ligand interactions, this is almost certainly the case. For
example, as a drug molecule interacts with a receptor and makes the transition
from free to bound state, energy changes occur as the result of the alteration of
the arrangement of receptor molecules as well as of the solvent molecular matrix
from which the ligand leaves. Ion displacement, proton transfer, and other pro-
cesses can be involved. The thermodynamic parameters that are measured for the
interaction include these processes.

Some of the more likely encountered possible limitations in thermodynamic
analysis, particularly for ligand-receptor interactions, include the following:

� Most receptors are membrane bound. Thus, the interaction of the receptor with
the membrane must be considered (constraints on degrees of freedom, changes
in the degrees of freedom upon ligand binding, etc.)

� The thermodynamic analyses most often used, particularly the van’t Hoff method,
require that measurements be made at steady-state conditions. In the case of radi-
oligand binding determination of equilibrium constants, the time required for the
protein-ligand interaction to reach steady state depends on the incubation tem-
perature, and, therefore, the equilibrium constant must be determined for each
temperature studied. For the most accurate results, the determination needs to
be made at more than two temperatures in order to detect non-linearity. The inte-
grated form of the van’t Hoff equation takes the simple form that is commonly
used only if �H� and �S� for the interaction are not temperature dependent;
otherwise, non-linearity in the van’t Hoff plot can arise. Meaningful information
can still be obtained in such cases, but more complex analysis is required.

� The relevant affinity state is not always obvious. If the binding reaction is com-
plicated by other processes, such as degradation of the ligand or internalization
of the ligand, receptor, or both, then the data cannot be analyzed by simple ther-
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modynamics methods – unless the system is defined in a way to incorporate
these additional phenomena.

� Although thermodynamic parameters can be obtained for interaction mecha-
nisms that are complex, interpretation of the results is greatly simplified when
the interaction mechanism is simple. For example, tissues in which multiple re-
ceptor types are expressed will yield results different from tissues expressing
only one type, unless a type-selective ligand is used.

� In radioligand binding studies, non-linear Scatchard plots or competition curves
that have abnormally steep slopes imply complex binding phenomena, possibly
involving multiple receptor types or affinity states. In such cases, the thermody-
namic parameters should be separately determined for each receptor type or af-
finity state.

� The equilibrium (dissociation) constant (binding affinity) that is measured
might depend upon the receptor affinity state, G protein coupling, allosteric in-
fluences, or other factors distal to the actual binding site. According to most
present models, this is more likely for agonists than antagonists.

3.6
Summary

The determination of thermodynamic parameters of chemical reactions is ex-
tremely useful for the characterization and understanding of chemical reaction
processes. The recent extension of this strategy to protein-ligand interactions has
yielded equally significant insight into the more intimate details of these compli-
cated and intransigent systems. In addition, the pragmatic application of the infor-
mation obtained from thermodynamic data of protein-ligand interactions to novel
drug-discovery efforts offers exciting new opportunities for creative and valuable
work.

Prior to the introduction of modern, automated, high-sensitivity calorimetry
equipment, the van’t Hoff technique (which is based on the temperature depen-
dence of the equilibrium constant of the reaction) was the primary experimental
approach available to determine the thermodynamics of protein-ligand interac-
tions. It remains a mainstay of such determinations. The technique requires the
measurement of the equilibrium constant (or of its reciprocal, the dissociation
constant), and a large variety of methods have been developed to accomplish this.
Radioligand binding is presently the most commonly used method for measuring
the reaction constants of ligand-receptor interactions. In its most simplified form,
the van’t Hoff equation assumes a temperature independence of enthalpy, and
this requirement is unfortunately not always verified by experimentalists who use
it. However, this problem can be easily avoided or overcome by appropriate experi-
mental design or data analysis.

The introduction of highly sensitive and automated calorimetric equipment has
added new options for the measurement of thermodynamic parameters of pro-
tein-ligand interactions. By varying either the temperature – as in differential
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scanning calorimetry (DSC) – or the ligand concentration – as in isothermal titra-
tion calorimetry (ITC) – thermodynamic parameters are obtained directly. As with
the van’t Hoff technique, there are limitations of practice and of interpretation.
Perhaps the major pragmatic limitation at the present time is the relatively large
amount of sample required for high-affinity interactions. As new strategies are de-
vised to overcome these drawbacks, the application of calorimetric approaches will
expand even further.

The ever-increasing interest in the folding and interaction of large biomolecules
with endogenous or designed ligands will provide the impetus for continued im-
provement and implementation of experimental approaches to determine the ther-
modynamics of protein-ligand interactions. The formalization of this interest in
the new field of “proteinomics” will provide a framework for its development, and
its application to drug-discovery efforts will demonstrate, as thermodynamics has
always done, its utility.
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4.1
Introduction

The principles governing the binding of a ligand to its biological target can be un-
derstood in terms of intermolecular forces such as van der Waals interactions, hy-
drogen bonding, electrostatic interactions, and aromatic �-� interactions [1]. The
detailed modeling and application of these principles are covered in detail else-
where in this volume. In this chapter we employ a more general description of
ligand-receptor binding that is an abstraction of these fundamental principles.

Complementary groups on the protein target recognize key features of the li-
gand. The three-dimensional arrangement of these features is commonly referred
to as a pharmacophore. The Medicinal Chemistry Section of IUPAC has pub-
lished a glossary of terms used in medicinal chemistry that includes an entry for
the concept “pharmacophore” or “pharmacophoric pattern.”

“A pharmacophore is the ensemble of steric and electronic features that is nec-
essary to ensure the optimal supramolecular interactions with a specific biological
target structure and to trigger (or to block) its biological response.” [2]

In a clarification of this statement the definition goes on to state:
“A pharmacophore does not represent a real molecule or a real association of

functional groups, but a purely abstract concept that accounts for the common
molecular interaction capacities of a group of compounds towards their target
structure. The pharmacophore can be considered as the largest common denomi-
nator shared by a set of active molecules. This definition discards a misuse often
found in the medicinal chemistry literature which consists of naming as pharma-
cophores simple chemical functionalities such as guanidines, sulfonamides, or di-
hydroimidazoles (formerly imidazolines), or typical structural skeletons such as
flavones, phenothiazines, prostaglandins, or steroids.”

The implication within this definition is that compounds, which share a pharma-
cophoric pattern pertinent to a particular target, are likely to bind to the said target.
There are several important caveats to this statement that should be kept in mind.
First, as defined, a pharmacophore is necessary but not sufficient for activity. The
binding energy will be determined by other properties of the molecule not implied
by the pharmacophore, e.g., additional groups could lead to a steric clash with the
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protein site. As we see below, the inclusion of shape within the pharmacophore is an
active area of research. Second, the pharmacophore is pertinent to one binding site
and one binding mode. For example, the archetypal serine protease inhibitor has a
basic group in the P1 pocket and for a long time this was thought to be essential for
activity. However, inhibitors have been discovered recently that possess a neutral
group that interacts with a tyrosine at the base of the P1 pocket [3, 4]. In other
words, absence of the pharmacophore is not necessarily predictive of absence of
binding. With these caveats in mind, the pharmacophore concept has proven to
be very useful in the identification and optimization of drug candidates.

The term “pharmacophore” was first employed by Ehrlich early in the twentieth
century [5], and the evolution of the concept has been reviewed by Gund [6]. The
link between chemistry and biology implicit in the definition of a pharmacophore
makes it an ideal descriptor for a number of design tasks. The application of phar-
macophore methods in drug discovery is well established, and a number of re-
views are available on this topic [7–10]. The concept of a “biophore” extends be-
yond the definition of key interacting features to include other forms of (3-D) mo-
lecular representations that capture the essence of the protein-ligand interaction.
Thus, in this review we consider both pharmacophore methods and other meth-
ods taking account of the shape and surface electrostatic properties of ligands that
ultimately determine the binding affinity for a protein site.

Section 4.2 provides an overview of methods for the generation of pharmaco-
phores from both a ligand-based and structure-based perspective and their use in
database searching. Section 4.3 describes methods for describing molecules by the
ensemble of possible pharmacophores they possess and other methods of struc-
tural representation involving shape and electrostatic properties. Section 4.4 pre-
sents applications of these methods, ranging from lead generation, using a single
well-defined pharmacophore, to library design, where the goal is to focus com-
pounds towards pharmacophores of interest. Section 4.5 shows how the biophore
concept is now being applied in the increasingly important area of ADME predic-
tion. Section 4.6 summarizes the chapter.

4.2
Methodology for Pharmacophore Detection and Searching

The pharmacophore is an attempt to capture the essential features of the ligand-
protein interaction. As such, it needs to be specific enough to be useful for a par-
ticular target and at the same time general enough that the information can be
used to identify new molecules or chemotypes that are also likely to bind the tar-
get. In this section we look at the different stages of the application of a pharma-
cophore based methodology in drug discovery. In Section 4.3 we examine how
these ideas can be expanded to give a full molecular descriptor based on the phar-
macophore concept useful in diversity and library design.

Fig. 4.1 presents an overview of the different tasks involved in pharmacophore elu-
cidation and searching. Each of these steps is covered in more detail below. To begin
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with, we need to arrive at a definition of pharmacophore groups that can be applied
to a large number of compounds. Next we need to use these definitions in conjunc-
tion with molecular modeling software to define the pharmacophore based on a se-
ries of active compounds, derive it from knowledge of the structure of the target pro-
tein, or better to combine the two. Finally, the pharmacophore is used to design new
compounds for synthesis or select compounds from databases for screening, again
using bespoke software. As a preliminary to this, it will of course be necessary to
generate an appropriately formatted database of compounds to search.

4.2.1
Definition of Pharmacophoric Groups

The pharmacophore concept is based upon the premise that different chemical
groups can have the same types of interaction with a protein. For example, car-
boxylic acids, certain sulfonamides, and tetrazoles are acidic and so can be made
equivalent in a pharmacophore context. In order to achieve this equivalence, how-
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Fig. 4.1 Overview of the pharmacophore elucidation and searching process.



ever, the user must have a means for defining and identifying pharmacophorically
similar groups. Pharmacophores are usually defined using six standard features: hy-
drogen-bond acceptor; hydrogen-bond donor; hydrophobic, aromatic, positive ioniz-
able (base); and negative ionizable (acid). Some examples of functional groups giv-
ing rise to these features are given in Tab. 4.1. The commercially available product
Catalyst [11, 12] identifies pharmacophore features via a features dictionary contain-
ing fragments that define the pharmacophore with exclusions being defined similar-
ly so that, for example, the hydroxyl of a carboxylic acid is not included as a donor.
The database system UNITY [13] utilizes Sybyl Line Notation (SLN) [14], a language
specially developed for representing chemical structure and queries, to define do-
nors and acceptors. Hydrophobic region definition is potentially more complex.
Using a fragment-based approach would require defining a very large number of
substructures and presents problems with regard to halogens and so on. Hence,
within UNITY the default definition only identifies 5- or 6-membered rings. Cata-
lyst utilizes a more complex algorithm where an atom is defined a hydrophobicity
value based on the neighboring atoms and the atom’s surface accessibility. Groups
of hydrophobic atoms are then identified where the sum of the individual hydropho-
bicity values is above a user-definable minimum value.
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Tab. 4.1 Examples of commonly defined functional group equivalences and the corresponding
pharmacophoric definition.

Pharmacophore group Example structures

Donor

Acceptor

Donor and acceptor

Acid

Base

Atoms excludeda)

a) Highlighted atoms in these groups are generally not considered pharmacophoric.



An important feature of the Catalyst and UNITY systems and pharmacophore per-
ception programs such as DISCO [15] and GASP [16] is that they allow the inclu-
sion of receptor site points within the feature definition for hydrogen-bond donor
and acceptor groups. The nature of hydrogen bonding and electrostatic interac-
tions means that a receptor atom or functional group can interact strongly with li-
gand atoms in different positions. Thus, for a ligand hydrogen-bond acceptor
atom, the approximate position of the receptor donor atom can be identified from
the position of the lone pair on the acceptor. If there are two lone pairs, as in a
carbonyl group, then there are two possible positions for the receptor donor atom.
For a ligand donor atom such as a hydroxyl, the approximate position of the re-
ceptor acceptor atom is defined along the O-H bond vector. Account needs to be
taken of possible rotation of the O-H group. Fig. 4.2 illustrates the principle of re-
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Fig. 4.2 Catalyst feature definition applied to a simple molecule, illustrating the inclusion of
receptor site-points in the pharmacophore definition.



ceptor site-point definition through the application of Catalyst feature definition to
a simple molecule. Its importance was evidenced by the work of Marshall and co-
workers in deriving a pharmacophore for angiotensin-converting enzyme (ACE)
inhibitors [17].

The appropriate definition of pharmacophore features allows ligand-protein in-
teractions to be modeled in a general manner. The importance of this step should
not be underestimated. For example, the parameter sets derived at Rhone-Poulenc
in the early 1990s [18, 19] involved many man-weeks to obtain acceptable defini-
tions for a range of groups. Nitrogens can be particularly troublesome in this re-
gard, as they can be acceptors (pyridine), bases (primary amines), acids (certain
sulphonamides), donors (amides), or have no feature (N-substituted pyrrole). The
sp3 oxygen of esters also needs consideration, as it is generally considered not to
be a good acceptor. Thus, software systems need to be flexible enough to allow
the user to input his/her own bias into the parameterization and also to allow for
special cases. For example, when working on proteins containing metals, it may
be appropriate to define a feature to represent a zinc-binding group.

4.2.2
Ligand-based Methods for Pharmacophore Perception

Having defined the appropriate pharmacophore features, the expert must next de-
rive the pharmacophore of interest. A prerequisite, in the absence of a protein
structure, is a series of active molecules that are presumed to bind in the same
way. The pharmacophore may then be derived from examining the disposition of
pharmacophore features within the molecules to locate common distances and
then generating a superposition of the molecules. The key elements of this pro-
cess are pharmacophore feature perception, described above, conformational anal-
ysis to explore the conformational space of the ligands, and identification of the
common features.

The active analogue approach pioneered by Marshal and coworkers [20] at-
tempts to identify common pharmacophoric features among a set of active com-
pounds. This is a user-driven process whereby a set of potentially interacting
atoms is selected in one molecule (usually the most rigid) and their pair-wise dis-
tances are recorded during a systematic search of the sterically allowed regions of
conformational space. This distance map can then be used to constrain the con-
formational analysis on the next molecule, where corresponding atoms are identi-
fied. In general, this will lead to a more tightly defined set of distances that can
be applied to the next molecule and so on. The pharmacophore can be identified
from the final set of distances once all training set molecules have been pro-
cessed. A number of successful applications of this method have been published
[21, 22], and recent work has made significant improvements to the conforma-
tional sampling aspects of the method [23].

DISCO, developed by Yvonne Martin’s group at Abbott, and the HipHop [24]
module of Catalyst, rely upon pre-calculated conformers. For DISCO these can be
generated using a standard modeling package. The Catalyst suite includes a mod-
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ule, Confirm, that uses a novel poling algorithm to generate diverse sets of confor-
mers [25–27]. In this method, a penalty function is added to the force field at a
previously visited region of conformational space to bias the algorithm away from
revisiting that region. This leads to broader conformational coverage. DISCO and
HipHop utilize different methods for identifying the common pharmacophore
features between the training set of molecules. DISCO employs a clique-detection
algorithm [28] to locate common feature distances between conformers of the
training set molecules. Martin has recently reviewed her experiences with DISCO
[29]. HipHop employs an incremental buildup strategy, starting from one set of
features (those features common to molecules in the training set) to consider fea-
ture pairs, triples, and so on, until no more correspondences can be found.

The program GASP [16, 30] adopts a different approach, employing a genetic al-
gorithm to superimpose pharmacophore features between the training set of mol-
ecules. The GA also includes a conformational energy term in the scoring func-
tion so that conformations are changed as part of the mutation and crossover
steps of the evolutionary process.

All of the automated methods will return multiple solutions (pharmacophores).
A number of criteria can be used to manually select between these models: the
conformational energies of the structures as they fit the pharmacophore, consider-
ing additional SAR on inactive compounds, and so on. If a number of active and
inactive molecules are known, looking at retrieval rates of active versus inactive
compounds from a database search using the pharmacophore can provide useful
information on the quality of the pharmacophore. An example of such a proce-
dure is shown in Fig. 4.3. Here the “enrichment” [31] as defined by the ratio
(number of actives in the hit list/hit list size:number of actives in hit list/database
size) is compared to the coverage, the ratio (number of actives in hit list:number
of actives in the database) for a set of pharmacophores derived from a series of
HIV protease inhibitors using Catalyst [32]. Each hypothesis was searched against
a database of 150,000 compounds containing 647 known active compounds and
the retrieval rate of actives recorded. From the plots in Fig. 4.3, it can be seen that
in many cases the enrichment and coverage are in competition. Guner and Henry
[33] have proposed a formula for assessing the “goodness-of-hit,” which builds
upon some of these ideas:

GH � Ha�3A�Ht�
4HtA

� �
� 1�Ht �Ha

D� A

� �
� �Eq� 4�1�

(reprinted with permission from [34])

where D is the number of compounds in the database, A is the number of ac-
tives, Ha is the number of actives in the hit list, and Ht is the total number of
compounds in the hit list. Tab. 4.2 lists the values of GH for the hypotheses
shown in Fig. 4.3.

Methods discussed so far are based on a few known active ligands. Several
methods have been developed that attempt to use the activity data when generat-
ing the pharmacophore model. The HypoGen module of Catalyst uses a cost func-
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Fig. 4.3 Enrichment and coverage plots for
hypotheses derived from a set of HIV pro-
tease inhibitors. Each hypothesis was used to

search a database containing active and inac-
tive compounds.

Tab. 4.2 Goodness-of-hit (GH) scores for the hypotheses shown in Fig. 4.3 a).

Hypothesis Ha Ht %Y %A GH

Hypo1 27 207 0.13 4.17 0.11
Hypo2 16 177 0.09 2.47 0.07
Hypo3 271 1882 0.14 41.89 0.21
Hypo4 189 1523 0.12 29.21 0.16
Hypo5 283 1426 0.20 43.74 0.26
Hypo6 162 1346 0.12 25.04 0.15
Hypo7 173 1698 0.10 26.74 0.14
Hypo8 266 2555 0.10 41.11 0.18
Hypo9 266 5377 0.05 41.11 0.14
Hypo10 311 9481 0.03 48.07 0.14
By-hand 53 320 0.17 8.19 0.14
All b) 502 15061 0.03 77.59 0.20

a) Ha is the number of actives hit by the pharmacophore; Ht is the total number of hits;
%Y = Ha /Ht; %A = Ha/A, where A is the total number of actives in the dataset and GH is given by
Eq. 4.1. Results are for a database of 150,000 compounds containing 647 active molecules.

b) All represents the combination of all the hypotheses.



tion to optimize the selection of predictive pharmacophore models or hypotheses
[35]. Each pharmacophore point is given a feature weight, and the cost function
has three components: a Gaussian weight component that penalizes the deviation
of the feature weight from an ideal value of two; an error component that in-
creases as the differences between predicted and measured activities of the train-
ing set increase; and a configuration cost that depends on the complexity of the
hypothesis space being searched. Compounds are scored based on their ability to
fit a hypothesis. Such hypotheses have been used successfully as the basis for da-
tabase searching, for example [36]. SCAMPI (statistical classification of activities
of molecules for pharmacophore identification) [37] combines recursive partition-
ing, as implemented in SCAM [38], with a conformational search engine to dy-
namically evolve the pharmacophore. Recursive partitioning provides a statistical
method for selecting pharmacophore features that are most significantly corre-
lated with biological activity. A dendrogram or tree is generated where each
branch point or split is determined by the presence or absence of a particular
pharmacophore feature within the molecules of the training set. The conforma-
tional space of the compounds is continually refined under the constraints of the
evolving model. Fig. 4.4a shows the SCAMPI tree derived from a series of CDK2
inhibitors [39]. An active structure contained in the highlighted node in Fig. 4.4b
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is shown in Fig. 4.4c, with the node pharmacophore indicated. Compared to the
other methods described here, SCAMPI can be applied to large datasets of several
thousand compounds in a reasonable time (a day or so). The methodology has
been shown to reproduce known literature pharmacophores.

A more detailed description of the ligand is obtained from field-based methods.
Rather than the usual feature-based pharmacophore definition, the molecule is
characterized by the electrostatic and steric fields at and beyond its surface. The
interaction energy between a molecule and one or more probe fragments can be
calculated on a uniform grid around the molecule, as in the well-known program
GRID [40, 41]. The CoMFA method [42] uses a statistical methodology such as
PLS to correlate the interaction energies with the biological activity for a series of
molecules with a range of activities. Such an approach has been successfully ap-
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Fig. 4.4 SCAMPI analysis of a series of CDK2
inhibitors. (a) Full tree with one node high-
lighted, (b) enlarged picture of one node and

the resulting pharmacophore, (c) active mole-
cule within the node with the pharmacophore
highlighted.

b)

c)



plied in QSAR-type applications [43–45]. The important regions determining the
biological activity can be identified from the contribution of individual grid points
to the activity. Visualization of the resulting maps provides an insight into the re-
gions of the molecules that are beneficial or detrimental to activity and can guide
the design of new molecules. The time-consuming and difficult part of the pro-
cess is to align the molecules and select a single conformation prior to field gen-
eration. As this step is user-defined and can be somewhat subjective, the resulting
interaction maps do not necessarily represent a pseudo receptor. Several groups
[46, 47] have used pharmacophore models to define the alignment for CoMFA
and used the existence of a statistically relevant model as an indicator for reliabili-
ty of the pharmacophore model.

Modifications to the original CoMFA methodology have been developed that im-
prove the interpretability of the maps. Golpe [48, 49], developed by Clementi and
coworkers at the University of Perugia, uses field maps from a number of sources
including Sybyl [50] and GRID in combination with PLS. The program includes
methodology for variable selection to focus on the grid points most important for
describing the activity and a region selection algorithm [51] that ensures that the
selected points are grouped together, making the resulting maps more interpretable.

A potential problem of the CoMFA method is that the descriptors are depen-
dent on the compound alignment chosen and the position of the molecules with-
in the grid used to calculate the interaction energies. The GRIND descriptors [52],
available in the program ALMOND [53], were developed to produce a pharmaco-
phoric representation of the fields in an effort to overcome these problems. The
original field maps are transformed using a Maximum Auto-Cross Correlation
(MACC) technique. The interaction energies of two grid nodes are multiplied to-
gether and recorded as a function of distance. The maximum interaction energy
for a particular distance is recorded along with the location of the grid nodes giv-
ing rise to it. The resulting profile of energy and distance can then be analyzed
using PCA or PLS. The pairwise interactions important for activity can be identi-
fied from the analysis. The methodology has been validated against several QSAR
datasets. Fig. 4.5 shows a plot resulting from an analysis of butyrophenones with
serotonergic affinities. The GRIND descriptors have subsequently been applied
successfully to the derivation of a 3-D QSAR model for a series of dopamine
transporter ligands [54], with the results being interpretable in a pharmacophoric
sense. The 4-D QSAR methodology of Hopfinger and coworkers [55] includes
multiple conformations and alignments of the molecules in the derivation of the
QSAR model, thus removing the need for a user-defined alignment.

Other field-based methods have been developed for compound superposition
[56]. In the ASP (Automated Similarity Package) procedure [57], the electrostatic
field around the molecule is modeled using a Gaussian approximation [58]. This
allows the use of analytic gradients and hence improved performance in optimiz-
ing the electrostatic overlap between two molecules. Conformational flexibility
also can be included within the search. A similar procedure can be used for the
“steric field.” Dean and coworkers [59] have used a simulated annealing approach
in superimposing molecules by minimizing the difference in the intramolecular
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distance matrices between two molecules. This was extended to matching hydro-
gen bonding and hydrophobic regions [60]. The particular interest here is the use
of hydrogen bonding probability maps [61] derived from an analysis of the Cam-
bridge Crystallographic Database [62]. The SQ method [63, 64], developed at
Merck, uses pharmacophorically relevant atomic properties (for example an atom
is marked as a hydrogen-bond donor) in scoring alignments generated with a
clique-detection algorithm. An innovation in this approach is to consider only
atoms that have the same characteristics.

4.2.3
Protein Structure-based Pharmacophore Perception

Programs such as GRID [40], previously mentioned in the context of ligand-based
analysis, were first developed to provide an understanding of a protein-binding
site. By calculating the interaction energies of small molecular fragments with dif-
ferent binding properties such as a carbonyl oxygen (hydrogen-bond acceptor), an-
ilinic nitrogen (hydrogen-bond donor), and Csp3 carbon (hydrophobe), it is possi-
ble to identify regions within the binding site whereby such interactions are fa-
vored and disfavored. Such an approach was used successfully by von Itzstein and
coworkers in the discovery of neuraminidase inhibitors [65].

The program LUDI [66] provides an alternative approach. Hydrogen bonding
and hydrophobic interaction sites are identified within the protein using a series
of rules [67] derived from interactions within the Cambridge small-molecule Crys-
tallographic Database [62]. Fragments are searched to fit the interaction sites. An
empirical scoring function has been derived by fitting to observed Ki values of pro-
tein ligand complexes to score designed structures [68]. A typical LUDI map for
the bacterial enzyme DNA Gyrase [69, 70] is shown in Fig. 4.6. The figure shows
a cut-through of the Connolly surface of the ATP-binding site of the DNA gyrase
B subunit, with the non-hydrolyzable ATP analog ADPNP (5�-adenylyl �-�-imidodi-
phosphate) bound. LUDI interaction sites are shown as blue and white (donor) or
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Fig. 4.5 Fields from a GRIND analysis on a
series of butyrophenones with serotonergic af-
finities. Fields shown are for an O (acceptor)

probe and an N1 (donor) probe. Interactions
at the distance shown are present in active
compounds such as the one shown [52].



orange and red (acceptor) rods. It can be seen how predicted donor and acceptor
sites map to the aromatic nitrogen and aromatic amine of the adenylyl ring. We
will return to this particular system in the applications section. The CCDC (Cam-
bridge Crystallographic Data Center) has developed the SuperStar program [71,
72] to predict interaction sites in the protein active site. SuperStar utilizes interac-
tion maps derived with IsoStar [73] from the large amount of crystallographic in-
formation available within their databases.

Thus, analysis of GRID or LUDI maps or the application of other methods for
feature extraction [74] allows the user to identify possible pharmacophores to use
as a basis for database searching. Such searches are particularly powerful when
the receptor site is included as an additional steric constraint [75]; this is dis-
cussed further in the next section. The Design in Receptor (DiR) module of
Chem-X [76, 77] was developed specifically to generate possible pharmacophores
from a receptor site. This functionality, in modified form, is now available
through the THINK program [78]. Pharmacophore points complementary to re-
ceptor atoms are placed in the binding site. All possible three- or four-point phar-
macophores are then available for searching.

A number of docking algorithms employ scoring functions similar in principle
to those of LUDI [79–82]. Such functions tend to be faster to calculate than all-
atom force field energies, and a good parameterization of hydrogen bonding geo-
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Fig. 4.6 Cut-through of the Connolly surface
of the DNA Gyrase B subunit active site. The
non-hydrolysable ATP analogue ADNP is
shown in mainly yellow. LUDI interaction sites

are shown as blue and white rods to repre-
sent donor groups and orange and red rods
to represent acceptor groups.



metries and the empirical inclusion of hydrophobic interactions can lead to good
results. The program DOCK [83] works by matching a small number of ligand
atoms to spheres defined within the protein-binding site. The simplest scoring
function within the program scores this binding mode based upon a contact score
and considering the number of atoms having a steric overlap with the site. The
concept of “sphere coloring” introduces a pharmacophoric element to the search
by marking which atom types or substructures are allowed to match a particular
sphere [84]. The atom-type definitions are general enough to allow definition of
hydrogen-bond donors, acceptors, acids, bases, etc., or can be very specific, e.g.,
amide NH. The inclusion of such pharmacophoric constraints within the docking
can significantly improve the results in database searching applications [10].

4.2.4
Methods for Pharmacophore Searching

Once a potential pharmacophore has been identified through analysis of active
molecules or a ligand-receptor complex, it is necessary to search against a data-
base of compounds. These compounds may be members of the corporate screen-
ing collection, where the aim is to identify compounds to screen. Alternatively,
the database may be generated from a virtual library of compounds. The term
“virtual” here covers a range of possibilities. These could be a set of compounds
accessible via a particular combinatorial synthesis, compounds available for pur-
chase from external suppliers, and so on. Whether the compounds are “real” or
“virtual” the process described below is the same, the difference being that with
virtual compounds they must be synthesized or otherwise acquired prior to test-
ing.

We are now following the right-hand branch in Fig. 4.1. The compound data-
base must be generated. Usually, compound structures are available in a 2-D or
“flat” format such as an MDL Mol file [85] or SMILES [86, 87] notation. Several
programs such as Corina [88] and Concord [89] are available to convert these 2-D
formats to a 3-D structure. This is the first step in database building, though data-
base-searching programs such as Catalyst can do this internally.

Following construction of a 3-D structure, the compound is registered in the da-
tabase. All programs use some form of keying to speed up the search [90]. This
keying is usually at several levels. For each molecule, the presence of certain
atoms or pharmacophoric atom types, as defined above, is recorded in a bit-string.
At search time, this bit-string provides a screen-out for all compounds that cannot
possibly match the pharmacophore. At a secondary level, the distances between
pairs of pharmacophoric atom types are also recorded. The distances are binned
into ranges and stored in a binary key where a 1 will indicate the presence of that
atom pair at a particular distance. Programs such as UNITY [13] and ISIS/3D [91,
92] store a single conformer upon registration and sample conformation space at
search time. The distance screens are constructed at registration from the bond-
path between the two atoms of interest. This allows definition of a max-min dis-
tance on an atom pair and provides a reasonable screen-out. The program Catalyst
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[11] performs the conformational analysis at registration, storing conformational
models within the database. Conformers are generated using the same poling al-
gorithm described above. This allows a relatively small number of conformers to
be generated that are representative of the full conformational space.

In order to search the database, it is first necessary to cast the query into a
form suitable for the searching program. This usually involves sketching the re-
quired pharmacophore points, labeling the allowed types, and defining the dis-
tance constraints on the pairwise distances. More advanced pharmacophore mod-
els also may incorporate angle constraints, distances above planes, etc. It should
be noted that tolerances are applied to all the constraints. The earliest 3-D search-
ing software [93, 94] considered just a single conformer. A variety of approaches
for including conformational models into the search have been studied for their
efficiency in hit retrieval [95–97]. In the directed-tweak approach [91, 98], a start-
ing conformer is generated and relevant torsions are driven towards satisfying the
distance constraints of the query. However, satisfying distance constraints alone is
not sufficient to satisfy the query [12], and a further step of superimposing onto
the pharmacophoric points is required. Alternatively, a systematic search of con-
formational space can be performed at search time [99]. With such an approach, a
van der Waals bump-check is employed in lieu of a full energy calculation be-
cause of the time constraints on searching tens of thousands of structures. On
the other hand, if conformers are pre-calculated when building the database, at
search time they can be retrieved and searched as in the Catalyst FAST mode. Cat-
alyst BEST mode utilizes a combination of both methods, using the stored confor-
mers as starting structures for further directed optimization to satisfy the query.

A pharmacophore model describes the minimum requirement for a ligand to
bind to a receptor in a particular mode. One limit of such a model is that it takes
no explicit account of molecule shape or size. That is, when the pharmacophore
is used to search the database, it may match only a fragment of a molecule. The
inclusion of shape into the query is thus an important area of research. Most
searching software allows the inclusion of excluded volumes within the pharmaco-
phore definition. It may be possible to identify proposed sterically inaccessible re-
gions from a study of active and inactive molecules superimposed onto the phar-
macophore. Hahn has developed a methodology for shape-similarity searching
[100] that is based upon a receptor surface model (RSM) [101]. Shape indices are
generated from the extents of the principal axes and the volume of a conforma-
tion. These indices act as pre-filters. Next, the overlapping volumes of the query
and a candidate molecule are optimized. As an optional final step, the candidate
molecule can be flexibly fit to the surface properties of the RSM, measuring com-
plementarity to the hydrogen-bonding, hydrophobic, and electrostatic properties of
the model. As an alternative to this latter step, the shape query can be merged
with a pharmacophore query. A study of the effectiveness of this strategy suggests
that pharmacophore searching is superior to shape-based searching in terms of
both enrichment and the GH score (Eq. 4.1), while using a merged pharmaco-
phore/shape query provides a very selective query but one with a low coverage
[102].
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The inclusion of the protein active site can add an important steric or shape
constraint to the search, limiting the size of the selected molecules appropriately,
as shown by application to the thyroid hormone receptor [75]. However, the real
power of such methods comes from the ability to search receptor-based pharmaco-
phores with only a limited user bias on the points to be used. This has been im-
plemented via partial-match searching [103], available within UNITY, which marks
a molecule as a hit if it matches 4 out of 20 possible pharmacophoric features in
the site. Additional constraints on the solutions can be imposed by grouping the
pharmacophore points and limiting matches to one or more points from each
group, a feature of the THINK program [78]. In this way, molecules can be se-
lected that explore several areas of the binding site.

4.3
Pharmacophore Fingerprints

The successes achieved with “traditional” pharmacophore modeling have led
many groups to look at ways of describing molecules in a similar way without the
need for alignment or derivation of a single pharmacophore. The pharmacophore
represents the key elements of a protein-ligand interaction, and, thus, the hope is
to arrive at a descriptor that describes molecules based on their biology rather
than their chemistry. The standard 2-D similarity measures based around the Day-
light fingerprints [104] or ISIS keys [105] group compounds based on common
chemistry. Pharmacophore-based descriptors attempt to move away from this
chemistry-biased representation. Compounds similar in a pharmacophore space
do not need to look similar in a chemical sense. As an example of this, Fig. 4.7
shows three potent fibrinogen antagonists [106]. In a 2-D sense, they are dissimi-
lar, and yet they share the acid-base motif necessary for activity. Whole molecule
descriptors based on pharmacophores were able to identify these compounds with
a high degree of enrichment in a pool of inactive molecules, using the RGD tri-
peptide as a probe [107].

In a strict sense, the generation of a pharmacophore descriptor requires the
generation of multiple 3-D conformations for a molecule and the accumulation of
descriptors over all conformations. However, early work in this area built upon
many of the 2-D similarity methods and did not require a 3-D structure at all.
The relevance to the Biophore Concept is the way in which particular atoms are
defined. In a Daylight fingerprint, for example, oxygen is different from nitrogen
and sulfur, while in approaches such as the binding property pairs of Sheridan
and coworkers [108], atoms are described according to pharmacophoric feature
mappings similar to those in Section 4.2, logP and partial atomic charge. All
these properties are important to ligand-receptor interactions. The importance of
such descriptors is not that they are better per se at selecting actives from a data-
base. 2-D measures usually do a good job at this, as chemists tend to synthesize
series of compounds. Rather, the pharmacophore methods identify alternative se-
ries and thus can be useful for “scaffold-hopping.” Schneider and coworkers devel-
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oped their CATS descriptor (chemically advanced template search) [109] for just
such a purpose. For each pair of pharmacophoric features (donor, acceptor, acid,
base, hydrophobe) in the molecule, the frequency of occurrence as a function of
the number of bonds separating the features is accumulated into a pharmaco-
phore pair vector P. These histograms are normalized by the number of heavy
atoms in the molecule. As implemented, bond distances from 1 to 10 were con-
sidered over all 15 feature combinations to give a vector of size 150. The Eucli-
dian distance between two molecules is used as the similarity measure (Eq. 4.2):

Distance �A�B� �
�������������������������������i�150

i�1

�pA
i � pB

i �2
���� � �Eq� 4�2�

where pA
i is the normalized count at position i for molecule A. As an application

of this methodology, the T-type calcium channel blocker mibefradil (Fig. 4.8a) was
used as a query molecule for a CATS search of the Roche corporate database. The
12 highest-ranking compounds were tested, and 9 had IC50 < 10 �M. One of these,
clopimozid (Fig. 4.8 b), had an IC50 < 1 �M. It is clear that the two structures are
different in a 2-D sense, though common pharmacophore features, such as the
basic nitrogen, are conserved.

We have already alluded to the problems associated with generating a full 3-D
molecular descriptor, namely, the need to consider multiple conformations. In our
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Fig. 4.7 Three potent fibrinogen antago-
nists that are 2-D dissimilar (different che-
motypes) yet are similar in a pharmaco-
phore sense (see text).



initial work in this area [18], we used the power of a pharmacophore-searching
program (Chem-X) to address this problem. All geometrically allowed three-point
pharmacophores were generated from combinations of six pharmacophore fea-
tures (hydrogen-bond acceptor, hydrogen-bond donor, acid, base, aromatic ring
centroid, and hydrophobe) and six distance ranges (2–4.5, 4.5–7, 7–10, 10–14, 14–
19, and 19–24 Å). The resulting 5916 pharmacophores were then used to search
the database of interest. The hit lists allowed a molecular descriptor to be gener-
ated as a bit-string marking the presence (1) or absence (0) of a particular phar-
macophore within a molecule. Clearly this process was slow, as the conforma-
tional analysis is performed on each molecule for each query (provided the
screens are passed; see Section 4.2). However, it was still possible to gain much
useful information and to use the descriptor in profiling and designing com-
pound libraries [18]. At about the same time, other groups developed similar de-
scriptors based upon a single conformation [110]. However, the ChemDiverse
module of Chem-X [76, 111] was also being developed at this time, and this pro-
vided an elegant solution to the problem. A conformational analysis is performed
on each compound once. Each conformation is analyzed for the presence of phar-
macophore triplets as shown in Fig. 4.9. The presence of a pharmacophore is
marked by a 1 in a bit-string, as for the PDQ method. Theoretically, approxi-
mately 900,000 pharmacophores are possible, given 7 pharmacophore features
and 32 distance ranges, though in practice fewer are used. The seventh pharmaco-
phore feature can be used for atoms that are both hydrogen-bond donors and ac-
ceptors, such as hydroxyl and unsubstituted imidazole nitrogen. Alternatively, this
seventh type can be used to define a particular point of reference in the mole-
cules, which is useful for some focused design tasks, particularly when four-point
pharmacophores are applied [112]. In this particular application, pharmacophore
fingerprints were generated for known GPCR ligands and used to guide the de-
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Fig. 4.8 (a) Calcium channel blocker
mibefradil, (b) clopimozid, identified
as a calcium channel blocker through
application of the CATS methodology
(see text).

a)

b)



sign of libraries containing GPCR “privileged” substructures. The privileged sub-
structure was assigned to the seventh type so that diversity assessments could be
made with respect to this motif.

Pharmacophore fingerprints tend to be very large (many bits) and are sparse
(few bits are set). Such properties are not ideal for standard similarity methods
[113]. In an interesting approach to overcome some of these limitations, Pozzan
and coworkers have developed 3-D pharmacophoric hashed fingerprints [114]. The
hashing algorithm first involves assigning a unique integer to each pharmaco-
phore bit in the range 0–1016 and then folding these integers into a 1024-bit bi-
nary fingerprint. A similar procedure is followed by 2-D fingerprinting methods
such as that used in the Daylight software [104]. Initial studies show promising
results, particularly with regard to scaffold-hopping, when compared to 2-D finger-
prints.

4.4
Applications of the Biophore Concept

4.4.1
Lead Generation

The earliest examples of the application of pharmacophore methods involved the
use of such methods to derive pharmacophore models for compound design. This
is a prerequisite to database searching as described in Section 4.2. Pharmaco-
phore-based database searching is a proven method for lead identification [7, 8, 9]
and continues to provide an alternative or a complement to high-throughput
screening for this purpose. Several recent examples provide an overview of the
methods discussed above. Endothelin antagonists have provided an important tar-
get for drug-discovery efforts. A group at Rhone-Poulenc derived a two-point phar-
macophore from two published antagonists, a cyclic pentapeptide and a ligand
based on the triterpene framework (Fig. 4.10) [115]. The triterpene structure was
important to define the appropriate distances because of the flexibility of the
cyclic peptide. A search of the corporate database retrieved 383 structures, and
screening of these gave several active compounds of diverse structure. Building
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Fig. 4.9 Creation of a pharmacophore
triplet fingerprint. As the conforma-
tion of the molecule changes, so do
the distances between the pharmaco-
phore features. The presence of a
pharmacophore is indicated by a “1”
in a bit-string.



upon this success, an active analogue-type approach was able to generate a uni-
fied model for these different series, as shown in Fig. 4.11 [116]. The important
point to note about this model is the necessary inclusion of the site point repre-
senting a presumed basic center on the receptor that interacts with the acidic
groups in ligands; these acidic groups do not overlap directly with each other. The
use of this model guided the development of a series combining properties from
the different lead series and, subsequently, led to the discovery of a development
candidate RPR118031A [117].

Another recent example of pharmacophore-based lead discovery comes from the
Zeneca (now AstraZeneca) group at Loughborough [118]. DISCO was used to gen-
erate several potential pharmacophore models for a set of muscarinic m3 antago-
nists. Two models were selected and used to computationally screen the corporate
database. Biological screening of 172 selected compounds gave three hits, which
were structurally distinct from the compounds used to derive the pharmacophore
models. The group at the NCI has had much success with the discovery of poten-
tial lead compounds against HIV integrase [119], HIV protease [120], protein
kinase C [121], and HIV-RT [122].

4.4.2
Multi-pharmacophore Descriptors in Diversity Analysis and Library Design

A number of reviews are available on the theory and practice of molecular diver-
sity analysis and library design [123–126]; therefore, we will only briefly summar-
ize the role of pharmacophore methods in these areas. Multi-pharmacophore de-
scriptors were first developed as a means to assess the diversity of a compound
collection in a biologically relevant manner [18]. As a partitioning method, [127] it
is straightforward to compare different sets of compounds, identifying common
pharmacophores or pharmacophores deficient in one set of compounds (say a cor-
porate collection) and highly populated in another set (say a group of compounds
active against a particular target). These ideas also can be applied in the context of
library design, where the aim is to select a subset of library products that can be
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Fig. 4.10 Pharmacophore derived from two endothelin receptor antagonists. The common phar-
macophore groups are highlighted in green.



synthesized in a combinatorial fashion and where the pharmacophores presented
by the sub-library are representative of the full virtual library [128], cover the phar-
macophore space, or complement that of another population. Library design is an
optimization process where reagents are selected to optimize the required proper-
ties of the combinatorial products. Optimization methods such as genetic algo-
rithms (GA) and simulated annealing have been applied in library design (see
[125] for a review), and the same methods can be used with pharmacophore de-
scriptors with minor modifications. Thus, a GA has been used to optimize the
pharmacophore coverage of a library [129]. The HARPick procedure [130] utilizes
simulated annealing to optimize a scoring function that includes terms for phar-
macophore coverage, optionally matching to or complementing a pre-calculated
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Fig. 4.11 Overlaps of the three potent en-
dothelin antagonists shown in (c). (a) Over-
lap of 1 (beige) and 2 (cyan), showing the
putative cationic site. (b) Overlap of 1 (beige)

and 3 (green), showing the putative cationic
site. (a) and (b) (Reproduced from [117] with
permission. Copyright 2000 American Chemi-
cal Society.)



profile, in combination with other terms to optimize the property profile of the li-
brary (logP, molecular weight, and so on). Mason and Beno [131] have developed
a simulated annealing protocol that optimizes pharmacophore coverage in combi-
nation with another partitioning metric derived from BCUT descriptors [132]. The
BCUTs contain information regarding the hydrogen-bonding capacity, polarizabil-
ity, and size of molecules. McGregor and Muskal have developed the PharmPrint
methodology for library design [133]. They demonstrate the method by optimizing
a library selection with respect to a set of compounds from the MDDR (MDL
Drug Data Report) [134].

Multi-pharmacophore descriptors can be slow to calculate for large sets of com-
pounds. When specifically applied to library design, it is possible to calculate de-
scriptors for reagents where the attachment bond to the scaffold can give a frame
of reference. Several variants on this approach have been developed. In the OS-
PREY (Orientated Substituent Pharmacophore PRopErtY space) approach [135],
two additional points are added to a substituent to represent the relationship with
the scaffold. One-, two-, and three-point pharmacophore descriptors are then cal-
culated for the substituents, including the distances to the two orienting points.
The inclusion of the orienting points means that the descriptors are equivalent to
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Fig. 4.12 An illustration of the GaP procedure for generating reagent-
based pharmacophore fingerprints.



the use of a nine-point descriptor for the products of a three-component library.
Because the number of substituents is considerably smaller than the number of
combinatorial products, it is possible to perform a more detailed conformational
sampling. In addition, a substituent similarity matrix can be calculated, allowing
the use of more sophisticated experimental design methods for reagent selection.
The GaP methodology was developed at GlaxoWelcome (now GlaxoSmithKline)
primarily for the purposes of reagent acquisition [136]. The process of descriptor
generation is outlined in Fig. 4.12, using phenylalanine as an example. The re-
agents are aligned with the bond to the reactive group aligned along the x-axis,
and a conformational analysis is performed. For each conformation sampled, the
position of each pharmacophore point is recorded on a grid, thus defining the ori-
entation with respect to the attachment point. The process also can be applied in
the context of the protein active site when searching for reagents. The attachment
point is aligned with a ligand crystal structure or docked structure, and the active
site represents a steric constraint to the conformational analysis. In both cases,
the aim of reagent selection is to cover the available pharmacophores. A success-
ful application of this to structure-based reagent selection has been reported [137].

4.4.3
Structure-based Design

Several programs have been developed to incorporate protein structure-derived
pharmacophores into the design process. De novo design programs perhaps never
lived up to their initial promise because of the difficulty of incorporating synthetic
accessibility into the suggested compounds, even if only very simple reactions are
used. The advent of combinatorial chemistry has given these methods a new lease
of life, as the search space can be restricted to a small range of chemistries,
though still with potentially many millions of products. The SPROUT suite of pro-
grams [138, 139] provides algorithms for identifying potential pharmacophore
points, docking of small fragments to these points, and subsequent connection of
the fragments. The space is searched using a tree-based algorithm and as such is
exhaustive within the heuristics defined. A successful application of this method-
ology has been reported recently [140], where SPROUT was used to suggest
frameworks as starting points in the design of Factor Xa inhibitors. Further exten-
sions to the basic SPROUT functionality are under development to address the
issue of synthetic tractability [141]. SYNSPROUT generates molecular structures
that could be readily synthesized only by simple chemistry from a pool of readily
available starting materials. VLSPROUT generates structures that can be synthe-
sized by a particular combinatorial chemistry scheme. The de novo design pro-
gram Skeldiv was developed at the University of Cambridge [142]. The program
grows molecules within the constraints of a protein-binding site, using simulated
annealing to optimize a number of user-defined parameters which include the fre-
quency of occurrence of certain fragments, the fit to (a subset of) predefined phar-
macophore points, the number of rotatable bonds, and other parameters to con-
trol the quality of structures. The program can grow molecules from a set of de-
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fault fragments, including rings and linker groups. Alternatively, several user-de-
fined fragment sets can be used that represent potential reagent sets for a combi-
natorial library, thus allowing design of a library. The program has been applied
successfully to the design of sub-micromolar Factor Xa inhibitors [143]. The LUDI
program has been successfully applied to structure-based library design [144, 145].

A recent successful application of these methods was the work at Roche on
DNA gyrase [146]. The LUDI maps for this site are shown in Fig. 4.6. Pharmaco-
phores derived from these maps were used to search the corporate database using
LUDI and Catalyst. Structures were deliberately chosen to be of low molecular
weight and were screened at high concentration, so-called “needle screening.” The
subsequent actives were then further developed via structure-based design tech-
niques and medicinal chemistry to give several different series of active com-
pounds.

The combination of ligand-derived and protein-structure-derived multi-pharmaco-
phore descriptors provides a powerful technique for structure-based design, en-
abling the pharmacophore fingerprint of the protein active site to be compared
against potential ligands. In a study of three related serine proteases, trypsin, throm-
bin, and Factor Xa, GRID was used to generate protein site points. A multi-pharma-
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Fig. 4.13 Illustration of the protein site-direc-
ted library design protocol of Eksterowicz and
coworkers [149]. Starting with the protein
structure, a site map is generated from the
active site. Pharmacophores are enumerated
and used to define the space for library de-
sign. Compounds are then selected with the

informative design tool such that the result-
ing subset will interrogate the target in differ-
ent but overlapping ways. The bit-strings for
four sample compounds are illustrated.
A green dot indicates a bit is turned on
(pharmacophore is present in the molecule).
(Reprinted with permission from [149]).



cophore fingerprint of each active site was then compared in turn to ligand-derived
descriptors for a series of selective ligands. With the use of a four-point pharmaco-
phoric descriptor, the degree of overlap between the protein and ligand descriptors
reflected the experimental selectivity [112, 147]. This work was extended with the
design of a library against Factor Xa using the DiR approach [148, 131].

Eksterowicz and coworkers have recently reported on a similar approach that com-
bines structure-based design and combinatorial chemistry through the use of site-
derived pharmacophores [149]. Protein active site pharmacophores complementary
to the protein residues are automatically generated and used to derive a protein phar-
macophore fingerprint as shown in Fig. 4.13. Application of the site-map generation
process to the ATP-bound structure of CDK2 is shown in Fig. 4.14. The ATP is re-
moved during site-map generation but is shown here to illustrate the correspon-
dence of the site points with pharmacophore groups on the ligand. Multiple li-
gand-bound protein structures can be used in the generation of a union finger-
print, thus allowing for receptor flexibility. Molecules are selected using the concept
of informative design [150], i.e., the resulting subset samples the site pharmaco-
phores in different but overlapping ways. The first iteration selects from a pool of
compounds with known activity. This allows certain site pharmacophores that are
hit by inactive but not active compounds to be removed from future designs.

4.4 Applications of the Biophore Concept 97

Fig. 4.14 Site map calculated for the ATP-
bound structure of CDK2. The ligand is re-
moved in the site map generation but is
shown here to allow for comparison of the

site map feature positions with the ligand ori-
entation. (Reprinted with permission from
[149]).



4.5
The Biophore Concept in ADME Prediction

The application of pharmacophore-based methods now extends throughout the
drug-discovery process. Traditionally, ADME (absorption, distribution, metabolism,
excretion) considerations were applied at quite a late stage, but more recently
there has been a trend to consider ADME properties at as early a stage as possible
in an effort to reduce the attrition rate of compounds in development [151–154].
There is an increasing understanding of the molecular processes underlying
ADME effects, and pharmacophore-based methods are being used widely to help
understand the ligand properties with the aim of designing molecules with re-
duced ADME liabilities.

The most widely studied systems are the metabolizing enzymes of the cyto-
chrome P450 superfamily [155], and much is known about the nature of their ac-
tive sites and ligand requirements [156, 157]. Because this family of heme-contain-
ing enzymes shares a common oxidative mechanism [158], molecular orbital
(MO) calculations have been used to identify likely sites of metabolism [159].
However, such calculations ignore the steric requirements of the protein active
site. The enzymes metabolize a wide-range of xenobiotics, and as such the active
sites must be fairly non-selective in the types of ligands they bind. Indeed, it has
been shown that CYP3A4, the most ubiquitous of the human P450 isoenzymes,
has at least two and possibly three distinct binding sites [160]. Nevertheless, phar-
macophore-modeling methods are providing much insight into the structural re-
quirements of these proteins. The first such report [161] related to CYP2D6, for
which a requirement for a basic nitrogen and a flat hydrophobic (or aromatic) re-
gion up to 7.5 Å distant could be defined. The most potent inhibitors also pos-
sessed a hydrogen-bond acceptor feature about 7 Å from the nitrogen. Ekins and
coworkers have employed Catalyst to study a number of P450 enzymes, including
inhibitors [162] and substrates [163] of CYP3A4, inhibitors of CYP2D6 [164], sub-
strates of CYP2B6 [165], and inhibitors of CYP2C9 [166]. However, as stated in
the introduction, a pharmacophore is necessary but not sufficient for activity, and
many inactive compounds will also be detected when performing a virtual screen.
Similarly, absence of a pharmacophore is not an indicator of lack of activity. Thus,
the best use of such methods in practice will be in suggesting how known sub-
strates are metabolized rather than as screens for library design or similar. This is
the approach taken by de Groot and coworkers, who combined pharmacophore
modeling with homology modeling and MO calculations to generate a predictive
system for determining the site of metabolism of CYP2D6 substrates [167, 168].

Until recently, protein structural information on human P450s could be ob-
tained only by homology to prokaryotic enzymes for which several crystal struc-
tures exist. However, the structure of a mammalian P450 has now been solved:
rabbit 2C5 [169]. de Groot and coworkers extended their combined pharmaco-
phore- and protein-modeling approach to CYP2C9, utilizing the rabbit structure
in their homology modeling to produce a more reliable structure [170]. Afzelius
and coworkers have combined homology modeling, docking, and chemometric
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methods in the derivation of a 3-D QSAR model for CYP2C9 inhibitors [171]. The
docking program GOLD [81] was used to generate multiple conformations for
compounds in the homology model based on the rabbit 2C5 structure. Informa-
tion on compounds with known interaction modes and principal components
analysis on the GRID [40] fields of the docked conformers was then used to select
one conformer for each inhibitor to be used in a PLS analysis. The final model
had a cross-validated q2 of 0.73 on the training set and a predictive error of less
than 0.5 log units on all eight compounds in the external test set. Interpretation
of the model was in agreement with site-directed mutagenesis studies.

P-glycoprotein (P-gp) is a membrane transport protein that can limit oral bio-
availability through drug efflux. P-gp substrates are also prevented from entering
the brain. In the absence of protein structure information, pharmacophoric meth-
ods have been employed to gain a better understanding of the requirements for
the substrates. Penzotti and coworkers have developed a computational ensemble
pharmacophore model for P-gp substrates [172]. This methodology is similar to
that for the active site modeling described in Section 4.4.3. All two-, three-, and
four-point pharmacophores are generated for the substrates, and an information
content measure is used to select the most informative pharmacophores. In this
study the preferred ensemble contained 100 pharmacophores, with a substrate
needing to match at least 20 of these. Application to an external test set gave a
correct prediction for 53% of the substrates and 79% of the non-substrates. The
ensemble model contained examples of the type I and type II patterns previously
identified by Seelig as necessary for P-gp substrates [173]. The type I pattern con-
tains two hydrogen-bond acceptors separated by about 2.5 Å, and the type II pat-
tern contains two hydrogen-bond acceptors separated by 4–5 Å. Alternatively, the
type II pattern consists of three hydrogen-bond acceptors separated by about 2.5
and 4–5 Å. Penzotti and coworkers propose using the ensemble pharmacophore
model as a filter for enriching virtual libraries with non P-gp substrates.

Another system of key importance is that of the pregnane X receptor (PXR),
identified recently [174], which is involved in the induction of P450s and P-gp,
among others. As such, PXR ligands can be a major cause of severe drug-drug in-
teractions. A pharmacophore model, derived using Catalyst, has been proposed for
PXR based upon ligand-binding data [175]. The recently solved crystal structure of
the ligand-binding domain of PXR [176] should help further validate and improve
such models, as in the P450 case described above.

4.6
Summary

The biophore concept provides a framework for the understanding of ligand-pro-
tein interactions in terms of the key interacting groups on the ligand and protein.
This abstraction enables the generation of models that are intuitive and at the
same time broadly applicable. The applications discussed herein show the useful-
ness of this approach. The biophore concept, which first had an impact mainly in
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lead optimization, rapidly became an important component of lead generation
strategies with the availability of the first 3-D database-searching methods. The
biophore concept has now become an integral part of modeling across the
breadth of the drug-discovery process from lead discovery to understanding the
pharmacokinetic properties of drugs.
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5.1
Receptors

Receptors are the trigger molecules regulating a great variety of metabolic and
physiological processes in cells as well as in more complex organisms. In the
pharmacological sense, receptors are transducer proteins that selectively and rever-
sibly bind an endogenous signaling molecule or its synthetic analogue, undergo a
conformational change, and modify a cellular response as a consequence. This
very general definition of the term receptor will be specified more precisely if we
look at the different types of receptors that are present in mammalian cells. On
one hand, there are the intracellular receptors of the nuclear receptor superfamily
such as the steroid hormone receptors, the retinoid receptors, and the thyroid hor-
mone receptors. The second category of receptor proteins is that of the mem-
brane-bound receptors, which are by far more diverse. Those receptors serve the
cells to transform a signal from the outside into a cellular answer. The superfam-
ily comprises the ion-channel-coupled receptors, the kinase-coupled receptors, and
the large family of G-protein-coupled receptors.

In this chapter we focus on the characterization of the interaction between G-
protein-coupled receptors and their ligands. The presented techniques for the ex-
amination of ligand binding and receptor activation, however, are not limited to
the analysis of this receptor group.

5.1.1
The G-Protein-Coupled Receptors

The G-protein-coupled receptors (GPCRs) are integral membrane proteins with
the common characteristic of seven membrane-spanning helices. Their endoge-
nous ligands can be monoamine messengers (epinephrine, acetylcholine, seroto-
nin, histamine, dopamine, etc.), lipids (prostaglandins, endogenous lipids, etc),
neuropeptides (neuropeptide Y [NPY], substance P [SP], cholecystokinin [CCK],
opioids, etc.), and peptide hormones (glucagon, angiotensin, bradykinin), as well
as small proteins (chemokines) and large proteins (glycoprotein hormones, throm-
bin, etc.). All GPCRs transduce their signals to the interior of the cell through the
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interaction with heterotrimeric G-proteins. Additionally, important sensory pro-
teins such as rhodopsin and the olfactory receptors belong to this family. The
length of the different GPCRs varies considerably, from less than 300 amino acids
for the smallest representatives, such as the adrenocorticotropin receptor, to more
than 1100 amino acids for the metabotropic glutamate receptors. The receptors
carry different posttranslational modifications such as glycosylation, which often
leads to higher molecular weights of the receptors than expected from the amino
acid sequence. Other modifications include disulfide bridges and palmitoylation at
specific sites. Most frequently, the GPCRs are classified by primary sequence
homology and subfamilies are named after well-characterized members. While
only low homology is found in the loop segments, the seven transmembrane he-
lices containing 20–25 hydrophobic amino acids show a higher degree of conser-
vation [1].

So far our insight into the three-dimensional structure of GPCRs is rather lim-
ited, as it is very difficult and time-consuming to crystallize such complex integral
membrane proteins. Therefore, our knowledge about the 3-D structure of GPCRs
is mainly based upon the crystal structures of bacteriorhodopsin and rhodopsin,
the only homologous proteins with an elucidated crystal structure. Mainly, the
crystal structure of bovine rhodopsin, solved by Palczewski et al. in 2000 [2], in
combination with molecular modeling provides valuable knowledge for the under-
standing of other GPCRs. Computer models based on the sequence homology be-
tween rhodopsin and other receptor proteins can now be calculated. However,
these models have to be investigated experimentally and crystal structures do not
necessarily represent a receptor’s native state, which is to be considered as a dy-
namic equilibrium rather than a single solid state.

5.2
Ligand-binding Theory

Binding of a ligand can lead to agonistic, antagonistic, or inverse agonistic effects.
Those effects are related to conformational changes in the receptor proteins and
subsequent activation or deactivation of signal transduction cascades (Fig. 5.1).
Due to a conformational change, receptors in the active state gain the ability to
bind heterotrimeric G-proteins, a variety of which are displayed in Tab. 5.1. The
G-proteins that are present in their inactive GDP-binding form then exchange
GDP to GTP. Smaller subunits of the heterotrimeric G-protein complex dissoci-
ate. The GTP-binding subunit also dissociates from the receptor and activates a
specific signal transduction cascade. This can mean activation or deactivation of
the adenylate cyclase, ion channels, phospholipase C, or phosphodiesterase.

So far, mainly two general models have been suggested that describe the inter-
action between a ligand and its receptor. The first one, also known as the induced
fit or conformational induction hypothesis, postulates the receptor to be there in
an inactive conformation. Agonist and antagonist are thought to bind to the recep-
tor in a similar way. Binding of an agonist induces a conformational change in
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the receptor molecule, which then leads to the binding of G-proteins and activates
the signal transduction cascade. In this model, antagonists bind to the same bind-
ing site as agonists, but do not induce the conformational change. The model can
explain the action of agonistic or antagonistic ligands. However, some ligands
have inverse agonistic effects, and, in fact, more and more substances formerly
considered as antagonists are now classified as inverse agonists [3]. Their binding
to a receptor not only inhibits the corresponding signal transduction pathway but
even reduces it below its basic level. For example, this is the case for some thera-
peutic drugs such as cimetidine (histamine H2 receptors), haloperidol (dopamine
D2 receptors), prazosin (�1-adrenoreceptors), timolol (�2-adrenoreceptors), and clo-
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Fig. 5.1 General scheme of the activation
and signal transduction cascade by a GPCR.
After binding of a ligand, the receptor is stabi-
lized in the active conformation. It then can
bind to the heterotrimeric G-protein. GDP
bound by the �-subunit is exchanged by GTP.

The �-subunit dissociates from the ��-com-
plex. The signal can be transduced by the ac-
tivated �-subunit as well as by the ��-com-
plex, which both then interact with their re-
spective effector molecules.

Tab. 5.1 G-protein subfamilies classified by their �-subunits.

Subfamily Effector protein

Gs Adenylate cyclase �
Ca2+ channels �

Gi K+ channels �
Ca2+ channels �
cGMP specific phosphodiesterase �
Adenylate cyclase�

Gq Phospholipase C�4
G12 –



zapine (D2 receptors and 5-HT2c receptors) [4–8]. Furthermore, the phenomenon
of constitutively active receptors has been observed where receptors are in an ac-
tive state without ligand binding. This is, for instance, the case for the human �2-
adrenergic receptor [9] and the human calcitonin receptor [10]. GPCRs have been
expressed at different levels in cell culture, and a direct relationship between the
level of expression and basal signaling could be shown [11]. Constitutive receptor
activity has been found mostly as a result of mutational changes in the sequence.
Both inverse agonism and constitutive activity suggest that not all receptor-ligand
interactions can be explained by the induced fit hypothesis.

The second model is that of conformational selection, which has been devel-
oped more recently. According to this hypothesis, GPCRs exist in at least two con-
formations. At least one of them binds to G-proteins and therefore is considered
as the active state (R�). In other states the receptor cannot bind to G-proteins and
is therefore referred to as the inactive, uncoupled receptor. There is an equilib-
rium between active and inactive conformations R��� R. In the absence of a li-
gand, usually the inactive receptors represent the majority in this equilibrium. If
a ligand is added, it may prefer a special conformation of the receptor for bind-
ing. In the case of an agonist, this will be the active state, whereas inverse ago-
nists will prefer the inactive state. Binding of inverse agonists will therefore lower
the level of basal signaling. Ligands that bind to active and inactive conformations
of a receptor with the same affinity will not influence the equilibrium. They are
competitive antagonists, as they can displace other ligands from the binding site
but do not lead to changes in basal signaling. Ligands with only little preference
for the active state will lead only to a small shift in the equilibrium towards the
active conformation. The consequence is an only moderate increase in signaling,
also referred to as low efficacy. Those compounds are partial agonists (Fig. 5.2).
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Fig. 5.2 Model of the receptor-ligand interac-
tion. Active (R�) and inactive (R) receptors
are in a state of equilibrium. Whereas an ago-
nist binds to the active conformation, an an-
tagonist binds to the inactive conformation of
the receptor. By stabilizing one conformation,

agonists and antagonists may shift the equi-
librium to the respective side. Competitive an-
tagonists will bind to both conformations
with the same affinity and therefore not influ-
ence the equilibrium.



Between R and R� there are only small differences in energy. This can be seen by
single amino acid mutations leading to constitutive receptor activity [12–14]. Con-
formational selection and conformational induction, however, are not necessarily
in contradiction. Both can be seen as two parts of one mechanism in which the
active conformation of a receptor is induced during the binding process, whereas
the ligand preferably binds to the active conformation [15].

5.3
Characterization of the Receptor-Ligand Interaction

The characterization of new receptors usually starts with the discovery of a new
receptor-ligand pair. This often starts with knowledge about a pharmacologically
active compound, the mode of action of which is unknown, as was the case for
neuropeptide Y [16], a 36-amino-acid neuropeptide extracted from porcine brain in
1982. On the other hand, it is also possible that a receptor is discovered for which
no ligand is known (orphan receptor). This was the case for the orexin receptors
OX1 and OX2 [17]. For neuropeptide Y (NPY) in humans, until now at least four
functional receptors have been identified, the NPY-Y1, NPY-Y2, NPY-Y4, and NPY-
Y5 receptors. (For the NPY-Y4 receptor, the endogenous ligand is the pancreatic
polypeptide.) In the case of the orexin receptors, we know two peptide ligands,
orexin A and orexin B, that differ significantly in their structure [18]. Once such a
set of ligands and their corresponding receptors are known, the characterization
of their interaction is necessary. On the one hand, it is desirable to understand
how a ligand like NPY can distinguish between its receptors and whether there
are differences in the binding mode. This will be especially important if it comes
to the design of subtype-specific, pharmacologically active compounds. On the
other hand, in cases like the orexin receptors – where we have the two ligands
orexin A and B both binding to the OX1 and the OX2 receptor, respectively, but
with different affinities [17] – it is important to find the causal connection be-
tween the ligand structure and its receptor selectivity.

5.4
Receptor Material

Usually, G-protein-coupled receptors and their ligands are first identified from pri-
mary tissue. However, it is difficult and also ethically questionable to get large
enough amounts of primary tissue samples to closely investigate them. Further-
more, the stability of those samples and the accessibility of the embedded receptors
can be a problem. There are different ways to circumvent those difficulties. Probably
the easiest way is the isolation and cultivation of cancer cell lines that endogenously
express the receptors that are of interest. This has been done with the SK-N-MC [19]
cell line and the SMS-KAN cell line [20], which express the NPY-Y1 and the NPY-Y2

receptor, respectively. Another commonly used method is the cloning of the recep-

5.4 Receptor Material 111



tors into either cancer cell lines or bacterial or yeast cells. Cancer cells have the ad-
vantage that they come closest to mammalian tissue cells, are able to make posttran-
slational modifications, and do not have a cell wall like yeast cells do. A number of
such cell lines have been established, such as BHK (baby hamster kidney), CHO
(Chinese hamster ovary), HEK (human embryonic kidney), or COS (SV40 trans-
formed African green monkey kidney cells) cells. Those cell lines can be transfected
with the DNA of GPCRs of interest [21–24]. The advantage is that this method allows
studies with genetically modified receptors in which single or different amino acids
are mutated or in which a receptor is fused to another protein [25]. The expression of
fusion proteins is often used in combination with fluorescent proteins, such as
green fluorescent protein (GFP) [26], to make receptors visible and to perform
fluorometric assays (see Section 5.8). Usually, such transfections are transient. To
make them stable, one can combine the receptor encoding DNA sequence with a
sequence encoding for an antibiotic resistance. Cultivation of the respective cell line
in an antibiotic-containing medium over a longer period of time then can lead to a
stable transfection [27–29].

5.5
Binding Studies

For new receptor-ligand pairs, usually the determination of binding parameters is
the first step. Also, for new, artificial compounds designed as new ligands for a re-
ceptor, it is important to determine whether they are binders. Therefore, a variety
of binding assays have been established that can be divided into two groups: sepa-
ration assays and direct assays [30]. In separation assays either whole cells or
membrane preparations containing the receptor of interest are used. They are in-
cubated with a radioactive- or fluorescent-labeled ligand until the state of equilib-
rium is reached. The receptor-ligand complex is then separated by centrifugation
or filtration and the amount of bound ligand is determined. The more recently de-
veloped direct assays, based on surface plasmon resonance (SPR) [31] or fluores-
cence correlation spectroscopy (FCS) [32], measure the receptor-ligand interaction
in real time.

5.6
Binding Kinetics

Interactions between G-protein-coupled receptors and their ligands are reversible
with the exception of rhodopsin. The binding parameters of a ligand can there-
fore be determined in a competition-binding assay with a labeled ligand. In such
an assay, the displacement of labeled ligand from the receptor is measured in the
presence of different concentrations of the examined ligand.

The general equation for a bimolecular association between a receptor (R) and a
labeled ligand (L�) is
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R� L� ��
k12

k21

RL� �Eq� 5�1�

where k12 is the association rate (on-rate) and k21 is the dissociation rate (off-rate) of
the receptor-ligand complex. The association constant K (not to be confused with the
association rate k12) of the ligand binding reaction is K = k12/k21, whereas the disso-
ciation constant Kd is Kd = 1/K= k21/k12. When L�= Kd = 1/K, then RL�= Rt/2, with Rt

being the total receptor concentration. In other words, if the free concentration of
the labeled ligand L� reaches the value of Kd, the receptor-binding sites will be
half-saturated with ligand. The value of Kd is one-half of the maximal specific bind-
ing Bmax. The free ligand concentration at 50% receptor saturation, the IC50 concen-
tration, is a measure of Kd (or 1/K).

The Kd and Bmax values of a ligand are determined in a saturation analysis. Cell
membranes or whole cells are incubated with different concentrations of a labeled
ligand. The resulting curve consists of specific binding to the receptor-binding
sites and non-specific, non-receptor-binding sites. Each concentration of the la-
beled ligand should therefore be displaced by a 1000-fold excess of unlabeled li-
gand to distinguish between specific and non-specific binding. To get the values
for the specific binding, the values for non-specific binding are subtracted from
those for total binding. The resulting curve for specific binding should be satur-
able at sufficiently high concentrations and represent a hyperbolic function
(Fig. 5.3a). As the Kd value is equal to the concentration of labeled ligand occupy-
ing 50% of the Bmax value, it can be determined from the saturation curve.

The data was formerly analyzed by Scatchard analysis where it is summarized
in the Scatchard plot. The amount of bound ligand divided by the amount of free
ligand in solution (y-axis) is plotted against the amount of bound ligand (x-axis)
(Fig. 5.3b). In the case of a bimolecular interaction, this should lead to a straight
line with a negative slope. The intercept point with the x-axis represents the Bmax

value, whereas the absolute value of the slope represents the Kd value (Eq. 5.2).
More recently, the Scatchard analysis is more and more replaced by computa-
tional non-linear regression analysis, a method that makes it possible to directly
solve the equation of one-site ligand binding.

y � Bmax � x
Kd � x

�Eq� 5�2�

From the Bmax value, the number of binding sites per milligram membrane prep-
aration or per cell, which corresponds to the number of receptors per cell, can be
calculated.

The IC50 concentration of an unlabeled ligand is determined in a competition
assay with a labeled ligand L�. This has the advantage that not every new or un-
characterized ligand has to be labeled but can be tested against an already labeled
and characterized compound. A constant concentration of L�, usually at or below
its Kd, is displaced by increasing concentrations of the unlabeled ligand. For a bi-
molecular reaction this results in a sigmoidal competition curve. The IC50 value is
the concentration of unlabeled ligand, which displaces 50% of the specifically
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bound labeled ligand from the receptor-binding site (Fig. 5.4). The IC50 value,
however, is dependent on the concentration of labeled ligand and may vary be-
tween experiments performed under different conditions.

With the constant value Ki, which is independent from the concentration of the
labeled ligand, it is easier to compare datasets from different experiments. Ki is
calculated according to the equation of Cheng and Prusoff [33]:

Ki � IC50

1� L
Kd

�Eq� 5�3�
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Fig. 5.3 (A) Saturation analysis for a radio-
labeled ligand. The x-axis represents the con-
centration of the labeled ligand. The y-axis
shows the dpm-values (decays per minute)
for total binding, non-specific binding, and
specific binding. The values for specific bind-
ing are obtained by subtraction of non-specif-
ic binding and total binding. (B) Scatchard

plot of a saturation analysis experiment. The
x-axis shows the amount of bound ligand,
whereas the y-axis represents the amount of
bound ligand divided by the amount of free
ligand in solution. Bmax is determined from
the intercept point with the x-axis. Kd is the
absolute value of the slope (both graphs pre-
sent artificial, idealized data).

	 1
Kd

Bmax



5.7
Binding Assays

5.7.1
Separation Assays

In separation assays the receptors, usually in the form of membrane preparations
or whole cells, are incubated with a labeled ligand. The incubation should be long
enough to reach the state of equilibrium, which can be anything from seconds to
hours. For thermodynamic reasons, the incubation should take place at room tem-
perature or body temperature, which allows the receptors as well as the ligands to
change conformation and therefore to interact with each other. As soon as the
state of equilibrium is reached, the receptor-bound fraction of the labeled ligand is
separated physically from the unbound fraction, which is still in solution. This
can be done by either centrifugation or filtration. To avoid disturbance of the es-
tablished equilibrium during the separation process and following washing steps,
the sample should be cooled during these procedures. This significantly reduces
the association and dissociation rate. Then the amount of receptor-bound labeled
ligand can be determined [30].

5.7.2
Radioligand-binding Assay

One of the most common separation assays to test for a ligand’s binding to a re-
ceptor is the radioligand-binding assay. Radioactively labeled compounds are used
in this type of assay. The high sensitivity of the method allows for the detection
and quantification of very small amounts of ligand. Tritium (3H) and iodine-125
(125I) are the most commonly used isotopes. The selection of the respective label
should, besides the availability, consider the radiochemical and safety properties.
Tritium has a long half-life period (more than 12 years), which means that no cor-
rection is needed for the decay during the experiment and a labeled tracer can be
used over a long period of time (provided that it is chemically stable). Further-
more, its incorporation into a molecule has no or only few sterical effects. Its
properties as a beta radiator with a low radiant energy and only short radiant dis-
tance (0.6 cm in air) make it more convenient for handling than the gamma emit-
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Fig. 5.4 Competition analysis (idealized
data). The labeled ligand, which is held at a
constant concentration at or below its Kd, is
displaced by increasing concentrations of
the examined ligand. The x value of the cur-
ve’s inflection point represents log IC50.



ter iodine-125. However, the lower efficiency in measurement of 3H (only 40% in
liquid scintillation counting) may make it unsuitable for some applications. 125I,
with its higher radiant energy, higher maximum specific activity, and higher effi-
ciency of measurement (75–90% in gamma counting), may be more suitable for
assays in which very high sensitivity is required. One major disadvantage is, how-
ever, the size of the isotope 125I, which can cause sterical changes in the tracer
molecule and thereby influence its binding properties. Also, the low half-life peri-
od of 125I makes it necessary to re-determine the specific activity of the labeled li-
gand before every assay.

The radioactive binding assay can be used in both saturation and competition as-
says (see Section 5.6). In the saturation analysis, a variety of ligand concentrations
are used to get a saturation curve. Each concentration is then competed by a
1000-fold excess of the unlabeled ligand to determine the level of non-specific bind-
ing. In the competition assay, a single concentration of the radioligand is used. This
concentration should preferably be at or below the Kd value of the respective ligand.
It is then competed by a variety of concentrations of the unlabeled ligand. The con-
centrations of the unlabeled competitor should be chosen in a way that the resulting
competition curve covers the complete range from no displacement at all to com-
plete displacement of the labeled ligand from the receptor [30, 34].

5.8
Fluorometric Assays

5.8.1
Fluorescence Labels

Examples of fluorescence labels for ligands are carboxyfluorescein, Cy3TM, a com-
mercially available fluorescent marker based on a cyanine dye or tetramethyl-
rhodamine. They are chemically introduced into a ligand. As with the radioactive
labels, a possible influence of the labels on the binding behavior of the labeled
ligands has to be considered, especially as the fluorescent dyes are complex mole-
cules. Furthermore, the receptors themselves can be fluorescent labeled, which is
done recombinantly. The respective receptors are expressed as fusion proteins
with fluorescent proteins, e.g., green fluorescent protein (GFP) from Aequorea vic-
toria, one of its mutant variants, or DSRed from Discosoma striata [26, 35].

5.8.2
Fluorescence Correlation Spectroscopy (FCS)

For a number of assays, fluorescent-labeled analogues of a ligand are used. Some
of those assays are of a quantitative nature, such as in fluorescence correlation
spectroscopy (FCS), where the fluorescent-labeled analogue is used to determine
binding kinetics (Fig. 5.5) [36]. FCS allows the direct detection of molecular inter-
actions in solution. FCS monitors the random motion of a fluorescent molecule
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in a defined volume (�1 fL). Thereby, the diffusion rate of a particle can be de-
tected, which is directly dependent on the particle’s mass. Therefore, FCS can
quantify the bound and the free fraction of the fluorescent-labeled ligand and can
be used to determine binding parameters. In contrast to the radioligand-binding
assay, this has the advantage that the receptor-ligand interaction can be directly
monitored over a longer period of time. Recently, FCS was applied to study the re-
ceptor diversity of the neuropeptide galanin in cultured cells [37]. In this case
three different diffusion times for rhodamine-labeled galanin (Rh-GAL) could be
detected: one short diffusion time for unbound Rh-GAL and two different longer
diffusion times for membrane-bound Rh-GAL. Those findings suggest that FCS
allows one not only to determine the amounts of bound and unbound ligand for
a receptor-ligand complex but also to distinguish between different receptor sub-
populations or different receptor subtypes.

5.8.3
Fluorescence Microscopy

Other fluorometric assays will be of a more qualitative nature, if it comes to mi-
croscopic studies to characterize receptor expression on cells [38, 39] (Fig. 5.6) or
receptor internalization upon the binding of a ligand [40].

5.8.4
Fluorescence Resonance Energy Transfer (FRET)

The use of either pairs of differently fluorescent-labeled receptors or fluorescent-
labeled receptors and fluorescent-labeled peptides allows fluorescence resonance
energy transfer (FRET) studies. The prerequisite is that the used chromophores
form a FRET pair. This means, when in close proximity, that the so-called donor,
excited at a certain wavelength, transfers its radiation energy non-radiatively to the
closely located acceptor chromophore. Emission at the acceptor’s emission wave-
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Fig. 5.5 Schematic setup of a flu-
orescence correlation spectrome-
ter. A beam of parallel laser light
is focused by an immersion objec-
tive onto a fluorescent sample.
The fluorescence of molecules tra-
versing the focus is collected by
the same objective. It is filtered,
focused, and detected. Signal
autocorrelation is carried out by
the computer (PC).



length can be detected (Fig. 5.7). A receptor-ligand FRET pair can be used to study
the binding of a ligand to its receptor [41]. The co-transfection of cells with a re-
ceptor-receptor FRET pair can help one to decide whether a receptor is present in
the cell membrane as a monomer or dimer [42, 43]. If two different types of re-
ceptors are used in a FRET assay, it may even help one to decide whether the re-
ceptors are present as heterodimers.

5.9
Surface Plasmon Resonance

Another technique used for the analysis of receptor-ligand interaction is surface
plasmon resonance (SPR), with its first commercially available application in the
BIAcore® instruments [44] (Fig. 5.8). Like FCS, it allows the determination of ki-
netics by monitoring the association and dissociation of a receptor-ligand complex
in real time. The interaction partners do not necessarily have to be labeled, which
is an advantage of the technique. The principle of SPR measurements is based on
an optical phenomenon. The core unit in this technique is a sensor chip consist-
ing of a thin gold film with a modified surface attached on one side. One reactant
is attached to the modified sensor surface, whereas the other reaction partner
flows past this surface in solution. When the two interaction partners form a com-
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Fig. 5.6 Fluorescence micro-
scopy image of BHK cells ex-
pressing a human NPY-Y2 re-
ceptor-GFP fusion protein.

Fig. 5.7 Principle of FRET. A donor fluorophore is ex-
cited at a certain wavelength and transfers its radia-
tion energy non-radiatively to a closely located accep-
tor fluorophore. Emission at the acceptor’s wave-
length can therefore be measured to determine
whether the two chromophores are co-localized or
not.



plex, the mass on the sensor chip surface increases; when the complex dissoci-
ates, the mass falls. This leads to changes in the refractive index in the aqueous
layer close to the sensor chip surface that is measured by an optical detection unit
on the dry side of the chip. The signal measured in arbitrary resonance units
(RU) is approximately proportional to the change in mass with 1 RU = 1 pg/mm2

for proteins [45]. A variety of sensor chips with modified surfaces is commercially
available, most of them based on a carboxymethyldextrane matrix. This can be
used to directly couple one interaction partner via its functional groups by defined
coupling chemistries for thiol, amine, or aldehyde coupling, or it can be further
modified for capturing biotinylated or histidine-tagged interaction partners or for
capturing liposomes. Finally, there is also a hydrophobic sensor surface available,
composed of long-chain alkanethiol molecules, that can be used to construct lipid
bilayers as membrane-like environments [46]. As recently described, liposome-cap-
turing sensor chips can also be used to reconstitute G-protein-coupled receptors
on them [47]. This was done with rhodopsin as the most frequently used model
for G-protein-coupled receptors in general. Rhodopsin was immobilized and re-
constituted in mixed micelles on the sensor chip surface. If the technique turned
out to be suitable for other G-protein-coupled receptors as well, it might become a
valuable tool to test for the functionality of solubilized receptors, as well as to
screen for new ligands and to determine binding kinetics.
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Fig. 5.8 Schematic setup of the surface plas-
mon resonance (SPR) detection unit in a Bia-
core® instrument. One interaction partner is
immobilized on a modified gold surface,
whereas the other flows by in solution. On
the other side of the sensor chip, a beam of
polarized light is reflected by the gold film.
The optical phenomenon SPR leads to a re-

duction in the intensity of reflected light at a
certain angle (A). This effect is dependent on
the refractive index at the sensor surface and
thereby on the mass bound to the chip.
Therefore, the angle changes if a ligand is
bound by the molecules immobilized on the
chip (B). The response values are then dis-
played in resonance units (RU).



5.10
Molecular Characterization of the Receptor-Ligand Interaction

5.10.1
Antibodies

Antibodies can be used for a variety of applications in the molecular characteriza-
tion of receptors and receptor-ligand interactions. Antibodies can be used for the
detection of receptors in tissue slices, Western blot experiments [48], or ELISAs
(enzyme-linked immunosorbent assays) [49]. They can also be used in competi-
tion experiments to map the binding epitope of a ligand [50]. Even though the
use of antibodies is routine, there is no general protocol for their generation.

Polyclonal antibody sera contain many different antibodies with different affi-
nities for the epitopes of an antigen. They are generated by immunization of ani-
mals, mostly chickens or rabbits [51], with the antigen (Fig. 5.9 b). To get good im-
munization results, the animal species should not be too closely related to the
species where the antigen comes from. In the case of a G-protein-coupled recep-
tor, immunization may be done with the whole protein or peptide segments of
the receptor. Immunization with a whole receptor protein will create a serum
with a high diversity of antibodies directed against all parts of the molecule – ex-
tracellular, intracellular, or transmembrane segments [51]. The production of suffi-
cient amounts of purified receptor is often difficult and is connected with consid-
erable loss of material. One possibility is the separation on a polyacrylamide gel,
followed by blotting onto a nitrocellulose membrane. The membrane can then be
introduced under the skin of the animal. Even more drastic is the direct injection
of a portion of polyacrylamide gel containing the receptor. However, these meth-
ods not only are very stressful for the animal but also are applicable only if other
methods to identify the respective receptors are known. As antibodies are often
generated against not very well characterized proteins, this may be a problem.

The immunization of animals with synthetic peptides is a way to circumvent
these problems. Furthermore, it has the advantage that it leads to antibodies direc-
ted against a specific and known part of the protein, a benefit in some applica-
tions. Such antibodies can recognize parts of a receptor involved in ligand binding
or serve as ligands with agonistic [52, 53] or antagonistic properties themselves.
They can also displace other ligands, which might help to localize their binding
site at the receptor. The peptide sequences are available from GenBank entries of
the respective receptor or can be determined from the coding gene sequence. To
allow good accessibility in cell or membrane assays, the peptide segments should
preferably be chosen from parts of the protein exposed to the surface, especially
the extracellular domain [49]. For previously unknown proteins, this information
can be estimated from hydropathicity blots. Antibodies generated against intracel-
lular parts of the receptor can be used to explore signal transduction processes or
G-protein binding [54].

To act as an antigen, the mass of a protein should be higher than 5–10 kDa.
This often is not the case for the peptides of a receptor loop, so they have to be
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Fig. 5.9 (A) Model of an immunoglobulin
molecule. The molecule consists of the Fc
portion, containing two disulfide bridges and
two Fab portions with one disulfide bridge
each. The Fab portions carry the variable do-
mains of the antibody. (B) Immunization
scheme for rabbits. Before administration of
the antigen, a preliminary bleed should be
taken. The animal is then immunized with the
antigen. After 14 and 28 days, the first and
second booster immunizations are given. After

35 days a first bleed is taken from the animal.
The third booster immunization follows after
56 days. Final bleeding is taken after 63 days.
(C) Phage display for the generation of mono-
clonal antibodies. Different antibodies are dis-
played on the phages’ surfaces. They are then
selected via an antigen. The phages that dis-
play antibodies with affinity for the antigen
are amplified in E. coli. Finally, the sequences
of the respective antibodies are identified on
the DNA level [51].



coupled to a larger protein carrier. Because the immunogenic reaction will be di-
rected against parts of the carrier as well, it should not be relevant for future as-
says. Bovine serum albumin (BSA) or keyhole limpet hemocyanin (KLH) is com-
monly used. Because BSA is often used as a blocking agent, for instance in Wes-
tern blotting, KLH might be a better choice in many cases.

Antibody sera obtained from immunized animals can in some cases be directly
used for further experiments. Further purification and enrichment, however, are
often necessary to increase the specificity and overall affinity of the purified anti-
bodies. Simple enrichment of the antibodies can be achieved by precipitation with
ammonium sulfate [55] or by chromatography with protein A [56] or protein G,
bacterial cell wall proteins that specifically bind to the Fc portion of immunoglob-
ulins. A more specific enrichment is achieved by affinity chromatography with an
antigen column.

An alternative to the rather complex mixtures of polyclonal antibodies are mono-
clonal antibodies [51]. In the first step, as for polyclonal antibodies, an animal is im-
munized. The antibody-secreting lymphocytes are then isolated from lymphoid tis-
sue and fused with plasmacytoma cells of a similar differentiation state. The new
hybridoma cells can then be cultivated and selected, and supernatants can be
screened for activity against the antigen. This procedure can be repeated until a
clone is found, which produces antibodies with good affinity. Monoclonal antibodies
have the advantage that they can theoretically be reproduced infinitely.

Another possibility for the generation of monoclonal antibodies is phage display
[51] (Fig. 5.9c), an evolutionary technique in which antibody V genes are cloned
for display of assembled heavy- and light-chain variable domains into filamentous
bacteriophage. Phages binding to the antigen are selected and soluble antibody
fragments are expressed by infected bacteria.

5.10.2
Applications of Antibodies

5.10.2.1 Receptor and Ligand Detection
Because there are a huge variety of applications for antibodies, in this section we
focus on those concerning receptor characterization and receptor-ligand interac-
tion. Antibodies represent a valuable tool to detect receptors as well as their li-
gands in tissue samples by direct staining of tissue slices. Another method is the
separation of cell membranes by SDS polyacrylamide gel electrophoresis (SDS-
PAGE), followed by Western blotting onto a nitrocellulose or PVDF membrane
(Fig. 5.10). In both cases the receptors are incubated with the antibodies, non-
bound antibodies are washed away, and a second antibody specific for the Fc frag-
ment of the first antibody is added. The second antibody is labeled, either for di-
rect detection with a fluorescent dye or radioactivity or for detection by a staining
reaction, with enzymes like alkaline phosphatase or horseradish peroxidase.

Often nothing is known about new receptors but their amino acid sequence. In
such cases antibodies can be used to screen for their production in various tissues
either directly in tissue slices or after immunoblotting of membrane preparations
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[48, 49]. Such immunohistochemical studies were performed for the angiotensin
II receptor subtypes AT1 and AT2 in rat adrenal gland [48] and in the heart of rab-
bits [57], for the metabotropic glutamate receptor in rat piriform cortex [58], for se-
rotonin 5-HT2A and 5-HT3 receptors in inhibitory circuits of the primate cerebral
cortex [59], and for the dopamine D1 and D2 as well as M4 muscarinic receptor in
striatonigral neurons [60].

5.10 Molecular Characterization of the Receptor-Ligand Interaction 123

Fig. 5.10 Receptor characterization by SDS-
PAGE and Western blotting. A cell membrane
sample is separated by SDS polyacrylamide
gel electrophoresis. The proteins are then
blotted onto a nitrocellulose membrane. The
membrane is incubated with an antibody that
is specific for the receptor. After incubation

with a second enzyme-linked antibody, the re-
ceptor band is stained with an enzymatic dye
reaction. The parallel separation of a standard
protein mixture allows one to determine the
molecular mass of the receptor (MP: marker
proteins; CM: cellular membrane) [51].



5.10.2.2 Receptor Characterization
The detected receptor masses in immunoblotting experiments often differ signifi-
cantly from those calculated from the amino acid sequence [48, 49]. Sometimes
even several bands of different molecular masses are detected for one receptor.
Higher receptor masses and different bands may be due to posttranslational modi-
fications like glycosylation or lipid residues. However, such observations are often
difficult to explain and have to be checked carefully in each case. To distinguish
whether a receptor double band is due to differences in the degree of glycosyla-
tion, due to different splice variants, or simply due to receptor degradation during
the work-up process, a deglycosylation experiment can be performed. For this the
receptors are treated with enzymes that release oligosaccharides from glycosyla-
tion sites, followed by immunoblotting and staining with antibodies. If a receptor
is glycosylated, this should result in a single band, which should be detectable at
the calculated molecular weight of the receptor.

The most frequent posttranslational modifications for GPCRs are N-glycosylation
at the N-terminus and external loop Asn-X-Ser/Thr sequences (human calcitonin
receptor-like receptor [61] and �1B-adrenergic receptor [62]), palmitoylation (human
dopamine D1 receptor [63]), and phosphorylation (�2 adrenergic receptor [64]).

For many receptors different subtypes with a high degree of sequence homol-
ogy are known. In cases such as the neuropeptide Y receptor family – with the Y1,
Y2, Y4, and Y5 receptors functionally expressed in humans – or the angiotensin II
receptor family – with the receptors AT1A, AT1B, and AT2 in human – antibodies
that distinguish between different receptor subtypes are a valuable tool to monitor
the receptor expression on the protein level [48, 49].

5.10.2.3 Functional Characterization of the Receptor-Ligand Interaction
Antibodies generated against a peptide segment of a receptor can be used to map
the binding site of the endogenous ligand at the respective receptor. This is espe-
cially the case if a variety of antibodies generated against different receptor pep-
tides are available. The receptors are then simultaneously incubated with ligand
and antibodies. In an ELISA the amount of antibody bound in the presence or ab-
sence of the ligand can be determined. Competition is expected for antibodies
that have binding sites at the receptor that are overlapping with the ligand’s bind-
ing site. In addition, competition assays with radiolabeled ligand can be per-
formed. In that case the amount of ligand bound to the receptor is determined
after simultaneous incubation with the antibody. The assay is performed in the
same way as the radioactive competition assay (see Section 5.7.2). Finally, if photo-
activatable analogues (see Section 5.10.5) of the ligand are available, they can be
cross-linked to the receptor. Afterwards, the cross-linked receptor-ligand complex
can be incubated with the anti-receptor antibodies to see whether their binding
site is blocked. A combination of these techniques was used to characterize the
binding site of NPY at the Y1 receptor [50].
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5.10.3
Aptamers

Aptamers (Latin aptus= fit) are RNA or DNA molecules isolated from combinator-
ial nucleic acid libraries by in vitro selection experiments termed SELEX: systemat-
ic evolution of ligands by exponential enrichment. A few binders with good affi-
nities for the target are selected from up to 1015 different oligonucleotide se-
quences. The selection is performed by column chromatography or other enrich-
ment techniques that are suitable to separate binders from non-binders. Non-
binders are washed away, whereas the binders are regained, amplified, and sub-
jected to a new cycle of selection. After several cycles the stringency of the bind-
ing conditions is increased, which allows the selection of good binders only [65].
Developed in 1990 [66, 67], until now aptamers have been isolated against more
than 150 target molecules, among them small organic molecules, amino acids,
peptides, and proteins [68].

The mechanism of target recognition by aptamers is adaptive [69]. Whereas
they are predominantly unstructured in solution, aptamers fold upon association
with their ligands. The ligand becomes an intrinsic part of the nucleic acid struc-
ture, and the 3-D structures of aptamer complexes form highly optimized scaf-
folds for specific ligand recognition. Thus, aptamers, like receptors, seem to be
able to distinguish not only between different ligand molecules but also between
different conformations of a single molecule. This was nicely demonstrated for an
aptamer selected against the 36-amino-acid peptide NPY [70]. NPY is the endoge-
nous ligand for the Y1, Y2, and Y5 receptors. Receptor-selective, conformationally
constrained, synthetic analogues of the peptide are known, suggesting that NPY
binds to its receptors in different conformations (see Section 5.10.4.2). The gener-
ated aptamer was tested against a variety of these peptides and showed preference
for Y2-receptor-selective analogues of NPY. Furthermore, a competition experiment
was performed in which aptamer and radiolabeled NPY were simultaneously incu-
bated with the respective receptors. Again, the aptamer showed higher competi-
tion for NPY at the Y2 receptor.

Recently, intramers, aptamers that can be expressed inside cells and retain their
function [71], were developed. Such intramers might also be generated against
biomolecules that are part of a signal transduction pathway. In the future they
might be used to elucidate signal transduction cascades triggered by a receptor.

5.10.4
Receptor Mutation and Ligand Modification

A way to gain insight into the interaction between a receptor and its ligand is to
mutate single or several positions in the receptor sequence or to modify the li-
gand. Whereas in the receptor molecule an amino acid is usually substituted by
another, the modifications of the ligand can be various. Different ligands, endoge-
nous or synthetic, for a receptor do not necessarily have the same chemical struc-
ture. They do not even have to be members of the same chemical class; therefore,
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the determination of a pharmacophore (defined orientation of functional groups
being the basis of biological action) may be difficult. Another problem is the de-
termination of the ligand’s binding site at the receptor, especially because mem-
brane receptors are difficult to crystallize and our structural models of G-protein-
coupled receptors are based mainly on the X-ray structure of rhodopsin.

5.10.4.1 Receptor Mutagenesis
One way to locate domains of a receptor that are involved in ligand binding is the
creation of chimeric receptors. Chimeric receptors are fusion proteins in which
one part originates from one receptor and the other part originates from another
receptor. In most cases, chimeric receptors are used to obtain an initial picture of
the location of interesting segments involved in ligand binding [72]. Usually, such
chimeric constructs are made of two closely related receptors, such as the neuroki-
nin NK1 and NK2 receptor [73], to obtain functional receptors. There are, however,
examples of chimeric constructs from two distantly related receptors, such as the
muscarinic M3 and the adrenergic �2 receptor [74, 75]. In the respective chimeric
constructs, the amino terminal five transmembrane domains (TMs) originated
from the �2 adrenergic receptor and the carboxy terminal two TMs originated
from the M3 receptor (or vice versa). Whereas the single chimeric constructs were
not functional, the co-expression of both constructs leads to functional activity cor-
responding to both an adrenergic and a muscarinic receptor.

Another way to gain more detailed information on important residues for li-
gand recognition is site-directed mutagenesis of single amino acid residues of a
receptor sequence. Before receptor mutations are introduced, one has to select
amino acids that are likely to be of relevance for receptor function and ligand
binding. One approach is to search for conserved residues of a receptor. This can
be done by alignment either of sequences of the same receptor from different spe-
cies or of sequences of different subtypes of a receptor family. Conserved amino
acids, especially in the extracellular regions but also in the transmembrane re-
gions, are likely to play a role in the mechanism of ligand binding.

Amino acids in a transmembrane helix often interact with amino acids from an-
other helix in a way that stabilizes the inactive conformation of a receptor [76].
Disruption of such an interaction by an agonistic ligand or by mutation of one in-
teraction partner leads to a change in conformation and to activation of the recep-
tor. This was demonstrated for the �1B-adrenergic receptor in which residues
Asp125 in transmembrane domain 3 and Lys331 in transmembrane domain 7 ap-
parently form a salt bridge that holds the receptor in the inactive conformation
[77]. The mutation of Lys331 to Ala led to a six-fold increase in recognition of the
endogenous ligand epinephrine without influencing the binding behavior of selec-
tive antagonists. Furthermore, the mutation led to an increased level of basal re-
ceptor signaling. This explains why some receptors upon mutation of one single
amino acid residue are constitutively active. In combination with modeling stud-
ies, an assumption for the second interaction partner can be made, which then
has to be confirmed by creating the respective mutant.
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Conserved residues in the intracellular parts of a receptor are more likely to be
involved in G-protein binding and signal transduction. This is the case for the
DRY motif, a highly conserved amino acid sequence that, with the exception of
some conservative mutations, is present in all rhodopsin-like receptors [1].

Another way to identify residues that might be important for ligand binding is
to take amino acids from the putative binding region of a receptor and to search
for possible interaction partners in the ligand. This approach was performed with
the human NPY-Y1 receptor, where a number of negatively charged aspartic acid
and glutamic acid residues in the extracellular domains of the NPY-Y1 receptor
were systematically mutated to alanines [78]. Those residues are possible partners
for electrostatic interactions with positively charged amino acids (arginine, lysine,
and histidine) in the N- and C-termini of NPY. In radioligand-binding assays, a
number of residues were shown to be essential for ligand binding (D104, D194,
D200, D287), whereas others had no or only moderate effects.

5.10.4.2 Ligand Modification
To investigate which residues of the ligand are important for receptor recognition,
analogues of a known ligand often are synthesized and tested for binding at the
respective receptors. This can be done by rational or combinatorial approaches or
by a mixture of both. In combinatorial methods the ligand is modified systemati-
cally, and up to several hundred slightly different compounds are prepared. Such
methods have become possible with the introduction of robotic techniques for
chemical synthesis that allow the simultaneous synthesis of many compounds at
the same time. Such a set of chemical entities is also called a library. The single
compounds are then tested for binding and for their biological activities. Thus,
more important residues can be distinguished from less important ones. If analo-
gues with antagonistic properties are detected, structural comparison to the en-
dogenous ligand may help to detect elements that are necessary for receptor acti-
vation. For instance, aromatic side chain residues like Tyr, Trp, His, and Phe can
be found to play an important role in receptor activation [79]. Also, the reduction
of backbone amide bonds converts some peptide agonists to antagonists. This was
demonstrated for the C-terminal tetrapeptide of gastrin, where the respective
pseudo-peptide analogues had antagonistic properties [80].

Other approaches are more rational. For peptide ligands, a fast way to locate the
binding site on the ligand is to create truncated analogues, representing only
parts of the original molecule. The truncation does not necessarily have to be N-
or C-terminal; also, centrally truncated analogues have been reported to act as li-
gands. In the case of NPY, a highly Y2-receptor-selective analogue was reported in
which the central amino acids 5–24 have been replaced by a single aminohexa-
noic acid (Ahx) molecule [81]. This leads to the assumption that a conformation
in which the N- and the C-termini of the peptide are closely associated is relevant
for binding at this receptor.

As with the receptors, for peptide ligands, chimera can be created in which one
part of the molecule originates from one peptide, whereas the other part origi-
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nates from a second peptide. If the original peptides are ligands of the same re-
ceptor family, the chimera can be used to determine structural characteristics that
are the precondition for subtype specificity. Chimeric peptides have been used to
study the interaction between galanin and its receptors [82].

A more rational approach is the alanine scan (Fig. 5.11), a method frequently used
to screen the amino acid sequence of peptide ligands for the contribution of each
residue to the receptor-ligand interaction. In an alanine scan, every single amino
acid of a peptide’s natural sequence is replaced by l-alanine. Alanine residues in
the natural sequence are usually replaced by glycine. For example, a complete ala-
nine scan of neuropeptide Y revealed residues that are important for NPY’s interac-
tion with the NPY-Y1 and NPY-Y2 receptors [83]. Testing of the analogues at the re-
spective receptors revealed that parts of the ligand, such as the C-terminal pentapep-
tide amide and especially R33, were necessary for the recognition of both receptors.
Other residues were needed only for the binding to one receptor (P2, the NPY loop
and R33 for the Y1 receptor and the C-terminal helix, and Y36 for the Y2 receptor),
whereas their exchange was tolerated by the other receptor.

Based on the findings from an alanine scan, further peptides can be synthe-
sized in which residues involved in the receptor recognition are substituted by ho-
mologous amino acids. Interesting in this context is also the use of conformation-
ally constrained analogues in which amino acid residues such as the helix breaker
proline or the turn-inducing motive alanine-aminoisobutyric acid are introduced
into the natural peptide sequence.

In the case of NPY, a ligand that has a distinct conformation in solution [84,
85], it is questionable whether the observed effects are due to direct interactions
between residues of the ligand and side chains of the receptor or whether they
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Fig. 5.11 L-Alanine scan of CGRP Y0-28-37, a
selective antagonist for the human calcitonin
gene-related peptide 1 receptor (CGRP1). The
analogues were tested in binding-competition
assays against (125I-iodohistidyl)-CGRP.
Whereas the replacement of some residues

leads to complete loss of binding (P29, T30,
V32, and G33), other replacements have a
more moderate effect on the receptor recogni-
tion (n.d.= no displacement; (A36) was not re-
placed) [100].



are caused by an altered conformation of the ligand. Thus, instead of solely deter-
mining the binding affinities of modified ligands, one has to investigate their con-
formation as well. Usually, it is easier by far to gain structural information on the
ligands than on G-protein-coupled receptors. Many ligands can be synthesized in
sufficient quantity and purity, most of them are water-soluble, and some of them
can also be crystallized. A number of techniques allow structural insight into li-
gand conformation, such as X-ray crystallography, solid-state and solution NMR,
and circular dichroism studies for peptides. Well-characterized sets of ligands,
especially when containing agonists as well as antagonists for a specific receptor,
can be used for computer modeling and structure affinity relationship studies. Li-
gands for receptors that are not members of the same chemical class and there-
fore do not share structural similarities at first sight are especially helpful in creat-
ing a pharmacophore hypothesis.

5.10.4.3 Combination of Receptor Mutation and Ligand Modification
Some amino acids of a receptor’s sequence, when mutated, may have effects on
the recognition of an agonist but not on the recognition of an antagonist and vice
versa, a fact that supports the conformational selection hypothesis for the interac-
tion between ligands and their receptors (see Section 5.2). Based on the men-
tioned mutagenesis study at the NPY-Y1 receptor and the results of the alanine
scan of NPY, a model for the interaction of NPY with the hY1 receptor was de-
signed [86]. In the meantime, the non-peptide compound BIBP 3226 was created
and shown to act as a competitive, specific, and selective Y1 receptor antagonist
[87, 88]. A second receptor mutation study at the NPY-Y1 receptor, based on those
findings, showed that the agonist NPY and the antagonist BIBP 3226 share an
overlapping, but not identical, binding site [89]. Whereas some mutations affected
the binding of the endogenous ligand NPY only, others lead to decreased binding
of both NPY and BIBP 3226, and one mutation affected the binding of the antago-
nist BIBP 3226 only.

A similar approach was done with the NK-1 receptor and its peptide ligand sub-
stance P [90]. Important residues for the recognition of substance P were identi-
fied in the N-terminal extension, just outside the transmembrane domain 1 (TM-
I), in the first extracellular loop outside TM-II and at the top of TM-III. Substitu-
tions of these residues lead to a dramatic loss of binding of substance P but did
not affect non-peptide antagonist binding. The residues important for non-peptide
antagonist binding were identified in the outer parts of TM-IV and TM-V. As in
the case of the NPY-Y1 receptor, substance P and the antagonists are competitors
at the NK-1 receptor but seem to bind differently. Strikingly, one of the antagonist
compounds CP96,345, seems to share no interaction point at the receptor with
substance P, despite being a competitive antagonist. This again may be explained
by the hypothesis of conformational selection, with the antagonists stabilizing an
inactive conformation of the receptor and thereby inhibiting the recognition of
substance P. The introduction of some mutations interestingly did not affect the
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ability of radiolabeled substance P to bind to the mutant receptors but impaired
its ability to compete with the radiolabeled non-peptide antagonists.

The combination of receptor mutagenesis and ligand modification helps to elu-
cidate specific interactions between residues of the ligand and residues within the
receptor sequence.

5.10.5
Cross-linking

Modification of the ligand and receptor mutagenesis studies are indirect ap-
proaches for the analysis of molecular interactions between a receptor and its li-
gand. It can be difficult to determine whether a change in affinity is caused by an
altered conformation of either the receptor or the ligand or whether it is due to
changed direct molecular interactions. An alternative method to circumvent this
problem is to covalently link a ligand to its receptor after incubation. The interac-
tion site can then be determined. In principle two different proceedings are
known for cross-linking. One is the use of an additional bifunctional photoactiva-
table linker molecule. This has the advantage that the ligand does not have to be
modified. However, a limitation of this method is that bifunctional reagents often
cross-link the ligand with the receptor at 14–16 Å from the binding site [1].

One way to circumvent this problem is to introduce photoactivatable groups
into the ligand itself (Fig. 5.12 a). For peptide ligands a number of photoactivata-
ble amino acids are known that upon irradiation with UV light form highly reac-
tive species, for example, a carbene, a nitrene, or a diradical [1]. The binding be-
havior of the respective photoactivatable analogues of a native ligand of course has
to be characterized before performing a cross-linking experiment, e.g., in a radioli-
gand-binding assay [91].

Provided the photoactivatable ligand shows binding behavior similar to the na-
tive ligand, it can be used for cross-linking studies. To enable detection of success-
ful cross-linking, the introduction of a second label is favorable [92]. This can be a
radioactive isotope, which has the advantage of a very low detection limit, a fluo-
rescent dye, or a group with a defined interaction pattern such as biotin or a histi-
dine-tag. The latter ones have the advantage that they allow the specific purifica-
tion of the cross-linked receptor-ligand complex [93]. A standard procedure is to
incubate the photoactivatable ligand with the receptor as in a standard binding as-
say [91]. The ligand’s photoactivatable group is then activated by irradiation with
UV-light and thus is covalently cross-linked to close residues in the receptor se-
quence [91]. At this point it is of crucial importance to check for the specificity of
the cross-linking, as most photoactivatable groups will react with any residue in
their close environment [92]. Therefore, displacement assays with unlabeled li-
gands should be performed in parallel [92]. If the cross-linking was specific, it
should be significantly competed by an unlabeled ligand. Because photoaffinity la-
beling studies are usually performed with whole cells or membrane preparations,
purification of the cross-linked complex is necessary before further characteriza-
tion of the interaction site is possible. This can be done by SDS-PAGE or via spe-
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cific interactions of additional labels such as biotin or a histidine-tag. If radio or
fluorescent labeling is used for detection, the cross-linked receptors will be direct-
ly identified from the gel by phosphorimaging [94]. If labels such as biotin or anti-
bodies are used for detection, the gel will have to be blotted onto a membrane
first, followed by staining with enzyme-coupled streptavidin or second antibodies
(see Section 5.10.2.1). The corresponding bands on a silver or coomassie stained
gel can be identified via their mass. The identified bands of the cross-linked recep-
tors can then be excised from the gel, de-stained, and submitted to in-gel diges-
tion by a proteolytic enzyme with specific cleavage sites, for example, trypsin [95,
96]. Trypsin specifically cleaves after lysine and arginine and therefore leads to de-
fined peptide fragments of the photoaffinity-labeled receptors. Before trypsin di-
gestion, sulfur atoms of the receptor protein can be reduced and alkylated, e.g.,
with iodoacetamide, to avoid the formation of peptide dimers via disulfide bonds.
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Fig. 5.12 (A) Model of photo-cross-linking of
a peptide ligand to its receptor by the photo-
activatable amino acid p-(3-trifluoromethyl)-
diazirinophenylalanine (Tmd(Phe)). In this ex-
ample Tmd(Phe) is used to replace its homo-
logue natural amino acid tyrosine. (B) Reac-

tion scheme of Tmd(Phe). After irradiation
with UV light, Tmd(Phe) forms a reactive car-
bene, which then reacts with residues of the
receptor sequence that are closely located in
the receptor-ligand complex.



Among the digestion fragments should then be a peptide that is cross-linked
to the ligand. It can be identified by mass spectrometry (MS) analysis, either of
the crude peptide mixture (MALDI-TOF-MS) [95] or after further purification
(ESI-MS), [97] or other methods. To facilitate the identification of digestion prod-
ucts, a number of online devices for in silico digestion are available (e.g., at URL:
www.expasy.org). The experimentally found fragments can then be compared to
the theoretical ones. The cross-linked fragment can be identified by its mass,
which is the mass of one receptor fragment plus that of the label.

A number of photoactivatable ligands have been used to identify binding sites of
ligands at their receptors [92]. The choice of the photoactivatable group is strongly
dependent on the ligand into which it is introduced. It should alter the binding prop-
erties and the conformation of the ligand as little as possible. Examples of photo-
activatable amino acids are p-(3-trifluoromethyl)diazirinophenylalanine (Tmd(Phe))
and p-benzoylphenylalanine (Bpa), two analogues of the amino acid phenylalanine
[98]. They can be used to replace Phe or its homologue Tyr, as was shown in
cross-linking experiments with the NPY-Y2 receptor [91]. Whereas Tmd(Phe) reacts
via formation of a carbene, Bpa forms a biradical upon irradiation with UV light
(Fig. 5.12b).

Examples for the identification of G-protein-coupled receptor binding sites by
photoaffinity labeling are the renal V2 vasopressin receptor [99] and the human
brain cholecystokininB receptor [97].

5.11
Conclusion

Despite the lack of crystallographic structural data for all G-protein-coupled recep-
tors except rhodopsin, the information collected from the various experiments de-
scribed here can be used to create models how GPCRs function and how the in-
teraction between a ligand and its receptor takes place on the molecular level. The
processing of these data not only requires careful evaluation by the scientist but
also would be impossible without advanced computing technology. In combina-
tion, they lead to an evolving process of the formulation of new hypotheses and
their experimental proofs. Nevertheless, direct structural determination of the re-
ceptor-ligand interaction remains a great aim for the future. The crystallization of
rhodopsin was one step in this direction, and most likely other receptors’ crystalli-
zation will follow. Maybe other techniques for the elucidation of transmembrane
receptors’ structures will be developed. However, as the interaction between a re-
ceptor and its ligand is always a dynamic process, techniques that monitor differ-
ent aspects of this interaction will retain their importance.

5 Receptor-Ligand Interaction132



5.12 References 133

5.12
References

1 Beck-Sickinger, A.G., Drug Discovery To-
day, 1996, 1, 502–513.

2 Palczewski, K., Kumasaka, T., Hori, T.,

Behnke, C.A., Motoshima, H., Fox,

B.A., Le Trong, I., Teller, D.C., Okada,

T., Stenkamp, R.E., Yamamoto, M. and
Miyano, M., Science, 2000, 289, 739–745.

3 Strange, P.G., Trends Pharmacol. Sci.,
2002, 23, 89–95.

4 Smit, M. J., Leurs, R., Alewijnse, A.E.,

Blauw, J., Van Nieuw Amerongen,

G. P., Van De Vrede, Y., Roovers, E. and
Timmerman, H., Proc. Natl. Acad. Sci.
USA, 1996, 93, 6802–6807.

5 Hall, D.A. and Strange, P.G., Br. J.
Pharmacol., 1997, 121, 731–736.

6 Rossier, O., Abuin, L., Fanelli, F., Leo-

nardi, A. and Cotecchia, S., Mol. Phar-
macol., 1999, 56, 858–866.

7 Chidiac, P., Hebert, T.E., Valiquette,

M., Dennis, M. and Bouvier, M., Mol.
Pharmacol., 1994 45, 490–499.

8 Westphal, R. S. and Sanders-Bush, E.,

Mol. Pharmacol., 1994, 46, 937–942.
9 Milano, C.A., Allen, L.F., Rockman,

H.A., Dolber, P.C., McMinn, T. R.,

Chien, K. R., Johnson, T.D., Bond,

R. A. and Lefkowitz, R. J., Science, 1994,
264, 582–586.

10 Cohen, D.P., Thaw, C.N., Varma, A.,

Gershengorn, M.C. and Nussenzveig,

D.R., Endocrinology, 1997, 138, 1400–
1405.

11 Arvanitakis, L., Geras-Raaka, E. and
Gershengorn, M.C., Trends Endocrinol.
Metabol., 1998, 9, 27–31.

12 Turner, P.R., Bambino, T. and Nissen-

son, R.A., Mol. Endocrinol., 1996, 10,
132–139.

13 Ren, Q., Kurose, H., Lefkowitz, R. J.

and Cotecchia, S., J. Biol. Chem., 1993,
268, 16483–16487.

14 Westphal, R. S., Backstrom, J.R. and
Sanders-Bush, E., Mol. Pharmacol.,
1995, 48, 200–205.

15 Tung, M.F., Cellular Signalling, 1996, 8,
217–224.

16 Tatemoto, K., Carlquist, M. and Mutt,

V., Nature, 1982, 296, 659–660.
17 Sakurai, T., Regul. Pept., 1999, 85, 25–30.

18 Söll, R. and Beck-Sickinger, A. G., J.
Pept. Sci., 2000, 6, 387–397.

19 Biedler, J. L., Helson, L. and Spengler,

B.A., Cancer Res., 1973, 33, 2643–2652.
20 Reynolds, C.P., Biedler, J. L., Spengler,

B.A., Reynolds, D.A., Ross, R. A., Fren-

kel, E. P. and Smith, R. G., J. Natl. Can-
cer Inst., 1986, 76, 375–387.

21 Alaluf, S., Mulvihill, E. R. and McIl-

hinney, R. A. J., J. Neurochem., 1995, 64,
1548–55.

22 Jordan, B.A. and Devi, L.A., Nature,
1999, 399, 697–700.

23 Saito, Y., Nothacker, H.P., Wang, Z.,

Lin, S.H., Leslie, F. and Civelli, O.,

Nature, 1999, 400, 265–269.
24 Durocher, Y., Perret, S., Thibaudeau,

E., Gaumond, M.-H., Kamen, A., Stoc-

co, R. and Abramovitz, M., Analytical
Biochemistry, 2000, 284, 316–326.

25 Gujer, R., Aldecoa, A., Buehlmann, N.,

Leuthaeuser, K., Muff, R., Fischer,

J. A. and Born, W., Biochemistry, 2001,
40, 5392–5398.

26 Milligan, G., Br. J. Pharmacol. 1999,
128, 501–510.

27 Fukunaga, K., Ishii, S., Asano, K., Yo-

komizo, T., Shiomi, T., Shimizu, T. and
Yamaguchi, K., J. Biol. Chem. 276,
43025–43030.

28 Tarasova, N. I., Stauber, R. H., Choi,

J. K., Hudson, E. A., Czerwinski, G.,

Miller, J. L., Pavlakis, G. N., Michejda,

C. J. and Wank, S.A., J. Biol. Chem.,
1997, 272, 14817–14824.

29 Moser, C., Bernhardt, G., Michel, J.,

Schwarz, H. and Buschauer, A., Can. J.
Physiol. Pharmacol., 2000, 78, 134–142.

30 Cho, W., Bittova, L. and Stahelin,

R. V., Anal. Biochem., 2001, 296, 153–161.
31 Joensson, U., Faegerstam, L., Ivarsson,

B., Johnsson, B., Karlsson, R., Lundh,

K., Loefaas, S., Persson, B., Roos, H.,

Sjolander, S., Stahlberg, R., Sten-

berg, E., Urbaniczky, C., Malmquist,

M., Ostlin, H. and Ronnberg, I., Bio-
Techniques, 1991, 11, 620–627.

32 Hess, S. T., Huang, S., Heikal, A.A. and
Webb, W.W., Biochemistry, 2002, 41, 697–
705.



5 Receptor-Ligand Interaction134

33 Cheng, Y. and Prusoff, W.H., Biochem.
Pharmacol., 1973, 22, 3099–3108.

34 Lazareno, S., J. Recept. Signal Transduct.
Res., 2001, 21, 139–165.

35 Schulz, R., Wehmeyer, A. and Schulz,

K., J. Pharmacol. Exp. Ther., 2002, 300,
376–384.

36 Rigler, R., Pramanik, A., Jonasson, P.,

Kratz, G., Jansson, O.T., Nygren, P.,

Stahl, S., Ekberg, K., Johansson, B.,

Uhlen, S., Uhlen, M., Jornvall, H.

and Wahren, J., Proc. Natl. Acad. Sci.
USA, 1999, 96, 13318–13323.

37 Pramanik, A., Olsson, M., Langel, U.,

Bartfai, T. and Rigler, R., Biochemistry,
2001, 40, 10839–10845.

38 Ingenhoven, N. and Beck-Sickinger,

A. G., J. Recept. Signal Transduct. Res.,
1997, 17, 407–418.

39 Fabry, M., Cabrele, C., Hocker, H. and
Beck-Sickinger, A.G., Peptides, 2000, 21,
1885–1893.

40 Fabry, M., Langer, M., Rothen-Ru-

tishauser, B., Wunderli-Allenspach,

H., Hocker, H. and Beck-Sickinger,

A. G., Eur. J. Biochem., 2000, 267, 5631–
5637.

41 Turcatti, G., Nemeth, K., Edgerton,

M.D., Meseth, U., Talabot, F., Peitsch,

M., Knowles, J., Vogel, H. and Chol-

let, A., J. Biol. Chem., 1996, 271, 19991–
19998.

42 Overton, M.C. and Blumer, K. J., Cur-
rent Biology, 2000, 10, 341–344.

43 Devi, L.A., Trends Pharmacolog. Sci.,
2000, 21, 324–326.

44 Myszka, D. G., Curr. Opin. Biotechnol.,
1997, 8, 50–57.

45 Stenberg, E., Persson, B., Roos, H. and
Urbaniczky, C., J. Colloid Interface Sci.,
1991, 143, 513–526.

46 Plant, A. L., Brigham-Burke, M., Pet-

rella, E. C. and O’Shannessy, D. J.,

Anal. Biochem., 1995, 226, 342–348.
47 Karlsson, O.P. and Lofas, S., Anal. Bio-

chem., 2002, 300, 132–138.
48 Frei, N., Weissenberger, J., Beck-Sick-

inger, A.G., Höfliger, M., Weis, J. and
Imboden, H., Regul. Pept., 2001, 101,
149–155.

49 Eckard, C.P., Beck-Sickinger, A.G.

and Wieland, H.A., J. Recept. Signal
Transduct. Res., 1999, 19, 379–394.

50 Wieland, H.A., Eckard, C.P., Doods,

H.N. and Beck-Sickinger, A. G., Eur. J.
Biochem., 1998, 255, 595–603.

51 Eckard, C.P. and Beck-Sickinger,

A. G., Curr. Med. Chem., 2000, 7, 897–
910.

52 Lebesgue, D., Wallukat, G., Mijares,

A., Granier, C., Argibay, J. and Hoe-

beke, J., Eur. J. Pharmacol., 1998, 348,
123–133.

53 Leiber, D., Harbon, S., Guillet, J. G.,

Andre, C. and Strosberg, A.D., Proc.
Natl. Acad. Sci. USA, 1984, 81, 4331–
4334.

54 Kusakabe, Y., Abe, K., Tanemura, K.,

Emori, Y. and Arai, S., Chem. Senses,
1996, 21, 335–340.

55 Dunbar, B.S. and Schwoebel, E.D.,

Methods Enzymol., 1990, 182, 663–670.
56 Ey, P.L., Prowse, S. J. and Jenkin, C.R.,

Immunochemistry, 1978, 15, 429–436.
57 Fu, M.L., Schulze, W., Wallukat, G.,

Elies, R., Eftekhari, P., Hjalmarson,

A. and Hoebeke, J., Receptors and Chan-
nels, 1998, 6, 99–111.

58 Benitez, R., Fernandez-Capetillo, O.,

Lazaro, E., Mateos, J. M., Osorio, A.,

Elezgarai, I., Bilbao, A., Lingenhoehl,

K., Van Der Putten, H., Hampson,

D.R., Kuhn, R., Knopfel, T. and
Grandes, P., J. Comp. Neurol., 2000, 417,
263–274.

59 Jakab, R.L. and Goldman-Rakic, P.S.,

J. Comp. Neurol., 2000, 417, 337–348.
60 Ince, E., Ciliax, B. J. and Levey, A. I.,

Synapse, 1997, 27, 357–366.
61 Kamitani, S. and Sakata, T., Biochim.

Biophys. Acta, 2001, 1539, 131–139.
62 Bjoerkloef, K., Lundstroem, K.,

Abuin, L., Greasley, P. J. and Cotec-

chia, S., Biochemistry, 2002, 41, 4281–
4291.

63 Jin, H., Zastawny, R., George, S.R. and
O’Down, B.F., Eur. J. Pharmacol., 1997,
324, 109–116.

64 Fraser, I. D.C., Cong, M., Kim, J., Roll-

ins, E. N., Daaka, Y., Lefkowitz, R. J.

and Scott, J.D., Current Biology, 2000,
10, 409–412.



5.12 References 135

65 Klug, S. J. and Famulok, M., Mol. Biol.
Rep., 1994, 20, 97–107.

66 Tuerk, C. and Gold, L., Science, 1990,
249, 505–510.

67 Ellington, A. D. and Szostak, J. W., Na-
ture, 1990, 346, 818–822.

68 Famulok, M. and Mayer, G., Curr. Top.
Microbiol. Immunol., 1999, 243, 123–136.

69 Hermann, T. and Patel, D. J., Science,
2000, 287, 820–825.

70 Proske, D., Höfliger, M., Söll, R.M.,

Beck-Sickinger, A.G. and Famulok, M.,

J. Biol. Chem., 2002, 277, 11416–11422.
71 Famulok, M., Blind, M. and Mayer, G.,

Chem. Biol., 2001, 8, 931–939.
72 Schwartz, T. W., Curr. Opin. Biotechnol.,

1994, 5, 434–444.
73 Yokota, Y., Akazawa, C., Ohkubo, H.

and Nakanishi, S., EMBO J., 1992, 11,
3585–3591.

74 Maggio, R., Vogel, Z. and Wess, J.,

FEBS Lett., 1993, 319, 195–200.
75 Maggio, R., Vogel, Z. and Wess, J.,

Proc. Natl. Acad. Sci. USA, 1993, 90,
3103–3107.

76 Leurs, R., Smit, M.J., Alewijnse, A.E.

and Timmerman, H., Trends Biochem.
Sci., 1998, 23, 418–422.

77 Porter, J.E., Hwa, J. and Perez, D.M.,

J. Biol. Chem., 1996, 271, 28318–28323.
78 Walker, P., Munoz, M., Martinez, R.

and Peitsch, M.C., J. Biol. Chem., 1994,
269, 2863–2869.

79 Marshall, G. R., Biopolymers, 2001, 60,
246–277.

80 Martinez, J., Bali, J. P., Rodriguez, M.,

Castro, B., Magous, R., Laur, J. and
Lignon, M.F., J. Med. Chem., 1985, 28,
1874–1879.

81 Cabrele, C. and Beck-Sickinger, A. G.,

J. Pept. Sci., 2000, 6, 97–122.
82 Bartfai, T., Langel, U., Bedecs, K., An-

dell, S., Land, T., Gregersen, S., Ah-

ren, B., Girotti, P., Consolo, S., Cor-

win, R. et al., Proc. Natl. Acad. Sci. USA,
1993, 90, 11287–11291.

83 Beck-Sickinger, A.G., Wieland, H.A.,

Wittneben, H., Willim, K. D., Rudolf,

K. and Jung, G., Eur. J. Biochem., 1994,
225, 947–958.

84 Monks, S. A., Karagianis, G., Howlett,

G. J. and Norton, R. S., J. Biomol. NMR,
1996, 8, 379–390.

85 Bader, R., Bettio, A., Beck-Sickinger,

A. G. and Zerbe, O., J. Mol. Biol., 2001,
305, 307–329.

86 Sautel, M., Martinez, R., Munoz, M.,

Peitsch, M.C., Beck-Sickinger, A.G.

and Walker, P., Mol. Cell. Endocrinol.,
1995, 112, 215–222.

87 Rudolf, K., Eberlein, W., Engel, W.,

Wieland, H.A., Willim, K.D., Entzer-

oth, M., Wienen, W., Beck-Sickinger,

A. G. and Doods, H.N., Eur. J. Pharma-
col., 1994, 271, R11–R13.

88 Doods, H.N., Wienen, W., Entzeroth,

M., Rudolf, K., Eberlein, W., Engel, W.

and Wieland, H.A., J. Pharmacol. Exp.
Ther., 1995, 275, 136–142.

89 Sautel, M., Rudolf, K., Wittneben, H.,

Herzog, H., Martinez, R., Munoz, M.,

Eberlein, W., Engel, W., Walker, P.

and Beck-Sickinger, A.G., Mol. Pharma-
col., 1996, 50, 285–292.

90 Rosenkilde, M.M., Cahir, M., Gether,

U., Hjorth, S. A. and Schwartz, T. W.,

J. Biol. Chem., 1994, 269, 28160–28164.
91 Ingenhoven, N., Eckard, C.P., Geh-

lert, D.R. and Beck-Sickinger, A. G.,

Biochemistry, 1999, 38, 6897–6902.
92 Dorman, G. and Prestwich, G. D.,

Trends Biotechnol., 2000, 18, 64–77.
93 Bayer, E.A. and Wilchek, M., J. Chro-

matogr., 1990, 510, 3–11.
94 Bolt, M.W. and Mahoney, P.A., Anal.

Biochem., 1997, 247, 185–192.
95 Shevchenko, A., Wilm, M., Vorm, O.

and Mann, M., Anal. Chem., 1996, 68,
850–858.

96 Dihazi, H., Kessler, R. and Eschrich,

K., Anal. Biochem., 2001, 299, 260–263.
97 Anders, J., Bluggel, M., Meyer, H.E.,

Kuhne, R., ter Laak, A.M., Kojro, E.

and Fahrenholz, F., Biochemistry, 1999,
38, 6043–6055.

98 Weber, P. J. and Beck-Sickinger, A.G.,

J. Pept. Res., 1997, 49, 375–383.
99 Kojro, E., Eich, P., Gimpl, G. and Fah-

renholz, F., Biochemistry, 1993, 32,
13537–13544.

100 Rist, B., Enzeroth, M. and Beck-

Sickinger, A. G., J. Med. Chem., 1998,
41, 117–123.



6.1
Introduction

6.1.1
The Importance of Hydrogen Bonds

Hydrogen bonding plays a significant role in many chemical and biological pro-
cesses, including ligand binding and enzyme catalysis. Consideration of hydro-
gen-bonding properties in drug design is important because of their strong influ-
ence on specificity of binding, transport, adsorption, distribution, metabolization,
and excretion properties of small molecules. Their ubiquity and flexibility make
hydrogen bonds the most important physical interaction in systems of biomole-
cules in aqueous solution. Because hydrogen atoms comprise approximately one-
half of the atoms within biological macromolecules and two-thirds of the atoms of
the solvating water, hydrogen atoms, or protons, are found between almost every
pair of non-covalently bonded heavy atoms in a biological system. Since the basic
necessary condition for a hydrogen bond being present is that a proton lies be-
tween the electron clouds of two other atoms and modifies their interaction in a
manner that is not explicable in terms of the van der Waals (dispersion-repulsion)
effect, hydrogen bonds almost rival van der Waals interactions in number. Be-
cause van der Waals interactions occur unavoidably and with similar strength be-
tween all atoms, their contribution to selectivity of interactions largely lies in the
shape selection caused by the repulsive component of the interaction. Conse-
quently, from both an evolutionary and design perspective, modification of local
hydrogen-bonding potential is the principal mechanism available for favorably en-
hancing the interactions between pairs of molecules. The popular notions of “hy-
drophobic” or “lipophilic” forces being important are merely a result of a non-
atomic perspective. The hydrophobic forces, while being a simplifying concept,
are a complex compound phenomenon resulting from redistribution and change
in strength of water-water hydrogen bonds as solvent is released upon close
approach of two apolar chemical groups. This may seem to be a somewhat enthu-
siastic view of the importance of hydrogen bonding, yet it is a consequence of re-
garding all forces from an atomic perspective and extrapolates a developing trend
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of the past decade, which has seen an increasing diversity of hydrogen-mediated
interactions being considered significant in modulating the behavior of biological
molecules.

6.1.2
Defining the Hydrogen Bond

The presently accepted definition of a hydrogen bond is due to Pimentel and
McClellan’s classic 1960 book The Hydrogen Bond [1]. A hydrogen bond exists be-
tween a donor functional group (D-H) and an atom or group of atoms (A) able to
accept the bond, when there is evidence of association between the groups and
that this is due to, or enhanced by, the presence of the hydrogen atom already
covalently linked to D. This is clearly a rather broad definition, and the evidence
for the bond itself can come from a wide variety of sources, e.g., X-ray crystallo-
graphy, infrared spectroscopy, and calorimetry. Since 1960 a growing number of
interactions have been characterized and encompassed by this definition. In the
most familiar case of hydrogen bonding, an electronegative donor group (e.g., O,
N, S) is considered capable of withdrawing electrons from the proton in a D-H
covalent bond, leaving the proton partially de-shielded, yielding a net partial posi-
tive charge, and resulting in the possibility of an electrostatic interaction between
the proton and another electronegative group. This group has its electron density
enhanced through induced polarization that is augmented by charge transfer to
the proton. This simple electrostatic view of hydrogen bonding of electronegative
atoms is originally due to Pauling [2] and is still the one embodied in almost all
computational models of hydrogen bonding in biomolecular systems. However,
hydrogen atoms have been subsequently shown to mediate many other interac-
tions. Non-electronegative atoms such as carbon and silicon are know to act as do-
nors, and in addition to the p-orbitals of electronegative atoms, de-localized �-orbi-
tals of unsaturated or aromatic systems and negatively charged ionic species can
act as acceptors (Tab. 6.1).

Theoretical efforts toward understanding the hydrogen bond have led to a pro-
gressive revision of the simple electrostatic picture from the 1970s onward [3, 4].
It is presently believed that in addition to the electrostatic contribution, there is a
similarly sized covalent (quantum-mechanical) component to hydrogen bonds,
which lies in the interaction between the empty �� anti-bonding orbital of the do-
nated hydrogen and highest occupied molecular orbital of the acceptor, which
form a new shared orbital that is the dominant contribution to charge transfer in
the interaction. This inherently quantum-mechanical view of the hydrogen bond
seems to have received substantial confirmation from the recent experimental ob-
servation of peaks corresponding to the O···H (1.72 Å) and O···O (2.85 Å) dis-
tances in the anisotropic inelastic scattering of X-rays from the valence electrons
of ice, indicating that electrons are being shared by atoms separated by these dis-
tances [5].
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6.2
Physical Character of Hydrogen Bonds

6.2.1
Crystallographic Studies of Hydrogen Bonds

High-resolution X-ray and neutron crystallography have provided a great deal of
information on the geometry of hydrogen bonds in both small molecule and pro-
tein crystals. X-rays or neutrons are scattered by collision with atomic electrons or
nuclei, respectively, and in the ordered environment of a crystal produce diffrac-
tion patterns that can be interpreted to provide atomic positions. Neutron diffrac-
tion data are preferred for the study of hydrogen bonding, as the uncharged neu-
trons are scattered by direct collision with a proton (or deuteron) almost as effi-
ciently as from heavier atoms. This is in contrast to the scattering of X-rays,
which is very weak from the low electron density of hydrogen, rendering it invisi-
ble in all except the very highest-resolution (better than 1 Å) X-ray structures.
However, neutron data have been historically much more difficult to obtain, and
only 0.4% of small molecule and 0.05% of protein structures to date have been de-
rived from neutron data. Advances in neutron production and detection technol-
ogy and sample preparation promise to alleviate these experimental restraints,
and many more neutron structures are expected in the future [6]. An example of
the potential of the technique is the recent neutron diffraction structure of myo-
globin [7], which shows in rich detail the extensive hydrogen bonding, the proto-
nation states of histidines, and the orientation of water molecules in and around
the heme-binding site. However, it will be some time before many such protein-li-
gand complexes are available for study.

X-ray crystal structures numerically dominate the available molecular structural
data, and our knowledge of hydrogen bonding geometry, particularly in proteins,
is largely derived from them. Because the hydrogen atom is usually invisible in
protein X-ray structures, in the vast majority of cases the positions of hydrogen
atoms and the presence of a hydrogen bond is inferred from the proximity and ex-
pected covalent geometry of donor and acceptor groups. Inherent errors in uncer-
tainty of the donor and acceptor positions are also often larger than with neutron
data, and biases in structure refinement procedures can lead to further uncer-
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Tab. 6.1 Potential hydrogen bond donor and acceptor groups classified according to their
strength of interaction.

Donor a) Acceptor

Very strong N+H3, X+-H, F-H COO–, O–, N–, F–

Strong O-H, N-H, Hal-H O=C, O-H, N, S=C, F-H, Hal–

Weak C-H, S-H, P-H, M-H C=C, Hal-C, �, S-H, M, Hal-M, Hal-H, Se

a) X is any atom, Hal is any of the lighter halogens, and M is a transition metal.



tainty in local geometry. Clearly, without accurate atomic positions or even evi-
dence of the presence of a hydrogen atom, in some cases the inferred hydrogen
bonding may be erroneous and could lead to errors of interpretation.

Small molecule X-ray crystal structures are usually determined by direct methods
using little knowledge of the chemistry of the molecule other than its chemical com-
position and atom valances. Thus, the accuracy of the positions of heavy atoms de-
pends only on the quality of the experimental data. Consequently, analysis of small
molecule crystal structures provides unbiased information on both the relative orien-
tation and separation of donor and acceptor groups (with errors in position typically
0.1 Å). However, the location of the hydrogen atom is not well determined even at
very high resolution, as the electron density is not centered on the hydrogen atom
but in the D-H bond. D-H bond lengths must be “normalized,” i.e., made equal
to the average observed in chemically similar neutron-determined structures. This
may produce small errors (< 0.05 Å), as the presence and nature of a neighboring
H-bond acceptor will affect the actual D-H bond length, but such fine detail is not
usually significant in comparison to other errors in structures.

In the case of protein crystallography, considerably greater use is made of prior
knowledge, of average covalent geometry, of torsion angle preferences, and of van
der Waals radii of atoms in building a model whose properties are then compared
to, and refined against, the experimental diffraction data until the agreement be-
tween the two is satisfactory. Consequently, some biases from the parameters re-
presenting the covalent geometry and non-bonded interactions are found in X-ray
protein structures. The intrinsic uncertainty in the position of atoms in protein
crystal structures is also usually greater and depends on whether the atom is part
of the polypeptide backbone or in an amino acid side chain, and whether it is
found in the interior or on the surface of the protein, where dynamic averaging of
the position of atoms can be substantial. The average error in a set of coordinates
derived from a 2.0–2.8 Å resolution electron density map is about 0.2–0.4 Å. Thus,
for an interaction between a donor and acceptor, the error in measurement of a
hydrogen bond distance can easily be 0.5 Å. Consequently, in some cases it can be
very difficult to determine whether or not a hydrogen bond is present.

6.2.2
The Geometry of Hydrogen Bonds

Individual uncertainties in local structure are overcome in statistical surveys of
large numbers of small molecule or protein structures, which are able to give a
consistent and reliable picture of hydrogen bonding. Superposition of a particular
donor-acceptor pair from many structures gives an anisotropic three-dimensional
distribution of observed geometries. Differences between such distributions and
those expected for a van der Waals interaction (more dispersed and isotropic) are
diagnostic of the hydrogen-bonding capability of the selected groups where this
may otherwise be in doubt. This is particularly true of weak hydrogen bond do-
nors and acceptors, where deviation from van der Waals behavior may only be as-
certained by superposition of large numbers of structures. The sheer weight of
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numbers means that the X-ray data are more informative, despite the poor visibili-
ty of hydrogen, and no significant differences from analysis of the much smaller
number of neutron structures have been observed [8, 9]. Since hydrogen bond re-
straints are not used directly in structure refinement, even protein structures at
relatively low resolution reveal unbiased information on the relative frequency of
occurrence of particular types of hydrogen bond and orientation information on
donor and acceptor groups (although distance information is less reliable due to
the van der Waals parameters in the refinement force fields). Overall, studies of
small molecule structures have greater accuracy and generality, which is particu-
larly useful in thinking about a wide variety of potential ligands [10], and studies
of protein structures give more specific information on amino acids and the sig-
nificance of a particular type of hydrogen-bond interaction among all the compet-
ing interactions in proteins.

The classic survey of hydrogen bonding in proteins was conducted by Baker and
Hubbard [11]. This highlighted the importance of hydrogen bonds in forming not
only helices and sheets but also the structure of loops, in binding water mole-
cules, in recognition processes, and in catalysis. The most common bond in biolog-
ical chemistry is the C=O···H-N peptide backbone bond, which is usually substan-
tially shorter than the van der Waals distance for O and N and is easily identified
even in relatively low-resolution structures. Indeed, in the great majority of biolog-
ical hydrogen bonds, the donating and accepting groups are either N or O atoms;
however, weaker interactions including C-H···O or N, S-H···O and N-H···� elec-
trons are observed [9]. In protein structures there is a systematic tendency toward a
greater number of observed hydrogen bonds with increasing resolution. At 3.0 Å re-
solution, 85% of C=O acceptors and 75% of N-H donors form at least one hydrogen
bond according to standard geometric criteria. However, at 1.5 Å resolution more
than 95% of C=O and 90% of N-H are satisfied according to the same criteria,
and virtually all are satisfied if weaker criteria are used that leave a greater margin
for positional errors [12]. This means that inaccuracies in the vast majority of pro-
tein structures cause underestimation of the number of hydrogen bonds present.
It is important to be aware of this in considering any particular protein-ligand struc-
ture. Indeed, there is a good case for forcing satisfaction of the weak criteria for clas-
sic hydrogen bond donors and acceptors in structure refinement and/or modeling
studies of proteins, although this is not routinely done.

Statistical analyses of both proteins and small molecules reveal that hydrogen
bond stereochemistry is influenced by two major factors: the electronic configura-
tion of the acceptors and the steric accessibility of the acceptors and donors. Con-
sidering the most common hydrogen bond in biological chemistry, there is a dis-
tinct preference for N-H···O=C bonds to form in the O=C-RR� plane and in the
directions of the conventionally viewed sp2 lone pairs [13], with the proton lying
within 30 � of the plane and at 30–60 � to the O=C axis in the majority of cases.
Note that in relation to the simple model of a hydrogen bond as an electrostatic
dipole-dipole interaction, which is embodied in most modeling software, the D-H
group does not lie along the dipole but points to the lone pairs. Note also that
there is no absolute requirement for linearity of the acceptor-proton-donor system,
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as the �� anti-bonding orbital of the H-D, which is responsible for the covalent/
charge transfer component of the bond, is a spherically symmetric orbital and im-
poses no directionality. The principal contributions to the observed directional pre-
ferences are the total electrostatic fields (accurately modeled as higher-order multi-
poles [14]) and steric effects of donor, acceptor, and adjacent groups.

The effect of electronic configuration of the acceptor is particularly apparent in
the contrast of Ser/Thr and Tyr hydroxyl groups; the phenolic hydroxyl of tyrosine
has a preference for near-plane position for donors and/or acceptors, as its sp2 hy-
bridization leaves the lone pair electrons in the plane of the ring [15, 16], whereas
serine and threonine hydroxyls have sp3 hybridization with two acceptor and one
donor position at 120� spacing (the donating proton is usually trans to the carbon
three covalent bonds away). The observed spatial distributions for the principal
amino acid donor and acceptor groups are illustrated schematically in Fig. 6.1.

Not all of the hydrogen-bonding potential of a particular amino acid is necessar-
ily fulfilled. Although virtually all strong hydrogen-bonding groups form at least
one hydrogen bond, and the very strong charged groups usually use all their ca-
pacity, R-O-H, R-S-H, C=O and glutamate COO– form only one hydrogen bond
[12]. It seems either that once the first interaction is made the second is less fa-
vorable energetically or that crowding makes it difficult to surround a group with
the full complement of partners. The O-H and S-H groups tend either to donate
or accept, and the main-chain carboxyl and glutamate COO– acceptors tend to be
bifurcated. A bifurcated hydrogen bond occurs when a donated proton is close to
two acceptor sites or a single acceptor is close to two donors. Analysis of high-re-
solution protein X-ray crystal structures shows that a quarter of all main-chain N-
H donors are bifurcated, i.e., they make more than the expected number of hydro-
gen bonds. Bifurcated donors occur systematically in both alpha-helices (most hy-
drogen bonds are of this type; the dominant component is N-H···O= C(i-4), but
longer distance N-H···O = C(i-3), are also present) and in a substantial minority of
�-sheet N-H groups [17]. The possibility of such bifurcation should not be ne-
glected in protein-ligand structural studies, e.g., making one hydrogen bond to a
bidentate acceptor may gain most of the binding energy.

The above-mentioned hydrogen bond surveys considered only the classical
strong hydrogen bond donors and acceptors O, N, and S, but recently the impor-
tance of weaker hydrogen bond groups has come to be more widely recognized.
Weak–strong and weak–very-strong pairs of donor and acceptor are sufficiently en-
ergetically favored to compete with other biomolecular interactions and have an
impact on protein structure and function.

It has long been know that �-orbitals of aromatic ring systems can act as hydro-
gen bond acceptors (see the monumental review of weak hydrogen bonding by
Desiraju and Steiner [18] for a detailed history), but it was not until the mid-1980s
that they were unambiguously observed in several very high-resolution neutron
and X-ray structures, including the observation by Perutz et al. [19] of a hydrogen
bond from an asparagine side chain N-H to an aromatic ring of the anti-sickling
agent bezafibrate bound to hemoglobin. This complex also contained several other
weak hydrogen bonds involving C-H groups that help determine drug binding.
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The significance of these observations was not immediately appreciated, but a few
further important examples, including the observation of several amino hydrogen
bonds to the ring of the phosphotyrosine in its recognition by SH2 domains, as
shown in Fig. 6.2 [20], and a later review by Perutz [21] stimulated both structural
analyses and theoretical studies of D-H···�-acceptor systems in proteins [22, 23].
It has been shown that such bonds are relatively rare compared to the usual
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Fig. 6.1 Schematic illustration of the ob-
served spatial distributions of hydrogen bond
partners for several amino acids [13, 16]. Dar-
ker shading indicates an increased likelihood
of finding a hydrogen bond partner at a par-
ticular position. Most groups have maximum
likelihood of having their partner located in

the plane of R�RD or R�RA; only Ser/Thr/Cys/
Lys have maxima out of plane. The Cys and
Lys distributions are similar to Ser/Thr but
with a greater and shorter D-A distance, re-
spectively. The N-H of the amide/His/Trp are
also similar, and the O-H group of tyrosine
has a distribution similar to C=O.



strong bonds. However, numerous examples are found where water and peptide
D-H···� interactions are functional in stabilization of helix termini, strand ends,
strand edges, beta-bulges, and regular turns. Side chain D-H···� hydrogen bonds
are also formed in considerable numbers in �-helices and �-sheets. A recent sur-
vey [24] identified approximately 1 such weak bond for approximately every 11 aro-
matic residues (increasing to 1 per 6 residues for tryptophan because of its dou-
ble-ring structure) in protein structures. There has been no systematic survey of
such hydrogen bonds in protein-ligand complexes, but because many drugs con-
tain a high proportion of atoms in ring structures, it is expected that there are
many unrecognized cases in which they are important.

Although the peptide C�-H group has historically not been thought to form hy-
drogen bonds within proteins, recent experimental evidence and ab initio quan-
tum calculations show it to be an effective proton donor, as it is activated by the
neighboring peptide groups. Experimentally, C�-H···O contacts observed in neu-
tron crystal-structure determinations of amino acids show the lengthening of the
C�-H bond with decreasing H···O separation that is characteristic of hydrogen
bonds [25]. Its binding energy to a water molecule has been calculated to lie in
the range between 7.9 and 10.5 kJ mol–1, comparable to the interactions between
water molecules themselves, and a hydrogen bond to a charged lysine residue is
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Fig. 6.2 Schematic of the observed hydrogen
bonding to phosphotyrosine in a complex
with the v-src SH2 domain [20]. Both very

strong hydrogen bonds to the phosphate and
weak bonds to the aromatic ring are impor-
tant to binding.



significantly stronger than a conventional O-H···O interaction [26]. Both experi-
mental and theoretical equilibrium C�···O bond lengths are about 3.3 Å, some-
what longer than the 2.7–3.0 Å of strong-donor/strong-acceptor pairs.

6.2.3
Infrared Spectroscopy of Hydrogen Bonds

The formation of a hydrogen bond changes the electron distribution in donor and
acceptor groups, resulting in changes in the depth and shape of the potential
wells corresponding to the covalent bonds in system. The changes in the covalent
bonds are minor structurally and difficult to detect, as discussed above, but are
readily observable via the change in the vibrational (infrared) spectrum of the
system. Infrared spectroscopy is particularly useful in the study of homogeneous
liquids and solids or dilute solutions of small molecules, where the simplicity of
the system allows peaks or bands in the spectrum to be assigned to particular
bonds via theoretical methods. Shifts in the D-H stretching frequency are often
the principal evidence of the reality of a group’s hydrogen-bonding ability, particu-
larly in weak bonding cases and where insufficient statistical evidence is available
from structural databases. Such shifts are also diagnostic of whether or not a hy-
drogen bond exists in an individual case, which can be difficult to decide on the
basis of a single structure. Infrared spectroscopy is the primary method for moni-
toring the extent of hydrogen bond formation of particular groups in dilute solu-
tion in an inert solvent, the concentration and temperature dependence of which
allows determination of the intrinsic thermodynamics of the formation of particu-
lar hydrogen bonds. The degree of change in a vibrational frequency can also be
empirically related to hydrogen bond length and the energy of the bond [27, 28].

With these characteristics, infrared spectroscopy sounds like a highly appropri-
ate technique for definitive characterization of individual hydrogen bonds in pro-
tein-ligand structures. However, the difficulty of assigning a given infrared band
to a particular hydrogen bond in a spectroscopically crowded heterogeneous bio-
molecular system has severely limited its use so far. Novel infrared techniques for
spectral simplification such as ultraviolet resonance Raman spectroscopy, which
selects polarizable aromatic groups [29], and Raman optical activity, which selects
chiral centers [30], may see an increased use in understanding protein-ligand in-
teractions in the future. For now, absorption spectroscopy remains a tool for fun-
damental, not protein-specific, investigation. In particular, it has provided consid-
erable insight into apolar hydration processes via monitoring the signals from
water (see Section 6.3.1).

6.2.4
NMR Studies of Hydrogen Bonds

Because of the ability to identify all individual C, N, and H atoms in the NMR
spectra of proteins via isotopic labeling and multi-dimensional NMR techniques
[31], NMR has become the key technique for investigation of biomolecular struc-
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ture in solution. Several NMR spectral features are affected by hydrogen bonding,
allowing hydrogen bonds to at least be identified and in some cases more accu-
rately characterized than in high-resolution crystal structures. First, the chemical
shift of a hydrogen-bonded proton is usually higher than an otherwise equivalent
non-hydrogen bonded one, as the proton is de-shielded when it is withdrawn
from the donor group. This can cause shifts of up to 6 ppm in the case of a very
strong bond or bonds (e.g., a salt bridge). This effect is useful in comparative
studies (i.e., with and without ligand) for the detection of hydrogen-bonding inter-
actions on a ligand or protein. Because the H shift depends on many other con-
formational and environmental factors, however, it can be difficult to definitely as-
cribe the cause of a particular shift in the absence of a structure. If a series of
closely related ligands is available (i.e., with and without the donors or acceptors
in particular positions), comparison of spectra may determine which specific li-
gand and protein groups are interacting. Interpretational difficulties are, however,
exacerbated by changes in solvent structure upon ligand binding. The change
being measured is not simply due to the creation, or not, of a hydrogen bond but
rather to the exchange of a hydrogen bond to water for the interaction with the
ligand. This means that shifts in either direction can occur, reflecting changes in
hydrogen bond strength. However, when a structure is available or in other cases
where the binding partners are definitely identified, the hydrogen bond interac-
tion and particularly its local energetic environment can be investigated in great
detail [32]. Titratable groups (pKa near 7) are often of considerable importance to
protein function and ligand binding. In particular, change of ionization state upon
binding can have profound effects on the binding constant. NMR is the standard
method of determining pKa of most groups in biomolecular complexes, by direct
observation of changes in the apparent proton population or indirect observation
of the donor atom chemical shift with pH [33]. Additional information on bond
lengths (and energies) can be found from the quantitation of populations of proto-
nated and deuterated hydrogen bonds in protein-ligand system in mixed H2O/
D2O solvent [34].

Recently the direct coupling of nuclear magnetic energy levels across a hydro-
gen bond via their shared electrons has been detected as splitting of the NMR
peaks, so-called 2J (proton-acceptor) and 3J (donor-acceptor) couplings. Such cou-
pling is expected given the experimental observation and theoretical expectation of
electron sharing (Section 6.1.2). A single coupling experiment allows direct identi-
fication of the hydrogen bonding partners (D, H, A), provided that they are isotop-
ically (13C, 15N) labeled, and gives a very accurate determination of hydrogen
bond length and angle based on a correlation with neutron structural data [35].
The requirement for isotope labeling and the general low sensitivity of the experi-
ments have restricted their use so far to monitoring ligand-induced changes to
the protein’s own hydrogen-bonding patterns [36], but with increased awareness of
their utility and the resources to make labeled ligands, they could become a main-
stay of future protein-ligand hydrogen-bonding studies.
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6.2.5
Thermodynamics of Hydrogen Bonding

Observed crystal geometries represent a compromise between many competing
forces, and the 3-D distribution observed for a particular donor-acceptor pair
roughly (and through the blur of the positional uncertainties discussed in Section
6.2.1) represents a Boltzmann distribution on the potential energy surface of the
hydrogen bond interaction. These distributions are generally rather broad (see
Fig. 6.1), implying a shallow energy minimum or minima with depths of the
same order of magnitude as thermal energies. Measurements of the energetics of
individual hydrogen bonds can be made calorimetrically or spectroscopically in a
dilute solution of the hydrogen-bonding moieties in an otherwise inert medium.
Such experimental systems do not replicate the polarizing environment found in
biological systems, but do allow comparison of the strengths of different types of
hydrogen bonds and assessment of the ability of quantum theoretical methods for
the prediction of those strengths. The success of theoretical methods in this sim-
plified chemical milieu underpins confidence in their use in understanding the
greater complexity of the situations found in biological systems.

The diverse nature of the geometric and electronic character of the hydrogen
bond is reflected in the range of its reported energetic value (Tab. 6.2). Intrinsic
hydrogen bond strength differs by more than two orders of magnitude, depending
upon the interacting partners. Even when the donor and acceptor atoms are the
same, the dependence of hydrogen bonding on local electron distributions creates
a variation of a factor of 10 for N-H···O= C, depending on the nature of the sub-
stituents attached to donor and acceptor (see [37] and references therein for a
summary of substituent effects on donor and acceptor ability in drug-like mole-
cules).
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Tab. 6.2 Examples of intrinsic hydrogen bond enthalpies measured for dilute solutions in inert
solvents.

Type Example –�H (kJ mol–1) Reference

Very strong···very strong F-H···F– 163 18
Strong···very strong H-O-H···(OH)– 96 18
Strong···strong H-O-H···OH2

R�RN-H···O=CR1R2

R-O-H···O=CR1R2

R-O-H···SR1R2

21
14.5–18
14–32
17.5

18
28
28
28

Weak···strong R�RN- H···�
RR�C-H···OH2

4.5–1 6
9.2

21, 38
18

Weak···weak RR�C-H � � � �

H-S-H···SH2

CH4···SH2

5.8
4.5
1.7

18
18
18



6.2.6
Experimental Thermodynamics of Biomolecular Hydrogen Bonds

Numerous studies have been performed to quantify the energetic contribution of
hydrogen bonding in protein systems. Despite this significant experimental effort,
many apparent discrepancies remain between studies on different systems. The
main difficulty is that of isolating the contribution to binding from one or several
defined hydrogen bonds. In aqueous solvent, hydrogen bond formation between
the interacting moieties involves first breaking similar bonds with solvent water.
This increases the complexity of the deconvolution of the components of the inter-
action that is required to give the energetic value for the formation of the protein-
ligand hydrogen bond. In other words, instead of looking at the interaction

D-H� A � D-H � � �A

the actual event includes

D-H � � �O-H2 �H-O-H � � �A � D-H � � �A�H-O-H � � �O-H2 �

Rather than measuring the formation of one hydrogen bond in isolation, the ex-
periment measures a rearrangement of already existing hydrogen bonds. This can
have some counterintuitive consequences, e.g., the S-H group is regarded as al-
most as effective a contributor to protein-ligand interactions as O-H, since the en-
ergetic difference between being hydrated and forming an interfacial hydrogen
bond is thought to be similar for both groups [39].

The most amenable way to measure the thermodynamic effect of hydrogen
bonding in protein systems is to measure the differences between wild-type pro-
tein and a mutant form in which a residue is substituted, or a subtle chemical
modification of a ligand is made, in order to remove selected hydrogen-bonding
moieties. Interpretation of these data are complicated by the fact that hydrogen
bonds affect, and are affected by, their local chemical environment, particularly in
such adaptable and flexible entities as proteins. This causes an inherent difficulty
in measuring the thermodynamic parameters for the contribution of a hydrogen
bond to protein stability or protein-ligand interaction. Any experiment (e.g., muta-
genesis) that creates a change in the disposition 1) of chemical groups surround-
ing the potential hydrogen bond site, 2) of the solvent, or 3) of the propensity of
protein structures to conformationally adapt to binding, may affect the thermody-
namic value obtained [40]. In the absence of structural information on each mu-
tant, or modification, interpretation of such thermodynamic experiments is risky.
As an alternative to these complexities, many studies have been carried out on
model dilute solutions in media that supposedly mimic properties of the physio-
chemical environments relevant to protein-protein and protein-ligand interactions.

To emphasize the variation in reported experimental quantification of hydrogen
bonds, we list several studies of the energetics (enthalpy or free energy) of hydro-
gen bond formation in biological interactions and related model systems. Early

6 Hydrogen Bonds in Protein-Ligand Complexes148



work by Schellman [41] on urea solutions arrived at a value of –6.3 kJ mol–1 for
the �H of formation of an amide hydrogen bond (i.e., a hydrogen bond between
the N-H and C=O groups from amide linkages) in aqueous solution. Subse-
quently, the 1962 study of Klotz and Franzen [42] using dimerization of N-methyl-
acetamide in aqueous solution suggested that the value of �H for an amide hy-
drogen bond in water was near zero and that the overall free energy was unfavor-
able. However, later studies on �-valerolactam [43, 44] calculated values of between
–8 and –13 kJ mol–1 for the formation of a hydrogen bond in water. Scholtz et al.
[45] also arrived at a favorable value for the �H of formation of a hydrogen bond
in water. Each of these studies is regularly quoted as the typical strong···strong
hydrogen bond energy for a solvent-exposed situation.

Fersht et al., in a very well-known study of the binding of tyrosyl-tRNA synthetase
to its substrate [39], found that deletion of a strong hydrogen bond donor or acceptor
from the enzyme reduced the free energy of binding by only 2.1–6.3 kJ mol–1,
whereas removal of the partner of a very strong donor or acceptor weakened binding
by an additional 12 kJ mol–1. Data on mutants of ribonuclease T1 by Shirley et al.
[46] similarly showed that a buried strong···strong bond contributed –5.4 kJ
mol–1 to conformational stability in the folded form. Here a different physical pro-
cess is operating from that in the physiochemical studies of hydrogen bond forma-
tion in water because the groups are buried upon ligand binding or folding. In ad-
dition to loss of hydrogen bonds, buried groups lose long-range interactions with the
surrounding water and gain long-range interactions with the protein. Several groups
have tried to create physiochemical models of the burial process that allow partition-
ing of the two processes (bond formation and burial). The �G for the transfer of a
hydrogen-bonded peptide group from water to octanol (taken as a model of the pro-
tein interior) was determined as being about 4.6 kJ mol–1, i.e., desolvation of the hy-
drogen-bonded pair is unfavorable [47]. In conjunction with the above mutagenesis
data, this implies that the �G contribution made by the hydrogen bond formed in
water is favorable but is made less so by burial. However, it was suggested on the
basis of model systems that the associated unfavorable �H of dehydrating polar
groups on burial might result in an overall unfavorable �H for the burial of hydro-
gen-bonded polar groups [48, 49]. This is a contentious hypothesis, as dissolution of
crystalline cyclic dipeptides [50] demonstrates that amide-hydroxyl hydrogen bonds
give a favorable contribution to interaction from both �H= –7.1 ± 1.3 kJ mol–1 and
�G = –2.4 ± 0.8 kJ mol–1. It is apparent from the above data that despite the many
attempts to quantify the �H and �G for the formation of hydrogen bonds in biolog-
ical systems, there is no convergence to a single value. This is not surprising, since
the strength of hydrogen bonds depends on the local environment, which itself can
be highly variable in biological systems. More data on �H, �G, and structural
changes in series of similar complexes, categorized by type of hydrogen-bonding
partners and local environmental change, are needed in order to provide a set of
case histories from which it may be possible to predict the effect of a proposed
change by similarity to a previous case.

An important feature of all these observed energy changes resulting from rear-
rangement of hydrogen bonds is that they are of the same order of magnitude as
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the thermal energies at room (or body) temperature (RT = 2.48 kJ mol–1 at 298 K).
The biological importance of hydrogen bonds lies not only in their specific struc-
turing geometry but also in the possibility of rapid reorganization of hydrogen
bonds (and consequent structural change) in response to environmental changes,
such as ligand binding, assisting specificity of recognition.

6.3
Interactions with Water

6.3.1
Bulk and Surface Water Molecules

Thinking about the hydration of protein complexes is simplified by dividing water
molecules into four classes: bulk water molecules that are not directly in contact
with the biomolecules, surface water hydrogen bonded to the protein or ligand,
surface water associated with apolar biomolecular groups, and buried water mole-
cules that have no direct connection to the bulk solvent.

Water molecules have a strong tendency to interact with each other and conse-
quently cause the association of compounds with which they cannot interact as
strongly. A bulk water molecule makes between four and five hydrogen bonds
with neighboring water molecules, each contributing approximately –10 kJ mol–1

to the energy of bulk water. Bulk water molecules have another important prop-
erty – they are easily reoriented in response to an electrostatic field. This reorien-
tation serves to attenuate the attractive links between charged groups, which form
the strongest hydrogen bonds found in protein-ligand systems. Such strong inter-
actions could otherwise impose unacceptable rigidity on the molecules.

Surface water molecules are distributed over the entire surface of the interacting
molecules, are not usually particularly restricted in their motion, and exchange with
the bulk solvent on a time scale of 10–300 picoseconds. Water molecules hydrogen
bonded to surface polar groups are generally thought to have energetic behavior sim-
ilar to bulk water, with subtle differences dependent on the strength of their hydro-
gen-bonding partner. A significant minority of external waters make more than one
hydrogen bond with the macromolecular surface, and those water molecules hydro-
gen bonded to the main chain C=O and N-H groups generally appear at better-de-
fined sites than those bound to amino acid side chains [51]. These structural obser-
vations probably reflect underlying thermodynamic preferences for particular polar
sites to be hydrated. In ligand binding, water molecules at particularly favorable sites
are usually retained or replaced by strong hydrogen-bonding groups of the ligand in
order to enhance binding affinity.

Water at apolar surfaces has rather distinctive thermodynamic properties, in
particular an unusually low entropy and high heat capacity. Displacement of water
from apolar surfaces to bulk during protein folding and ligand binding dominates
observed heat-capacity changes of the whole system. Consequently, apolar surface
hydration has received much more attention than that of polar surfaces. Water
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molecules associated with exposed apolar groups make only relatively weak direct
interactions; the discontinuity in hydrogen-bonding options presented at the apo-
lar surface means that they tend to become organized. Many biochemistry text-
books propagate the view that in order to satisfy their hydrogen bond potential,
waters become ordered in rigid cages around the apolar groups in a similar man-
ner to clathrate structures found in crystalline hydrates. However, this picture is
being progressively challenged by recent studies in solution. Neutron diffraction
studies of aqueous solutions imply that the layer of water around apolar groups is
much less well organized and much more dynamic than the clathrate model
would suggest [52]. Total internal reflection vibrational sum frequency spectrosco-
py (an infrared technique that selectively probes molecules at boundaries) has re-
vealed that at an apolar surface, hydrogen bonding between adjacent water mole-
cules is weakened relative to those in bulk water. It also shows that a substantial
number of hydrogen bonds are lost (i.e., the H points into the surface) and con-
firms that this anisotropy of the environment results in substantial orientation of
the waters at the interface [53]. This general weakening of hydrogen bonding at
apolar surfaces is almost diametrically opposed to the clathrate picture of a cage
of water surrounding hydrophobic groups. However, it makes sense of the ob-
served, yet otherwise anomalous, increase in heat capacity of protein systems
upon unfolding, i.e., as more apolar groups are exposed to solvent, more hydro-
gen bonds are weakened, the vibrational energy level spacing decreases, and the
heat capacity increases [54].

Surface waters are displaced on formation of the protein-ligand complex and
thus provide a favorable entropic contribution to the free energy of complex for-
mation. In particular, displacement of the water found interacting on apolar sur-
faces makes a large contribution to the �G and provides the driving force for
many interactions (the hydrophobic effect).

6.3.2
Buried Water Molecules

High-resolution crystal structures have revealed the presence of water molecules
in many cavities within proteins [55] and in the interfaces between proteins and li-
gands [56, 57]. Such water molecules usually make at least one strong hydrogen
bond and in many cases fulfill their total hydrogen-bonding capacity. In cases
were the water hydrogen bond capacity is not fulfilled by strongly interacting part-
ners, waters are systematically found to take part in weaker interactions with C�-
H groups [58]. The functional role of buried water molecules is often difficult to
ascertain, but in some cases their positioning is highly specific and is crucial to
binding or function (this is seen particularly in catalytic active sites). On the other
hand, water molecules can act as a rather general mechanism to extend protein
structure and/or to increase the promiscuity of the binding site. They are able to
help accommodate polar hydrophilic side chain groups in what is often a largely
hydrophobic interface. They can overcome steric problems of pairing of donor and
acceptor groups at the interface. Networks of these waters can provide flexibility
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in recognition, and the additional hydrogen bonds formed may contribute toward
the stability of the overall interaction.

Since the buried water molecules usually form extensive interactions with the rel-
atively rigid protein, they have greater difficulties in rearranging their hydrogen
bonding than do surface water molecules. Consequently, they are usually kinetically
trapped in the interface and have many orders of magnitude lower mobility than at
the surface. There has been a widely held view that the entropic cost associated with
this entrapment means that such buried water molecules are usually unfavorable to
the overall free energy of binding and are found merely as a byproduct of the non-
optimal shape complementarity of ligand and protein. As a result, currently available
drug-design programs work on dehydrated binding surfaces, assuming that liberat-
ing any water molecules that may have been visualized in the structure of the target
and substrate (or cognate ligand) will provide a favorable contribution to �G. This
general approach has proven successful in several cases. Perhaps the best described
of these is that of inhibitors to the HIV protease [59].

However, recent observations have suggested that this generally accepted treat-
ment of interfacial water molecules is not always appropriate. For example, the
binding of tripeptides with the general sequence of LysXxxLys to the protein
OppA results in the entrapment of different numbers of water molecules in an
isolated cavity depending on the side chain on the amino acid represented by Xxx
[60, 61]. For example, if Xxx= Trp, the high-resolution X-ray structure reveals three
water molecules that form a network hydrogen bonded into the cavity. Substitut-
ing Trp with Ala results in seven immobilized water molecules being found in the
cavity. Although this would widely be expected to result in a less favorable �G,
the LysAlaLys peptide is in fact seen to bind significantly more tightly [60]. This
has been rationalized by considering that although an entropic penalty is paid for
the inclusion of additional water molecules, they are able to make optimal hydro-
gen-bonding arrangements in the interface, producing a sufficiently favorable �H
as to overcome this. This view is supported by inspection of the crystal structures
for OppA-LysXxxLys complexes, which have been solved for the cases where Xxx
is any one of the 20 naturally occurring and for a few non-natural amino acids
[61, 62]. In these structures, a subset of water molecules is seen to adopt the
same position no matter which residue is in the Xxx position. Furthermore, on as-
sessing the potential energy surface of the binding cavity, it appears that the water
molecules adopt the positions of lowest enthalpy.

These data and other recent studies (e.g., the extensive water-mediated hydro-
gen bonding in SH2 domain recognition of its specific peptide [57, 63], shown in
Fig. 6.3) show that water molecules have to be incorporated into any rigorous li-
gand-design program. Effective ways of doing this have yet to be achieved and
form a new frontier in the drug-development process.
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6.4
Hydrogen Bonds in Drug Design

6.4.1
Diverse Effects of Hydrogen Bonding on Drug Properties

As we have seen above, single hydrogen bonds between ligand and protein or
water have a substantial effect on binding affinity (5.7 kJ mol–1 is a factor of 10
and 11.4 kJ mol–1 is a factor of 100). However, good binding affinity is only one
aspect of successful drug design. The rather specific geometric requirements of
hydrogen bonding are able to create specificity of binding as well, which is impor-
tant in avoiding binding to proteins other than the target. Hydrogen bonding also
strongly influences the transport, adsorption, distribution, metabolism, and excre-
tion properties of molecules. Lipinski’s analysis of drugs and development candi-
dates [64] suggests that there is a finite limit to the number and nature of non-
covalent interactions that a drug is expected to make with its environment. In par-
ticular two of the “rules” state that drugs should contain no more than 5 hydro-
gen bond donors and 10 acceptors. These rules arise because of the need to bal-
ance absorption and distribution properties with binding specificity within a rela-
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Fig. 6.3 The extensive water-mediated hydro-
gen bond network that mediates recognition
of the specific cognate peptide pYEEI for v-src
SH2. The illustrated bonds are thought to be
particularly favorable based on modeling

studies, and efforts to remove these waters by
appropriately placed hydrogen-bonding
groups in peptidomimetic inhibitors persis-
tently reduce binding affinity [57, 63].



tively small drug molecule. However, it is not clear why there is a numerical dif-
ference between donors and acceptors. The rules are based only on counting
strong donors and acceptors (O, N, NH, OH) and make no modifications for vari-
ation in hydrogen bond strength due to activating neighbors or for the presence
of other types of hydrogen-bonding groups. It seems, from the discussion that
has gone on before concerning the variability of hydrogen-bonding groups, that
the “rules” are not sufficiently subtle.

A more quantitative measure of expected lipophilicities and permeabilities than
Lipinski’s rules should probably be used in design strategies. Raevsky [65] has car-
ried out an analysis of the donor and acceptor strength of many thousands of
molecules, leading to a simple scoring system that describes these strengths. It
was demonstrated that relatively accurate predictions of lipophilicity could be
made from any structure on the basis of this scoring system. Similarly, in addi-
tion to steric bulk effects, both the H-bond donor and acceptor strength play an
important role in explaining differences in permeability and absorption of neutral
chemical compounds and drugs [66].

6.4.2
Optimizing Inhibitor Affinity

If we consider only the process of improving the affinity of existing ligands or de-
veloping a high-affinity ligand de novo, then the incorporation of maximal num-
bers of hydrogen bonds appears likely to convey an advantage. Of course, a partic-
ular binding site will offer only a limited number of hydrogen-bonding opportu-
nities based on the number, type, and disposition of the amino acids forming the
site. A structure-based drug-design approach will take into account the structure
of the complex of the target protein and a lead compound (often the enzyme sub-
strate). Based on this information, the potential to incorporate additional or alter-
native groups on the ligand to enhance hydrogen bonding can be assessed. There
are numerous programs that may facilitate this process, ranging from simple
scoring functions to molecular dynamics simulations (Section 6.4.3).

There are a plethora of examples in the literature whereby the involvement of hy-
drogen bonds has been modified to enhance ligand affinity. It is not the purpose of
this chapter to provide a comprehensive review of these; instead, we select a few in-
structive examples (suitable for further reading) where hydrogen bonding has been
demonstrated to have significant effect on the structure-based design process.

In an early classic structural and thermodynamic study, the high-resolution crys-
tal structures of a pair of thermolysin inhibitors revealed that they bound identi-
cally except for the appearance of one hydrogen bond that made a specific interac-
tion [67, 68]. The comparison was specifically designed to produce an intrinsic hy-
drogen-bonding energy. The hydrogen bond donor group of the tighter-binding in-
hibitor was replaced by an acceptor in order to maintain its hydrogen-bonding
capability with water in the unbound state. The difference in affinity between the
two interactions suggested that this hydrogen bond alone contributed a total of
–16.8 kJ mol–1 to the free energy of binding, i.e., a factor of 840.
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Significant effort has been directed at the design of drugs to inhibit specific pro-
teins involved in intracellular signal transduction pathways by targeting SH2 do-
mains of relevant proteins. A number of studies report a rational approach to de-
veloping tyrosyl phosphate-peptidomimetic ligands that have properties suitable
for drugs. One of the greatest challenges in this venture has been to design a suit-
able replacement for the phosphotyrosine (pY) residue. The phosphotyrosine con-
tributes approximately 60% of the free energy of binding of peptide-based ligands
to SH2 domain interactions [69, 70]; therefore, failure to adequately replace this
group substantially compromises affinity. The phosphotyrosine moiety is involved
in a high concentration of hydrogen bonds (see Fig. 6.2). Substitution of the pY
by the non-hydrolyzable phosphomethyl phenylalanine (i.e., > C-O-PO3H2 for > C-
CH2-PO3H2) showed good resistance to phosphatase activity, but the loss of at
least two hydrogen bonds to the phosphate oxygen compromised binding [71].
The best substitute for the phosphate group appeared to be via a sulfur group,
–OPSO2H, the sulfur group presumably able to sustain the hydrogen bonds of
the substituted oxygen [63, 72].

Calorimetric studies on both the free energy and the enthalpy of binding can be
informative as to the source of binding energy because of the distinct thermody-
namic characteristics of different processes, i.e., desolvation, water entrapment, or
direct hydrogen bonding [73]. Work based on the interaction of FKBP and the im-
munosuppressive drug FK506 [74] suggested that a hydroxyl-carbonyl hydrogen
bond itself was enthalpically unfavorable even though the overall free energy for
the bond formation is favorable because of a favorable �S term for dehydration of
the hydroxyl group. Structure-activity relationships for series of tricyclic inhibitors
to farnesyl protein transferase revealed an interesting correlation between the en-
thalpic contribution to binding and the increase of nonpolar surface resulting
from addition of halogen atoms to the compounds. Nonetheless, the majority of
the dominant enthalpy term appeared to be derived from hydrogen bonding,
which incorporated a crucial water-mediated interaction [75].

An exhaustive study on novel serine protease inhibitors revealed the role of a
multi-centered short hydrogen-bonding network in ligand recognition [76]. The ap-
pearance of eight inhibitor-enzyme or enzyme-water-inhibitor hydrogen bonds at
the active site is a common feature of serine protease inhibitor binding observed
in a large number of crystal structures of trypsin, thrombin, and urokinase-type
plasminogen activator complexes. The short hydrogen-bonding networks were esti-
mated to contribute approximately 7.1 kJ mol–1 to the free energy of binding. This
seems rather small but is a differential effect, as many bonds to water of similar
strength exist in the apo-enzymes. This work also emphasized the importance of
the pKa values of groups in the binding site and the potential effects that these
can have on hydrogen-bonding capability. The interaction of some of these inhibi-
tors via hydrogen-bonding networks that incorporate water molecules also begs
for the inclusion of interfacial water molecules into the drug-design process (as
discussed in Section 6.3.2), where they can improve binding and specificity prop-
erties [56, 57].
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6.4.3
Computational Tools for Hydrogen Bond Analysis and Design

There are several computational tasks that occur frequently in structure-based
drug design, including high-throughput, structure-based searching for lead com-
pounds that complement a given binding site; suggesting modifications to a
known ligand in order to improve affinity or specificity; and post hoc rationaliza-
tion of trends in experimentally well-characterized protein-ligand complexes. In
each of these tasks, proper account needs to be taken of the effects of changes to
hydrogen bonding as the ligand binds. Each of the three tasks requires similar
structural and energetic computations, although the first is often carried out with
a lower level of detail for reasons of speed.

If we first consider the latter tasks, where the structure of a protein-ligand com-
plex is already known, it is usually necessary to build the hydrogen atoms into the
structure, determine which hydrogen bond donor and acceptor sites are present,
bearing in mind possible bifurcation and steric accessibility issues, and then cor-
rectly score the contributions of hydrogen bonding and all other aspects of the
structure to the thermodynamics of binding. It should be emphasized that no sin-
gle accurate automated procedure yet exists to carry out all these computations,
but many tools are available that can assist visualization and thinking.

In building hydrogens into a structure, although it is fair to assume that all
strong acceptors and donors are satisfied to a first approximation, it is often diffi-
cult to decide between alternative pairings and geometries. Glick and Goldblum
[77] have described a strategy of ordered hydrogen placement that begins by add-
ing non-rotatable hydrogens such as those of the peptide backbone according to
known covalent geometry. Then water protons, polar side chain protons, and the
C- and N-termini of a protein are added in such a manner as to maximize the
number and strength of hydrogen bonds. Since there are many possible combina-
tions, a sophisticated mixed stochastic/hierarchical search is employed to find the
optimal configuration. The program was benchmarked successfully against several
neutron structures of proteins. An alternative approach is to build all hydrogen ac-
cording to known covalent geometry and then subject the system to a short peri-
od of molecular dynamics simulation, which allows the system to find a favorable
low-energy configuration for the hydrogen bonding. This can be accomplished in
most commercial biomolecular modeling packages (Sybyl, Insight, etc.), but note
that molecular dynamics is essential in order to search thoroughly for alternatives
to the initially built structure; energy minimization alone does not have sufficient
flexibility. Molecular dynamics also has the potential advantage of allowing a flex-
ible response of the protein in response to modifications of the ligand. Both meth-
ods require prior knowledge from NMR data or from the structure itself [12] or
computation [78] of the pKa of all groups, which profoundly affect hydrogen-bond-
ing patterns and consequent binding affinity [79]. When relying on computation
of pKa values – since hydrogen bonding can significantly affect the pKa of His,
Glu, and Asp – it may be necessary to iteratively cycle the pKa and hydrogen-bond
calculations until a steady state is reached.
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The stochastic search and molecular dynamics approaches are both limited by
how well hydrogen bonding is described within them. Generally, lone pair geometry
and the interactions of weak acceptors are poorly represented in computational mod-
els of protein-ligand interactions. Accurate models of the local energetics of strong
donor–weak acceptor pairs would be particularly useful, as the very existence of
the bond depends on a fine balance of energetic considerations. Furthermore, it
can be extremely difficult to decide on the basis of a medium-resolution X-ray struc-
ture alone whether or not such a bond is present or significant in binding.

An alternative or additional procedure to attempting to model the actual posi-
tion of every hydrogen bond is to create a 3-D contour map of the probability of
finding a donor or acceptor at a particular position in the binding site. Taking ad-
vantage of the ready availability of 3-D modeling/visualization software, binding
site probability maps are created by superimposing the individual probability
maps for known donor and acceptor groups (which have been derived from struc-
tural databases, Section 6.2.2) on each donor and acceptor in the binding site. The
3-D site mapping idea has been incorporated into several programs: XSITE (based
on data from the PDB and therefore actual protein-ligand complexes [80]) and
ISOSTAR/SUPERSTAR (based on the CSD data and therefore on broader chemis-
try [81, 82]). These templates can be used to predict the potential positions at
which a ligand could interact via a hydrogen bond and therefore could be used in
conjunction with molecular similarity studies, pharmacophore query searching of
databases, or de novo design algorithms [13]. An interesting variation on this
approach is to create a hydrogen-bond probability map for a given ligand or set of
ligands that contains all the feasible positions at which a complementary protein
atom could be found. This can be useful in creating a model of a receptor where
the structure of the receptor is not known from experiment [83].

The success of structure-based lead development is hampered by the inability to
accurately relate changes in structure to the detailed energetics of binding. Ab in-
itio quantum theory is quite successful at modeling hydrogen bond geometry and
energetics, but it is too computationally demanding for routine use in ligand de-
sign. Consequently, simplified force fields in which the energy is expressed as a
sum of Lennard-Jones and electrostatics interaction are widely used to model
macromolecular systems. None of the standard force fields accurately model polar-
izability. Instead, parameters are averaged over a number of the configurations
considered by quantum mechanics and are modified to account for an average po-
larizable environment. In the case of homogenous liquids such as water, this has
been a successful strategy for the reproduction in calculation of the bulk proper-
ties of the liquid. However, the success of this temporal and spatial averaging
strategy is unlikely to be extendable to discrete binding sites for water or other li-
gands that possess properties distinct from the bulk phase. Another defect of com-
mon force fields is that they place partial charges at atom positions and conse-
quently model only the dipole character of local interactions. As we have seen, the
preference for hydrogen bonding to lone pairs means that the dipole model does
not have appropriate geometry. It has been found that more sophisticated electro-
static models (e.g., using distributed multi-poles) can produce correct orientation
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information [84], but even then polarizability is not correctly included. Although
such molecular-simulation-based rationalization of inhibitor binding energies can
provide some insight and is a very active area of research (e.g., [85, 86]), it seems
that it will be some time before sufficiently accurate models of hydrogen bonding
are available to allow accurate physics-based predictions of binding free energy.

High-throughput scoring of ligands is possible with lower levels of structural
detail and greater margins of error in calculated binding affinity. Such scoring
schemes partition the interaction energy of a protein-ligand system in a simple
way, e.g., counting strong and very strong hydrogen bonds, contacts between, or
surface area of, buried apolar groups and ignore the explicit water molecules.
They are considered in more detail in Chapter 1 of this book. They can be quite
successful in ranking compounds’ binding affinities (e.g., [87]) and consequently
useful in the drug-design process. However, they are subject to a substantial mar-
gin of error and are usually very poor at identifying the thermodynamic (enthalpy
or entropy) and structural source of changes in binding affinity [88]. We believe
that improvements can be made by more detailed consideration of the strength of
hydrogen bonds [37, 65] and the role of buried waters [56] and by parameterizing
the scores against enthalpy and entropy data in addition to binding affinities.

6.5
Conclusion

Hydrogen bonds are crucial to the recognition of ligands by proteins. We have
learned much structurally and energetically about proteins’ hydrogen-bonding ca-
pacity over the past 20 years, and this is beginning to make an effective contribu-
tion to drug-design strategies. However, hydrogen bonding remains a very active
area of research, with new insights promised by the determination of more pro-
tein-ligand structures of better quality, by emerging spectroscopic techniques, and
the possibility of building a greater experimental databank of thermodynamic
knowledge through advances in microcalorimetry. The integration of this knowl-
edge into theoretical and computational molecular models will be an exciting and
rewarding challenge in the coming decade.
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7.1
Introduction

The field of enzyme inhibition is one of the most fruitful sources of experimental
information on the interaction of small chemical ligands with proteins. It is well
known that the majority of pharmaceutical companies have a range of drug-devel-
opment projects where the active principle is an enzyme inhibitor. The reason for
this is clear: many enzymes are well-characterized, soluble, stable proteins with an
established assay suitable for either high-throughput screening or precise mea-
surement of inhibition constants. Perhaps the most widely studied enzyme is
thrombin. In this chapter, we will use the example of active site inhibition of
thrombin to illustrate a range of principles of enzyme-inhibitor design. It will be
left to the reader to perceive when the terms “enzyme” and “inhibitor” may be
generalized to “receptor” and “ligand.” The modern drug-design and -develop-
ment process is extremely complex. Here we will concentrate only on the molecu-
lar recognition aspects. Comprehensive surveys of the thrombin inhibitor patent
literature have been made by Wiley and Fisher (pre-1997) [1] and Coburn (1997–
2000) [2], and the clinical use of direct thrombin inhibitors has been extensively
reviewed [3–11]. Thrombin residue numbering follows throughout the chymotryp-
sinogen convention.

The first principle of enzyme inhibitor design is “Use all the available informa-
tion”. This information can be biological, functional, structural, chemical, or theo-
retical. There is such an immense amount of biological information on thrombin
that it cannot be surveyed here: we focus on thrombin as a serine protease of the
trypsin family and take fibrinogen to be its primary substrate. A convenient way
to look at the information available is from the more general to the very specific.
For thrombin, we may take four levels: the general catalytic mechanism; the par-
ticular substrate types processed; the structure of the protein; and, often forgotten,
the flexibility of the protein required to achieve this function.

Enzymes are biological catalysts: the active site exists to correctly position a sub-
strate molecule so that functional groups on the enzyme may perform “chemistry”
on it. All trypsin-like enzymes have a “catalytic triad” of aspartic acid 102, histi-
dine 57, and serine 195 in which the serine O� is activated so that it may attack a

163

7

Principles of Enzyme-Inhibitor Design
D.W. Banner

Protein-Ligand Interactions: From Molecular Recognition to Drug Design.
Edited by H.-J. Böhm and G. Schneider
Copyright © 2003 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30521-1



suitably positioned substrate carbonyl carbon atom to form an acyl intermediate
which is, in turn, attacked by water to release products.

Thrombin substrates are normally peptidic, with nucleophilic attack of the serine
O� being on the carbonyl carbon of an amide bond. The tetrahedral intermediate so
formed is stabilized by two enzyme backbone hydrogen bonds from the –NHs of
Gly193 and Ser195, which form the “oxyanion hole.” This catalytic mechanism is
positioned next to a “recognition pocket” that has an aspartic acid (Asp189) at the
bottom and is highly arginine specific (Fig. 7.1). Substrates normally have to be po-
sitioned quite accurately in the active site of an enzyme for catalysis to proceed
quickly. In the case of thrombin, this is further achieved via an anti-parallel beta in-
teraction between substrate peptide and enzyme residues 214–216.

There is perhaps more three-dimensional structural information available on
thrombin than any other enzyme. We will study selected examples of the use of
such information, indicating the relevant Protein Data Bank (http://www.rcsb.org/
pdb/) entries [1abc] for those who wish to visualize the structures in 3-D.

Enzymes are intrinsically mobile. Catalysis proceeds stepwise, first by formation
of a complex between enzyme and substrate(s), next by passage through one or
more transition states, and finally by release of product(s). There is therefore a
range of low-energy structures that may be regarded as possible targets for inhibi-
tion. These, when known, should be considered in the inhibitor design process.
In the case of thrombin, no large structural changes take place, but in other sys-
tems – particularly where multiple substrates, products, and cofactors are involved
– it may be necessary to document and analyze a significant number of very dif-
ferent structural states. This may be done by determining X-ray structures of com-
plexes with different combinations of functional and non-functional analogues of
substrates, products, and cofactors. In particular, “transition state analogues” are
of great value and should be synthesized whenever possible.
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Fig. 7.1 Thrombin active site regions as defined by the binding of fibrinopeptide of
sequence D-F-L-A-E-G-G-G-V-R (from [1bbr]).



7.2
The Active Site

It has proved extremely useful for thrombin and many other enzymes to provide
a standard nomenclature to describe the active site. The notation of Shechter and
Berger is widely used for enzymes whose substrates are polymers: the positions of
the polymer are named -P4-P3-P2-P1�P1�-P2�-P3�-P4�-, where / is the cleavage site,
and the sequence for polypeptides runs from the N- to the C-terminus [12]. The
corresponding pockets on the protein that are responsible for the recognition of
these polymer elements are called “sub-sites” and are labeled . . . S2, S1, S1�, S2� . . .

For thrombin, with fibrinogen as defining substrate, this is inconvenient. In-
spection of complexes of thrombin with fibrinopeptide analogues [1bbr, 1dm4,
1 fph, 1ucy, and 1ycp] shows the fibrinopeptide, the N-terminal fibrin cleavage
product, to have a folded structure as illustrated in Fig. 7.1. (It is more convenient
to use the notation of Fig. 7.2. [13]).

7.3
The Heuristic Approach

It could be argued that in the ideal case and given the power of modern computa-
tional methods, one single X-ray crystal structure of thrombin should suffice to
design thrombin inhibitors with the desired properties using “virtual screening”
techniques. Certainly, examples of success using this approach are known and are
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Fig. 7.2 Thrombin active site regions as defined by the binding of D-
Phe-Pro-Arg analogues, e.g., PPACK. The recognition pocket (S1) is
clear. The proximal (P) hydrophobic pocket binds the proline side
chain and thus corresponds to S2. The distal (D) hydrophobic pocket
binds the D-Phe side chain. For PPACK 1 R1= CO.CH2Cl.



given below (Section 7.5). The majority of thrombin inhibitors reported to date,
however, were produced by classical medicinal chemistry, either alone or in combi-
nation with X-ray structural information.

To facilitate the dialogue among the chemist, the modeler, and the crystallogra-
pher, it has proved most useful not only to define terms, as in Fig. 7.2, but also to
develop “design rules.” Examples might be: “A terminal basic group is required to
fit into the S1 pocket,” “Two hydrophobic groups are required to fill the P- and D-
pockets,” or “A hydrogen-bond acceptor has to be positioned over the –NH of Gly
216.” Such rules may give valuable direction to design, particularly if they capture
some aspect of the active site that is not particularly obvious but that is indicated
by experiment. There is, however, a clear problem with the approach, namely, that
it may not be necessary or desirable to obey all the rules at once. Thrombin, for
example, has two large hydrophobic pockets (D and P) as well as the S1 pocket. It
is thus relatively easy to generate molecules that bind tightly to the active site,
that is, with inhibition constants in the low nanomolar range. The practical issue
here (at least in the pharmaceutical industry) is not how to obtain better inhibi-
tion but rather how to produce compounds with optimal biological properties.
There are many examples of thrombin inhibitors where, for instance, a less basic
P1 group has been introduced in the attempt to improve oral availability, resulting
in a “non-optimal” interaction with the S1 pocket.

A further handicap associated with any rule-based approach to inhibitor design
is that it tends strongly to lead to just one class of very similar molecules: the pro-
cess often converges to a single (local) minimum. The best approach is “Try to ex-
tract helpful rules from the available data – but be prepared to break them!”

7.4
Mechanism-based Covalent Inhibitors

The penicillins are one of the most successful classes of drug. They are mecha-
nism-based inhibitors of beta lactamases and penicillin-binding proteins (PBPs)
involved in bacterial cell-wall synthesis. In brief, these enzyme inhibitors contain
a lactam ring that opens on acylation of the active site serine; ring opening is fol-
lowed by structural rearrangement of the inhibitor, and the best inhibitors are
those where the rearrangement is such that the water attack required for de-acyla-
tion is hindered. This results in very slow off-rates: the enzyme is covalently inhib-
ited for a very long time. It might be thought that this principle could easily be
transferred to other enzymatic systems, such as thrombin. This has been the sub-
ject of much effort, but the results have been generally disappointing. It turns out
that lack of selectivity is a serious problem. Chemical compounds with suitable re-
active centers can inhibit a wide variety of similar enzymes, with the risk of se-
vere toxicity effects in vivo. For the penicillins this is not a problem, as humans
do not possess homologues of beta lactamases and PBPs. We do, however, have
many important thrombin-like serine proteases involved in vital functions, which
must not be significantly inhibited.
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Can we, nevertheless, use mechanism-based inhibitors to study the molecular
interactions in active sites? Unfortunately the simple answer appears to be nega-
tive: on- and off-rates and structural rearrangements are difficult to interpret in
terms of the energetics of specific interactions. Although detailed spectroscopic
studies have begun to shed light on these complex mechanisms (e.g., [14, 15]),
much more work will be required before all the enthalpic and entropic effects can
be unscrambled.

Knowledge of nothing more than the catalytic mechanism and the P1 residue
can indeed be used directly to design thrombin inhibitors. All that is required is
an arginine analogue with an electrophilic center in the correct position. The sim-
plest of these is APPA (Fig. 7.3).

The seminal work of Bode and Huber produced crystal structures of both ben-
zamidine and APPA bound to trypsin [3ptb, 1tpp] [16]. Thrombin has a very simi-
lar primary sequence to trypsin, with amino acid identities (similarities) of about
40% (55%), depending on species. The structures of the enzymes are also very
similar, with 200 C� positions superimposing with about 0.75 Å rms deviation.
The remaining �60 thrombin residues are in surface loops which are much
shorter in trypsin, where there are only �30 corresponding residues.

Given this similarity, it is no surprise that both benzamidine and APPA show
little selectivity among thrombin, trypsin, and the large number of closely related
enzymes.

About half of the thrombin structures in the PDB are active site complexes with
covalent inhibitors and with other molecules bound to so-called “exo-sites” [17].
The majority of these contain PPACK 1 (Fig. 7.2) [18], which has been very widely
used as a tool. This inhibitor forms a stable complex with thrombin, making cova-
lent bonds to both Ser 195 and His 57. Here a word of warning must be given: a
protein structure is distorted somewhat by inhibitor binding, and for covalent inhi-
bitors, particularly doubly covalent ones, this distortion may be significant. For
thrombin this is not a serious problem: in the PPACK complex, the Tyr-Pro-Pro-
Trp lid of the P pocket adjusts its position so that the Trp side chain moves down
by about 1 Å to better pack over the PPACK proline [13]. It is not unknown in other
enzymes that the acyl-enzyme relaxes to a structure significantly different from the
initial Michaelis complex. For investigation in structural detail of the acylation of
elastase, a serine protease with the same active center as thrombin, consult [19–24].
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Fig. 7.3 The simplest thrombin inhibitors, benzamidine 2
(left) and APPA, 3 p-amidino phenyl pyruvate.



While no structure of a true Michaelis complex of this kind of inhibitor has
been reported, Skordalakes et al. have made a fascinating observation with a phos-
phonate tripeptide thrombin inhibitor of the structure of a trapped pentacovalent
intermediate state which precedes the covalent intermediate [25].

Many research groups have started with PPACK and produced inhibitors of a less
peptidic nature (to improve in vivo stability), and/or with conformational restriction
(to tackle the entropy loss problem), and/or with a variety of “serine trap” function-
alities, for example, aldehydes, boronic acids, �-keto amides and acids, �-keto hetero-
cycles, polyfluorinated ketones, and phosphonates. Structures of many of these are
known in complex with thrombin but will not be reviewed here (see e.g., publica-
tions of C.A. Kettner and coworkers). As well as lack of specificity, these potential
drugs suffer from slow on-rates and have not progressed to the market.

7.5
Parallel de novo Design of Inhibitors

As asserted above, it should easily be possible these days to progress from a crys-
tal structure to a useful lead inhibitor quite quickly using in silico screening. A
few years ago we used thrombin inhibition to test a conceptually simple de novo
approach combining combinatorial docking and combinatorial chemistry [26]. Re-
ductive amination was chosen as a convenient synthetic chemistry: a set of alde-
hydes and a set of amines were chosen on the criteria of size and availability, and
all aldehyde-amide reductive amination products were “synthesized” in silico and
docked into the thrombin active site, and binding affinities were estimated using
modified Ludi algorithms [27]. Ten of the predicted best inhibitors were then
synthesized chemically and assayed for thrombin inhibition.

The best compound 4, shown in Fig. 7.4, had a Ki for thrombin of 95 nM, an
encouraging result for a compound of molecular weight 317. The “amine moiety,”
p-amino-benzamidine, which serves as the arginine mimetic, has on its own a Ki

of 34 �M for thrombin and 5.7 �M for trypsin, that is, the “needle,” as we have
named such entities [28], is selective for trypsin by 5�. The full compound, how-
ever, has a Ki for trypsin of 520 nM and is thus 5� selective for thrombin. To
check the binding mode, an X-ray crystal structure of the complex was deter-
mined. This confirmed the binding mode predicted but with some significant dif-
ferences in detail. The terminal phenyl group fits into the D pocket, but the ether
oxygen is almost 2 Å further out into solution than expected. This is because the
Tyr-Pro-Pro-Trp peptide sequence that forms the “lid” of the hydrophobic P pocket
moves down over the central phenyl group in a way already seen for other inhibi-
tors, notably PPACK.

A number of principles are clear from this experiment. The first is that a
straightforward approach to obtaining easy-to-synthesize inhibitors may be suc-
cessful, so is worth trying. A second is that empirical estimates of binding energy
such as implemented in Ludi are capable of giving useful results. A third is that
the protein may adapt to the inhibitor rather than vice versa.
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This last principle may be generalized as “The system moves to the structure
with the lowest free energy.” This is, of course, a well-known, fundamental princi-
ple of thermodynamics, so it is surprising that it is often overlooked. The problem
arises because it is not yet possible to compute the behavior of a system consist-
ing of protein, ligands, water, and, quite possibly, a variety of other solvent mole-
cules for a time period long enough for the system to reach an energy minimum
significantly different from that of the starting conformation. As a result, we take
many approximations, which may not be valid. In particular, we know that we can
express the change in free energy on binding as

�G � �E � T�S �Eq� 7�1�

where �E is the enthalpy change, T is the temperature, and �S is the entropy
change, but in practice we slip into the easier way of thinking of binding energy
as simply enthalpic and ignore the entropic effects altogether.

7.5.1
Evolution of Inhibitors

Inhibitors may also be generated by the use of “molecular evolution.” This tech-
nology has been successfully applied to thrombin [29]. In brief, a synthetic
scheme is chosen that potentially enables the synthesis of a very large combinator-
ial library: in this case, a three-component Ugi-type reaction was selected. A small
set of molecules is synthesized with a random choice of components and tested
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Fig. 7.4 (Above) The reductive amination scheme. (Below) The best
compound 4 from combinatorial docking



for thrombin inhibition. This “first generation” is “evolved” to a second and
further generations. After about 20 or so generations, the “population” normally
converges to a set of closely related thrombin inhibitors (for a detailed analysis of
the method applied to thrombin, see [30]). In this way it is possible to generate
low nanomolar thrombin inhibitors, potentially using different synthetic schemes
where each scheme would give a different inhibitor series with a different chemi-
cal backbone (scaffold). The libraries for thrombin were “biased,” and the syn-
thetic scheme was chosen so that the final molecules contain two hydrophobic
groups (targeted to the D and P pockets), a basic group (targeted to the S1 pock-
et), and potential hydrogen-bonding groups (targeted at Gly216). It is therefore no
surprise that the best inhibitors look “familiar” as thrombin inhibitors.

The relevance for understanding molecular interactions is that the selection cri-
terion for “survival of the fittest” is solely the measured Ki for thrombin. It might
thus be expected that the best inhibitors would indicate optimal interactions with
the protein-binding site. In practice the information obtained is limited by the
geometrical restraints imposed by the synthetic scheme chosen and by the re-
stricted choice of building blocks. Use of only “affinity” as the selection criterion
also drives the process towards larger and more hydrophobic compounds, which
may not be “drug-like.” There is, of course, the possibility to include a bias to-
wards lower molecular weight, or indeed towards any other property of the inhibi-
tor that can be rapidly computed.

A very informative practical exercise would be to use the approach with a number
of synthetic schemes, to observe the binding modes of the best inhibitors by use of
X-ray crystal structure determinations, and to superimpose the resulting structures.
This would then enable a 3-D mapping of the active site on the assumption that in-
hibitor features occurring most frequently at a particular spatial location indicate the
most favorable functional group to place at that point. Further, the range of relevant
low-energy structures of the protein would also be mapped.

The important principle here is that although a single ligand-protein complex
contains much useful information, the overlay of a series of complexes – as inde-
pendent of each other as possible – gives a much more objective picture of which
interactions contribute most to affinity (and, in principle, to selectivity).

7.6
Inhibitors from Progressive Design

An alternative approach to finding good inhibitors is to start from some kind of
small “anchor” building block and then “grow” the inhibitor. In principle, the an-
chor can be covalent; indeed, it has been suggested that, in the absence of any other
starting point, a cysteine might be cloned into a protein of interest. Inhibitors could
then be grown starting from a disulfide bridge as anchor. Once sufficient affinity is
reached, the anchor could be abandoned altogether or replaced by a substituent tar-
geted at the wild-type molecule. To my knowledge, such an approach has not been
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realized 1), but there is a large literature on metalloproteases where an anchor, such
as hydroxamate, binding tightly to the catalytic zinc ion has been used.

It has not, however, been particularly fruitful to progressively develop inhibitors
starting from small, covalently bound thrombin inhibitors. As indicated in Section
7.3, PPACK-based thrombin inhibitors have been widely varied, but in most cases
the D and P pocket groups were left alone and the groups interacting with
Gly216, Ser195, or Asp189 were modified to improve biological properties. For
more-or-less linear inhibitors, there always exists the possibility of “shuttle” opti-
mization, i.e., working from one end to the other and back again.

A very successful progressive design approach for thrombin is to start from a
small building block, known or expected to bind non-covalently in a precise posi-
tion in the active site, and expand this by progressive addition of substituents. We
have called such building blocks “needles” and have described the discovery of a
thrombin-specific needle and its evolution to a full-blown thrombin inhibitor with
the use of sequential X-ray structural analyses (see [28]). The details will not be re-
peated here. The inhibitor, napsagatran, 5 is shown in Fig. 7.5.

Napsagatran is, with Ki for thrombin of 270 pM and Ki for trypsin 1.9 �M, one
of the most potent and selective thrombin inhibitors known and will be used here
to illustrate a number of principles.

First, the needle itself, amidino-piperidine, has Ki for thrombin of 150 �M and for
trypsin 360 �M and thus is 2.4� selective for thrombin. This contrasts with the clas-
sical needle benzamidine, which has Ki for thrombin of 300 �M and 31 �M for tryp-
sin and thus is 10� selective for trypsin. This is perhaps unexpected, as it could be
argued that benzamidine, being planar, is a much better analogue of the substrate
arginine guanidinium group. The width of the recognition pocket (measured from
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Fig. 7.5 The Roche thrombin inhibitor, napsagatran 5.

1) Note added in proof: This concept has been pub-
lished by D. A. Erlanson, A. C. Braisted, D. R.
Raphael, M. Randal, R. M. Stroud, E.M. Gor-

don, J. A. Wells, Proc. Natl. Acad. Sci. U.S.A.
2000, 97, 9367–9372.



Gly216 N to Cys191 carbonyl carbon and taken from high-resolution X-ray struc-
tures) is 7.6 Å for PPACK, 8.0 Å for benzamidine, and 8.4 Å for napsagatran. The
recognition pocket is thus not rigid and in thrombin is able to expand more easily
than in trypsin. It is very difficult to see why this is so by inspecting X-ray struc-
tures. The only sequence difference between thrombin and trypsin in the whole
of the recognition pocket is that thrombin has Ala at 190, whereas trypsin has
Ser, but the effect of this difference on needle binding is obscure (see Section
7.9.1). It is quite possible that residues forming a second layer around the recogni-
tion pocket help determine the structural variability. Perhaps needle binding is a
realm better covered by experiment than theory at the present time.

Secondly, napsagatran bound to thrombin shows very good intramolecular inter-
actions, and the bound conformation was observed to be very similar to that
found in crystals of napsagatran alone. This points to the general principles of a
“lock-and-key” interaction between enzyme and inhibitor being favorable [31],
which is equivalent to saying that the entropy loss of the inhibitor on binding
should be low. The two hydrophobic substituents, naphthyl- and cyclopropyl-,
pack well together. Such “hydrophobic collapse” of the inhibitor structure in solu-
tion is presumed to help pre-form the “key” to fit in the thrombin “lock” [32, 33].
Further, the carboxylate provides a “cap” to the needle, being positioned over the
hydrophobic part of the piperidine, protecting it from interaction with water, and
the conformation is stabilized by an intramolecular hydrogen bond from an –NH
to the carboxylate.

An important principle, much neglected, is that the conformation of a potential
inhibitor in solution is also relevant. The observed inhibition constant is a mea-
sure of the free energy change in the whole system on mixing enzyme and inhibi-
tor. It is very unfavorable if the inhibitor prefers a conformation in solution of
substantially lower energy than when bound to the enzyme.

In general, it is to be expected that, after complex formation, both enzyme and
inhibitor will be in low-energy conformations. It seems unlikely, and also unneces-
sary, that both will be simultaneously in their lowest energy conformations. Just as
the topological and geometrical constraints on protein folding lead not infrequently
to amino acids – mostly but not always proline – being found in the cis rather than
the energetically more favorable trans conformation, the global energy minimum
attained in inhibitor binding may sometimes distribute local energy unevenly.

A fundamental principle of inhibitor design, not always easy to achieve in prac-
tice, is that when docking enzyme and inhibitor, all reasonably low energy confor-
mations have to be taken into account.

7.7
Lessons from Classical Inhibitors

As early as 1981, chemists at the Mitsubishi chemical company synthesized the
thrombin inhibitor MD-805, 6 (Fig. 7.6), which has been extensively tested in hu-
mans under the name argatroban [34]. The compound, as might be seen from its
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structure, was produced by the classical medicinal chemistry approach starting
with arginine-containing tripeptides. Secondary amines, ultimately the piperidine,
were introduced to prevent processing as substrate. The structure in complex with
alpha thrombin has been published by myself [13] and at higher resolution in
complex with epsilon thrombin by Bode and Brandstetter [35].

Another early inhibitor is Napap, 7 (Fig. 7.7) [36]. The compound was synthe-
sized as the racemate. The stereochemistry of the binding species was demon-
strated by determining the structure in complex with alpha thrombin and was
published by myself [13] and, at higher resolution in complex with epsilon throm-
bin, by Bode and Brandstetter [35].

This inhibitor can be considered a tetra-peptide analogue if the piperidine is
taken as replacing a cyclized amino acid.

Fig. 7.8 shows, in simplified form, the binding of the three inhibitors 5–7 to
thrombin. All may be considered peptide analogues. All occupy roughly the same
volume. Most of the interactions with thrombin are similar or identical. There is,
nevertheless, a fundamental difference in the way they bind – the “binding
modes” are not all the same. I take here a definition of “binding mode” as being
determined by which substituents are in which pockets. If we take the arginine or
analogue to be P1 and stretch the definitions somewhat, we have the following
binding pattern according to where the residue side chains are found (Tab. 7.1).
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Fig. 7.6 The Mitsubishi compound MD-805 (argatro-
ban) 6.

Fig. 7.7 D-Napap 7.



Two different binding modes are seen. For Napap the P1 residue lies substrate-
like towards Ser 195, but the D conformation (as opposed to the substrate L con-
formation) brings the piperidine corresponding to P1� into the P pocket; the gly-
cine P2 acts as a spacer and makes the hydrogen bonds expected for a P3 residue,
positioning the P3 naphthyl-sulfonyl correctly to fit into the D pocket. For MD-
805 the P1 arginine tilts towards Gly216 and makes there the hydrogen bonds ex-
pected for a P3 residue, allowing the P1� piperidine to enter the P pocket and the
P2 substituent the D pocket. Surprisingly, napsagatran formally has the same
binding mode as MD-805, despite their different origins.

MD-805 originated as a tripeptide with P2, P1, and P1� substituents. To prevent
cleavage of the P1-P1� peptide bond, a secondary amide was introduced and opti-
mized to the piperidine shown. What was not appreciated at the time was that
the P1 arginine effectively jumped to P3. This is possible, as the structures show,
but only if the arginine needle turns so that only one guanidine –NH2 interacts
with Asp189 (Fig. 7.9).

In retrospect, this example reinforces a number of important principles:

1. Expect the unexpected – the smallest change in an inhibitor can cause it to
bind totally differently.

2. The tail does not wag the dog – in this case, the guanidine does not make
“optimum” interactions with Asp189 but has to settle for “second best” in or-
der to allow a large number of other favorable interactions.

3. As indicated above for napsagatran, “hydrophobic collapse” is a powerful driv-
ing force. Models that placed the P1� piperidine in the rather hydrophilic S1�

region did not take this into account.
4. A water molecule at a well-defined position helps stabilize the bound confor-

mation (Fig. 7.9).
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Fig. 7.8 Sketch of the binding modes of napsagatran, 5,
MD-805 6, and Napap 7.

Tab. 7.1 Binding patterns of thrombin inhibitors.

S1 D pocket P pocket

Napsagatran P1 P2 P1�
MD-805 P1 P2 P1�
Napap P1 P3 P1�



5. The carboxylate substituent on the piperidine ring has the equatorial confor-
mation and not the expected axial conformation that has lower energy taken
in isolation. As previously discussed in detail [13], this allows better packing in
the P pocket than any other conformation of this or any other stereoisomer.
Modeling suggests that packing of the quinoline against the piperidine also
gives preference to this conformation, so hydrophobic collapse may be the pri-
mary driving force. At any rate, there is a local conformation, which is not in
its lowest energy state.

Napsagatran was evolved progressively from the 3-substituted amidino-piperidine
needle. The exit vector from the needle is such that amide extension first interacts
with the rim of the S1 pocket by accepting a hydrogen bond from the –NH of
Gly217 at the front of the pocket. This excursion of the “extended needle” allows
the central amino acid (regarding the extended needle as side chain) to achieve an
“ideal P3” hydrogen-bonding interaction with Gly216, being in plane with Gly216
and close to the position of the P3 glycine in the fibrinopeptide structures. This
repositioning of the central amino acid backbone then requires a smaller P pocket
substituent. The possible energy/entropy losses associated with an extended nee-
dle are compensated by the fact that all torsional angles are close to ideal values
and that the amide makes two good hydrogen bonds – to Gly217 and to the inhib-
itor carboxylate.

Superimposition of the three lead inhibitor and fibrinopeptide structures indi-
cates the following design rules for thrombin inhibitors:

1. There has to be a basic group in close interaction with Asp189.
2. There is a small volume deep in the P pocket that must be occupied

by a hydrophobic group.
3. There is a small volume deep in the D pocket that must be occupied

by a hydrophobic group (over CE3 of Trp215).
4. Non-aromatic residues are preferred in the P pocket.
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Fig. 7.9 Interactions at the bottom of the S1

(recognition) pocket. (Left) The canonical
benzamidine hydrogen-bonding scheme with
two hydrogen bonds to Asp189, one to the
carbonyl of Gly219 and one to the conserved

water molecule. (Right) The guanidine of MD-
805 makes interactions with the same hydro-
gen bond acceptors plus an extra water mole-
cule.



5. Aromatic residues are preferred in the D pocket.
6. Both “anti-parallel beta” hydrogen bonds to Gly216 must be made.
7. A carboxylate or carbonyl is preferred near Ser195.
8. It is not a requirement that the oxy-anion hole be occupied.

These heuristic rules are there to be broken but have to be kept in mind, as most
will have to be satisfied most of the time. To progress further, we need to try to
quantitate the energetics of the enzyme-inhibitor interaction.

7.8
Estimating the Energies of Interactions

There are many approaches to the energetics of intermolecular interactions (vide
infra). Here we document some cases where thrombin inhibitors have been used
to provide energy estimates.

Obst, Diederich, and coworkers generated by rational design a series of throm-
bin inhibitors with rigid, bicyclic core structures [37]. These were further extended
to tricyclic structures and modified specifically “to generate detailed information
on the strength of individual intermolecular bonding interactions and their contri-
bution to the overall free energy of complexation” [38]. The general formula of the
inhibitors is given in Fig. 7.10. For details of synthesis and stereochemistry, please
refer to the original articles. Here, two pairs of inhibitors will be presented for
which there is evidence from high-resolution X-ray structures that the pairs bind
in exactly the same way. This is most important, since, as discussed above, quite
similar inhibitors might bind differently and also the protein might adapt to the
inhibitor.

The reference inhibitors 8a have carbonyl oxygens at both R1/R2 and R3/R4 and
bind with the lower carbonyl oxygen accepting a hydrogen bond from the –NH of
Gly216 (as modeled) and the upper carbonyl oxygen in the P pocket.
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Fig. 7.10 General formula of the bi- and tri-
cyclic thrombin inhibitors 8 from Obst et al.
[37, 38] (simplified representation).
8a (R1/R2)= O, (R3/R4)=O; 8b R1= H,
R2= H, (R3/R4)= O; 8c (R1/R2)= O, R3= H,
R4= CH2(CH3)2.



A first inhibitor 8b was generated (in the bicyclic series) with R1 = H, R2 = H,
i.e., the lactam carbonyl was replaced by a methylene group. The only difference
in the X-ray structures of this and the reference bicyclic inhibitor was the lack of
the carbonyl oxygen atom. The energy difference between the two compounds as
derived from Ki measurements is ��G = 0.8 kcal mol–1. We can directly equate
this with the energy of the lost hydrogen bond, since there are no other differ-
ences apparent. This is at the lower end of the generally accepted range (0.5–
1.5 kcal mol–1). The authors propose a number of reasons for this. First, residue
glycine 216 is planar, and the phenylamidinium residue of the inhibitor stacks
parallel to it so that its �-electrons will tend to stabilize a partial positive charge
on the –NH of Gly216. The resultant antiparallel dipoles of the glycine –NH and
C=O will then tend to stabilize each other. Second, because Gly216 is planar, re-
pulsion between the inhibitor carbonyl group and the Gly216 carbonyl group will
prevent the hydrogen bond from having optimal geometry (and thus optimal en-
ergy). Finally, the interaction between the methylene group on the inhibitor and
the methylene group of Trp215 are assessed as positive, albeit small.

There is a complementary way of looking at this problem. We may simply ask,
does a water molecule prefer to bind here when no inhibitor is present? The an-
swer seems to be “No,” which supports the above argument.

A second inhibitor pair was synthesized, this time in the tricyclic series with
R1/R2 as carbonyl, with R3 as H, and with variation of R4 with R stereochemis-
try. This was done since it was clear that a carbonyl group in the P pocket does
not obey the rules for optimum binding. The reference tricyclic 8a compound is,
in fact, quite potent, with a Ki for thrombin of 90 nM, but with R4 as isopropyl
8c, the Ki improved to 13 nM. This corresponds to an improvement in binding en-
ergy of ��G = 1.1 kcal mol–1. This is quite substantial, but given that the structure
closely resembles the S2 valine of the natural substrate, it is perhaps less than
might have been expected. Close inspection of the X-ray structures shows that the
isopropyl substituent is fractionally too large and pushes the tricycle out by about
0.5 Å without a significant change in the protein structure. Cyclopropyl and ethyl
are slightly better substituents, with Ki’s of 10 nM and 8 nM, respectively. Never-
theless, the carbonyl group does better than expected, probably because the P
pocket is not fully closed. There is a smear of residual electron density between
this carbonyl oxygen and the –NH3 of Lys60F, which can be interpreted as a
poorly ordered water molecule partially solvating the carbonyl oxygen.

Another inhibitor series has been used to estimate the value of P pocket interac-
tions – the Boehringer Mannheim diaryl sulfonamides [39] (also reported by 3-Di-
mensional Pharmaceuticals [40–43]) (Fig. 7.11).

The diaryl sulfonamide inhibitors were discovered by a screening exercise
aimed at finding less basic thrombin inhibitors [44]. A crystal structure of the
complex of thrombin with the R = CH3 compound 9b (BM14.1248) shows the phe-
nyl group in the D pocket, the central tolyl group in the P pocket, and the 4-ami-
nopyridine in the S1 pocket (but not interacting directly with Asp189) [45] [1uvt].
9b has a Ki of 23 nM for thrombin, whereas the R = H compound 9a has a Ki of
300 nM [39]. This corresponds to ��G = 1.5 kcal mol–1. As discussed by the
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authors [45], this is certainly lower than the energetic cost of a “hole” left by delet-
ing a methyl group ideally packed deep into a hydrophobic pocket. The P pocket
is sufficiently flexible to compensate somewhat for the loss of the methyl group:
the Tyr-Pro-Pro-Trp loop moves down by 1.0–1.5 Å (R. Engh, personal communica-
tion).

The corresponding R = CH3 compound 10 from 3-Dimensional Pharmaceuticals
has a Ki for thrombin of 11 nM and shows the same binding mode [40, 43].

In a similar way, using 4-TAPAP as template [35], a methyl group deep in the P
pocket was shown to produce an affinity gain of 17� with no change to the posi-
tion of inhibitor binding [46].

We conclude from the above examples that up to �2 kcal mol–1 of binding en-
ergy may be obtained by placing a methyl or similar small hydrophobic group cor-
rectly in the P pocket. Something similar must be true of the D pocket, although
examples with X-ray validation are missing.

We also conclude that placing a hydrogen-bond acceptor correctly above the –NH
of Gly 216 is worth only < 1 kcal mol–1.

We further observe that it is possible to obtain low nanomolar inhibition with-
out making the canonical “benzamidine” hydrogen bonds (Fig. 7.9). For a detailed
discussion of “non-canonical needles” and recognition pocket and P pocket flex-
ibility, the reader should consult [41, 42, 45].

7.9
Water and Solvent

Hydrogen bonding in general is reviewed in the previous chapter. Here, the dis-
cussion will be limited to the role of water and other solvent molecules in inhibi-
tor binding.

The structure of the solvent around biological macromolecules has been re-
viewed in detail by Mattos and Ringe [47]. Serine proteases of the trypsin family
have 21 conserved buried water molecules, as first reported by Sreenivasan and
Axelsen [48]. These may be regarded as integral to the protein structure, and it
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Fig. 7.11 (Above) Diaryl sulfonamide inhibi-
tors from Boehringer Mannheim, 9a R= H,
9b R = CH3. (Below) A similar inhibitor from
3-Dimensional Pharmaceuticals, 10 R= CH3.



might be expected that they would be difficult to displace. Dunitz [49] estimates
the entropic cost of “freezing” in a water molecule as part of the protein struc-
tures as up to 2 kcal mol–1, which is a quite significant penalty.

High-resolution X-ray structures of thrombin in the Protein Data Bank show
rather variable total numbers of water molecules, presumably according to the
preferences of the depositors. A generally accepted number is around one water
per amino acid [50], i.e., �300 for thrombin. Of these, the only ones of direct in-
terest here are the conserved water at the bottom of the S1 pocket (Fig. 7.9); possi-
ble waters hydrogen bonding to the –NHs of Gly216 and Gly219; and whatever
waters are in the S1, P, and D pockets and are normally displaced by inhibitors.

Most of water molecules found around the active site do not appear to be partic-
ularly difficult to displace. In particular, there is no highly conserved water struc-
ture around the oxyanion hole or around Ser 195. These catalytically important
features are not “frozen” in “ice-like” water but rather are intrinsically able to
adapt to substrate, transition state, and product structures.

An elegant, detailed structural description of an unusual multi-centered short
hydrogen-bonding network, induced by the binding of Axys inhibitors of the 11c
APC-1144 type (Fig. 7.12), is given by Katz et al. [51]. Those interested in the pos-
sibilities for interaction with the residues responsible for the catalytic mechanism
and in the roles of water and pH should consult this reference.

7.9.1
Displacing a Tightly Bound Water

The conserved S1 water (Fig. 7.9) is one of the best defined, as judged by the low
B-values (thermal disorder parameters) observed with benzamide- or guanidine-
type inhibitors. It was long regarded as simply part of the protein until Katz et al.
[52] produced inhibitors that displaced it. The objective was to improve selectivity
between those serine proteases that have serine at position 190, e.g., uPA, trypsin,
tryptase, and those that have alanine at 190, e.g., tPA, thrombin, factor X. The
side chain of residue 190 is spatially close to the conserved water, and this region
can be accessed by benzamidine substituents ortho- to the amidine (Fig. 7.12).

Katz et al. [52] report binding constants for 11a APC-8696 of Ki = 130 nM for
trypsin and Ki = 320 nM for thrombin. The compound is thus trypsin selective by
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Fig. 7.12 Inhibitors from Axys: 11a APC-8696 R1= H, R2= ,
X= CH; 11b APC-10302 R1= Cl, R2=�, X= CH, 11c APC-1144
R1= H, R2= H, X= N.



2.5�. Upon introduction of the chlorine substituent to give 11b APC-10302, the
binding constant for trypsin becomes Ki = 230 nM and Ki = 60 �M (60,000 nM!) for
thrombin. 11b is thus 260� trypsin selective. Katz et al. [52] provide a wealth of
both binding data and X-ray structural data on uPA, thrombin, and trypsin and
discuss in detail how the protein structure responds to inhibitor binding. This
excellent set of high-resolution structures [1gjb, 1gjc, 1gj7, 1gj8, 1gj9, 1gja, 1gjd,
1gj4, 1gj5, and 1gj6] has recently been made public (May 2002) and will be a prof-
itable subject for analysis. Only a preliminary summary can be given here.

It might have been expected that the chlorine would interact favorably with the
alanine 190 side chain in thrombin and less well with the serine 190 –OH, giving
selectivity for thrombin, but the inhibition constants reveal just the opposite. Tryp-
sin is favored by ��G = 3 kcal mol–1, although the conserved water is indeed re-
moved from both enzymes and the general binding mode is the same.

The conserved water donates hydrogen bonds to the carbonyl oxygen of residue
227 and to the �-electrons of Tyr228. Both of these interactions are lost when the
water is displaced, but the energy change will be similar for both enzymes.

The most important difference seems to be that in thrombin there is no fourth
hydrogen bond partner for the amidino group, and this hydrogen bond is totally
lost. Further, the chlorine is not quite large enough to fill the pocket left by the
water, so a “hole” is generated, which as we have already seen, costs energy.

In trypsin the nearer –NH2 of the inhibitor amidino group donates a hydrogen
bond to the Ser190 –OH, which in turn donates a hydrogen bond to the –OH of
Tyr228. The side chain of Tyr228 moves inward slightly and thus contacts the
chlorine atom, filling the potential “hole.” The chlorine can thus displace the tryp-
sin water at no net energy loss, as all hydrogen-bonding capabilities of the amidi-
no group and the Ser190 O� are satisfied and good close packing is achieved.

7.9.2
Binding of Solvent Molecules

Besides water, proteins also can bind a wide range of other molecules on their
surface. Many of those found in structures in the Protein Data Bank have clearly
been introduced to promote crystal formation. In recent years, nearly all crystal
structures reported have been analyzed in the frozen state, and in many cases gly-
cerol or another cryoprotectant has been added to aid in the crystal-freezing pro-
cess. While the binding of such molecules from crystallization or freezing buffers
may not be of direct biological relevance, specific binding sites are often identified
that can deliver information on the preferred binding of small ligands, which
then has predictive value for inhibitor design. A logical extension of this observa-
tion is to actively produce crystal structures in the presence of high concentra-
tions of small “probe” molecules and thus produce an experimental binding map
of the protein surface. This can then be used instead of, or in combination with,
the theoretically derived functions used for in silico screening.

Mattos and Ringe have analyzed protein surfaces [53], reviewed “proteins in organic
solvents” [54], and discussed the use of such information in inhibitor design [55].
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English et al. have studied thermolysin in high concentrations of organic solvents [56,
57]. It is to be expected that this kind of experimental approach will be extensively used
in the future, both to give design ideas in specific cases and to help improve prediction
methods in general. Bartlett et al., for instance, have used increasing ethanol concen-
trations to help estimate the hydrophobic contribution to inhibitor binding [58].

Solvent or water molecules can be “recruited” by inhibitors to enable them to
bind better. For example, the early thrombin-inhibitor complexes MD-805 and
PPACK have water strongly bound to the guanidine group in the recognition
pocket, in MD-805 it makes a bridge to the inhibitor carboxylate, while in PPACK
it makes a bridge to the inhibitor N-terminal –NH3.

This, and the recruitment of common ions such as chloride, should be re-
garded as the norm and taken into account in the inhibitor design process.
Ladbury [59] has analyzed the way inhibitors recruit water molecules but con-
cluded that at present it is difficult to predict such behavior.

An unusual observation is the recruitment of a zinc ion by serine protease in-
hibitors, reported by Katz et al., which is analyzed structurally in fine detail in
[60–63]. The simplest compound, 12, showing this “delta effect” (greater potency
in physiological buffers or plasma than in EDTA-containing assay buffers, i.e., an
inverse plasma shift) is bis(5-amidino-2-benzimidazolyl) methane (BABIM)
(Fig. 7.13). The “delta effect” gives increases of affinity of greater than 1000� in
the presence of Zn2+. It will be interesting to see whether this paradigm can be
extended to the recruitment of other (physiological) molecules.

7.9.3
Screening

While “screening” and “design” are commonly seen as opposite approaches to
drug finding, it has to be pointed out here that screening by physical methods is
an extremely useful way of mapping an active site. Abbott has developed this
approach in extensive studies, principally on urokinase, using X-ray [64–73] and
Raman screening methods [74] in addition to their SAR by NMR approach [75–
78]. As higher throughput X-ray and NMR technologies are developed, it is to be
expected that this kind of experimental approach will be used more and more.

7.10
Structure-Activity Relationships (SAR)

In Section 7.7, the binding modes revealed by some crystal structures of throm-
bin-inhibitor complexes were discussed. Inhibitor studies on thrombin have been
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Fig. 7.13 Bis(5-amidino-2-benzimida-
zolyl) methane (BABIM) 12.



complicated by the tendency of small changes in the inhibitor backbone to change
the binding mode [28, 79]. This occurs partly because the inhibitors have some in-
ternal symmetry, as depicted in Fig. 7.14

As this behavior is to be expected in other projects, it is perhaps worth com-
menting on a general principle – the use of structure-activity relationships (SAR).
If even a few variants of a molecule are available, it is normally possible to identi-
fy the binding mode by inspecting the SAR. If there is any doubt, it may be
worth deliberately making a few test compounds: normally, there is a position
where substituents of one type are allowed in one binding mode but not in the
other.

A particular issue in thrombin inhibitors has been stereochemistry. The SAR of
MD-805 and NAPAP and analogues, for example, was hard to understand without
knowing that only the D isomer of NAPAP binds to thrombin. It has been very
helpful on many occasions to determine X-ray structures by soaking racemic mix-
tures into crystals and observing which stereoisomer binds.

It is now possible to produce a high-resolution structure of a thrombin-inhibitor
complex in a day or so, which is quicker and easier than chiral separation. Where
selectivity against related enzymes is an issue, which it certainly is for thrombin,
it has been repeatedly found that this can only be understood, and thus improved,
if the binding modes to these other enzymes can also be determined. This is par-
ticularly true where diastereomers are involved.

7.11
Present Clinical Status of Thrombin Inhibitors

Other than argatroban, the only non-peptidic thrombin inhibitors to have reached
phase III clinical trials are the simple tripeptide analogue melagatran and its oral-
ly available pro-drug ximelagatran from AstraZeneca [5] (Fig. 7.15). For a recent
clinical status review, see [80].

Given the enormous worldwide efforts over many years to develop thrombin in-
hibitors as anti-thrombotic drugs, this is rather disappointing. Until more results
of early-phase clinical trials are published, it will not be clear whether the prob-
lem is that thrombin is a difficult drug target, e.g., because of bleeding risks, or
whether the inhibitors proposed as clinical candidates simply do not have suffi-
ciently drug-like properties. The suspicion is that tripeptide analogues with a
strongly basic group have intrinsically poor pharmacokinetic and pharmacody-
namic properties [8]. If this is true, new and different inhibitors are needed, and
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Fig. 7.14 Symmetry of a typical thrombin
inhibitor.



here a good understanding of the interactions between the inhibitor and the en-
zyme active site can contribute significantly to the identification of inhibitor mole-
cules suitable for development as drugs.

7.12
Conclusions

Thrombin inhibition is a fruitful source of raw data for the study of molecular re-
cognition. Several groups have determined, published, and deposited coordinates
for sets of high-resolution X-ray crystal structures. In combination with binding
and kinetic data, it is now possible to “map” the thrombin active site in some de-
tail in terms of both structural changes and the energies of interactions.

Heuristic models based on the binding of peptidomimetic inhibitors pointed to
hydrophobic interactions in the D and P pockets and optimal hydrogen bonding
to Gly216 and Asp189 as being vital for good inhibition.

More recent experience, coming from a wide variety of sources, shows that for
acceptable affinity the hydrophobic interactions have to be maintained and good
surface complementarity is essential (no holes), but it is not a requirement that
all possible hydrogen bonds are made to Gly216 and Asp189.

Given the progress made so far, it is to be hoped that systems such as thrombin
will continue to be actively employed to further our understanding of inter-molec-
ular interactions.
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8.1
Introduction

A major goal of medicinal chemistry is the design of low-molecular-weight li-
gands that bind to target proteins in a tight and specific manner. In the case of
enzymes, these ligands act as inhibitors or allosteric effectors, while in the case of
transmembrane receptors, they serve as agonistic or antagonistic signaling mole-
cules. Ligands of these types have conventionally been derived from natural com-
pound libraries and, more recently, via combinatorial synthesis. The quickly grow-
ing number of proteins with known three-dimensional structure and the signifi-
cant methodological improvements in the structural elucidation of proteins dur-
ing the past decade [1] – employing X-ray crystallography or nuclear magnetic res-
onance (NMR) techniques – have strongly promoted the computer-aided drug-de-
sign approach. Especially enzyme inhibitors can now be readily constructed on
the basis of structural information about the target macromolecule [2]. Neverthe-
less, in the case of receptor targets, the rational prediction of cognate compounds
is still hampered due to the inherent difficulties associated with their crystalliza-
tion or NMR study.

An inverse task is given when there is demand for a macromolecule that specif-
ically binds a small ligand. This question has only recently been addressed by pep-
tide chemistry. For example, antiparallel bundles of four �-helices, which were as-
sembled on a cyclic peptide structure as template, have been used to create hydro-
phobic cavities for heme as a low-molecular-weight compound [3]. The specific
complexation of FeIII · protoporphyrin IX was facilitated by the proper positioning
of liganding His residues. While this approach could be interesting from the per-
spective of rational protein design, it may be limited to special applications, and
detailed structural information about the complex is not yet available.

Deeper mechanistic insight into the molecular recognition of small molecules
has been gained from antibodies, a class of natural proteins that have traditionally
served as specific binding agents for a variety of “hapten” ligands [4]. Numerous
practical applications exist for such antibodies in the fields of medical diagnostics
as well as bioanalytics, where so-called immunochemical methods provide a
quick, inexpensive, and reliable method for the sensitive detection of metabolites
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and even xenobiotic compounds [5]. There are also examples of hapten-binding
antibodies with clinical use, e.g., in the therapeutic treatment of poisoning with
cardiac steroids like digoxin. In this case an Fab fragment of an antibody with
high affinity towards the small molecule is administered, which removes the free
compound from blood circulation, prevents it from binding to the cell surface re-
ceptor, and makes it amenable to renal filtration or degradation in the liver [6].

With respect to the generation of cognate ligand-receptor proteins, one disad-
vantage is that low-molecular-weight compounds as such cannot be directly used
for the immunization of animals. Rather, these haptens must be conjugated to
macromolecular carriers in order to elicit an effective immune response. Never-
theless, attempts to generate antibodies with high affinities and specificities
against small ligands have often remained unsuccessful. Two potential problems
need to be considered in this context. First, when antibodies are to be raised
against metabolically occurring substances, they might interfere with physiological
processes. Furthermore, if the compounds are toxic, immunization may not be
possible at all. Second, and more generally, antibodies were probably evolved by
the immune system mainly for the recognition of proteins or other macromolecu-
lar targets (like nucleic acids or oligosaccharides) rather than low-molecular-
weight compounds.

This notion is supported by the crystal structures of various antibody fragments in
complex with either antigens or haptens. In the first case an extended interface is
formed between the antigen-binding site of the antibody (the paratope) and the
macromolecular target. Typically, a surface of approximately 800 Å2 is buried and
at least five of the six hypervariable loops (complementarity-determining regions,
CDRs) – possibly even together with residues from the structurally conserved frame-
work regions of the antibody variable domains – are involved [7, 8]. The shape of the
combining site is often flat but also can be slightly concave or convex.

In contrast, in the case of haptens the mode of interaction with the paratope is
much more restricted because a pocket for the ligand needs to be formed in order
to provide a sufficient number of interactions that ensure tight complex forma-
tion. This pocket is usually located at the interface between the pair of variable do-
mains from the light and heavy chains of the antibody. Hence, a cleft must be
formed whose shape is mainly determined by the two CDR-3 loops protruding
from the VH and VL domains, which are related by a pseudo C2-symmetry axis.
Because a minimal hydrophobic contact area between VH and VL is required in or-
der to maintain the non-covalent domain association, the size of this pocket is
limited, and many ligands therefore become just partially buried when bound to
an antibody (see Section 8.4).

In addition to this structural consideration, there are empirical observations
from recombinant antibody technology indicating that it is difficult to generate an
antibody fragment with exquisite specificity towards a hapten using combinatorial
libraries cloned from unimmunized donor gene pools or derived from synthetic
genes. In contrast, the in vitro selection of high-affinity antibodies against proteins
is nowadays a routine procedure. Consequently, the recruitment of alternative pro-
tein classes for the generation of small ligand receptors has attracted attention [4].
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To this end, the concept of using a scaffold – which means a protein architec-
ture with high intrinsic stability – to create a binding site for the specific interac-
tion with the target molecule has gained interest. An appropriate protein scaffold
should provide a rigid folding unit that spatially brings together several exposed
loops that form a continuous and extended interface such that multiple interac-
tion with the target and hence tight binding are ensured. Ideally, such a scaffold
should have structurally partitioned the generic information and stability of its
polypeptide fold on the one hand and the local shape and molecular recognition
function of its active site on the other (Fig. 8.1).

Initially, this approach has had remarkable success in the generation of artificial
binding proteins towards “protein antigens” (for a general review, see [9]). Several
single domain proteins that belong to the generic immunoglobulin (Ig) fold, thus
supporting a set of two or three hypervariable peptide loops on one end of a sand-
wich of �-sheets, have proven to be suitable for the recognition of such macromo-
lecular targets. Prominent examples include an individual fibronectin III domain
[10] as well as certain VH domains derived from camel or llama Ig [11], which
constitute soluble globular proteins even in the absence of a cognate VL domain.

Typically, these scaffold proteins exhibit a wedge-shaped structure with the set
of variable loops located at the tip in close mutual neighborhood (Fig. 8.1). There-
fore, they seem to be particularly suited for complex formation at a groove on the
surface of the target protein. In many cases this corresponds to the active site,
and, indeed, effective enzyme inhibitors have been generated using the camel VH-
domain approach. In contrast, the structural complexation of small molecules is
difficult to achieve with this scaffold. So far only cameloid antibodies recognizing
rather large azo dye compounds as haptens have been described [12].
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Fig. 8.1 Three types of scaffolds, with a con-
vex, flat, and concave interface, respectively.
(Left) Camel VHH domain, here presenting its
extended CDR-3 loop towards the active site
of an enzyme (PDB entry 1MEL). (Middle)
Protein A with its interface made of two �-he-
lices directed against an Ig constant domain
(PDB entry 1BDD). (Right) Bilin-binding pro-

tein with its pocket formed by four loops at
the open end of the �-barrel structure for the
complexation of biliverdin IX� (PDB entry
1BBP). Loops or amino acid positions that
are important for the molecular recognition of
the respective target and that may be amen-
able to side chain exchanges are colored.



Another type of scaffold that has been successfully used for the recognition of
prescribed target proteins originates from the bacterial immunoglobulin receptor
protein A. So-called “affibodies” were obtained by reshaping the natural Ig-bind-
ing interface of the Z domain of protein A, which is formed by a side-by-side pair
of �-helices [13]. An essentially flat surface is generated in this manner (Fig. 8.1),
which can probably pack against a patch with low curvature on the target protein.

Compared with the generation of recombinant receptor proteins against macro-
molecular targets, the recognition of small, hapten-like compounds obviously poses
a greater challenge. To this end, a pocket with complementary shape must be created
in order to enable the burial of a significant area of hydrophobic surface and to pro-
vide a sufficient number of protein-ligand interactions – van der Waals contacts, hy-
drogen bonds, and possibly salt bridges – such that practically useful dissociation
constants in the nanomolar range result. In fact, these stringent demands still make
it rather difficult to apply rational design principles to the creation of cognate recep-
tor proteins; instead, their construction has to rely on the powerful methodology of
combinatorial biochemistry that is available today.

Nevertheless, there exist only a few protein families in nature whose function lies
in the plain complex formation with small molecules – as opposed to their biochem-
ical conversion by enzymes or to the triggering of cellular signals via membrane or
nuclear receptors. One example is given by the periplasmic nutrient-binding pro-
teins that are found in Escherichia coli and other Gram-negative bacteria, comprising
a variety of proteins with specificities for sugars, amino acids, and essential inorgan-
ic ions such as phosphate and sulfate [14]. These proteins serve for the transient
complexation of their cognate compounds, followed by controlled delivery to trans-
porter proteins that reside in the inner bacterial plasma membrane. Yet, despite their
similarity in function, their sizes vary considerably and the mechanism of ligand
complexation usually involves several distinct globular domains.

Similarly, streptavidin from Streptomyces avidinii – and also its eukaryotic coun-
terpart avidin, which occurs in chicken egg white – has evolved only in order to
tightly complex biotin, a small vitamin compound [15]. In this case the complexa-
tion is kinetically almost irreversible, which makes sense for its role as a bacterial
antibiotic protein and has led to its widespread use as a biochemical reagent (for
references, see [16]).

The lipocalins constitute another family of secretory ligand-binding proteins,
which are typical for higher organisms. Initially, they were discovered in verte-
brates, such as the retinol-binding protein (RBP) in man [17], but in fact lipoca-
lins are found in a variety of eukaryotes and even in bacteria [18–20]. Generally,
they serve for the transport or storage of poorly soluble or chemically sensitive
compounds. Although their primary structures mostly lack detectable homology,
structural analyses revealed a common fold for these proteins, comprising a rigid
�-barrel as the central element of the lipocalin architecture [21]. The ligand is
bound at the open end of this supersecondary structure, where a set of four loops
forms the entrance to a structurally well-defined pocket. Consequently, lipocalins
have emerged as an attractive scaffold with potential for the engineering of artifi-
cial ligand-binding proteins.
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8.2
Lipocalins: A Class of Natural Compound Carriers

The first lipocalin whose 3-D structure was solved and refined at high resolution
was the human plasma retinol-binding protein (RBP) [22, 23]. RBP acts as a natu-
ral transporter of vitamin A (retinol) in the blood of vertebrates. Upon complexa-
tion in a hydrophobic cavity with complementary shape, the poorly soluble terpe-
noid alcohol becomes packaged by the protein and protected from oxidation or
double-bond isomerization. RBP is synthesized in the liver and directly loaded
with the ligand in the hepatocyte, where retinol is stored. Furthermore, the holo-
RBP forms a structurally defined ternary complex with transthyretin [24], also
known as prealbumin. After delivery of the retinol ligand to a target tissue, the
complex decomposes and the monomeric apo-RBP becomes filtered out by the
kidney and degraded.

In the crystal structure, RBP folds into a single globular domain of approxi-
mately 40 Å in diameter (Fig. 8.2) whose central part is made of an eight-
stranded, up-and-down �-barrel. At the amino-terminal end, the �-sheet region is
flanked by a coiled peptide segment, and at the carboxy-terminal end, it is fol-
lowed by an �-helix and an amino acid stretch in a more or less extended confor-
mation. Within the �-barrel the anti-parallel strands (assigned A to H) are ar-
ranged in a (+1)7 topology. They wind in a right-handed and conical manner
around a central axis such that part of the first strand A is hydrogen bonded via
its backbone to the last strand H again.

One end of the �-barrel is closed by the amino-terminal peptide segment that
runs across its bottom between the two short loops connecting strands B/C and F/
G, respectively, before it enters into �-strand A. Dense packing of side chains in
this region and within the adjacent interior of the barrel structure leads to the for-
mation of a hydrophobic core. The other end of the �-barrel is open to the solvent
and forms a characteristic pocket. In the case of RBP, retinol is encapsulated as a
ligand and protrudes into the barrel by almost half of its depth. The entrance to
the pocket is formed by a set of four loops, which connect the eight antiparallel �-
strands in a pairwise fashion. Because of the chalice-like shape of the protein
(Fig. 8.2) and since many members of this family complex lipophilic compounds,
the term “lipocalins” was proposed [25].

Several other lipocalins whose tertiary structures have been elucidated adopt a
very similar fold. These were dubbed “prototypic” lipocalins [21] in order to distin-
guish them from more distantly related members of the family [18]. Within this
subset, especially the �-barrel with the attached �-helix is highly conserved. In
contrast, the four loops that form the entrance to the ligand pocket vary consider-
ably in sequence, conformation, and length, thus effecting the differing ligand
specificities (Fig. 8.2).

However, not all lipocalins need to complex a small ligand in order to fulfill
their physiological role. In aphrodisin, for example, which acts as a strong phero-
mone on male hamsters, the polypeptide itself seems to be responsible for the
biological activity, thus requiring transfer of the non-volatile macromolecule by
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Fig. 8.2 Generic structure of lipocalins. (Top)
Ribbon representation of the retinol-binding
protein with the bound vitamin A (PDB entry
1RBP). The four loops are shown in dark red
at the open end of the �-barrel, and the three
characteristic disulfide bonds of the RBP are

highlighted. (Bottom) Superposition of six
natural lipocalins with diverse ligand specifici-
ties (PDB entries 1BBP, 1BEB, 1BJ7, 1EPA,
1MUP, 1RBP). The �-barrel is colored black
(for detailed description, see [21]).



physical contact [26]. Even though a potential ligand pocket was recently detected
in its crystal structure [27], attempts to identify a cognate low-molecular-weight
molecule have failed.

For some other lipocalins promiscuous binding of hydrophobic ligands was
assumed [18, 28]. In the case of human apolipoprotein D (ApoD), for example,
which occurs as a peripheral protein of the high-density lipoprotein (HDL) complex
in serum, a whole series of potential ligands has been discussed [29]. Yet, thorough
binding studies with the rigorously purified recombinant protein revealed just two
ligands to be complexed with approximately micromolar dissociation constants: pro-
gesterone and arachidonic acid [30]. Because progesterone is well discriminated by
ApoD against related steroids, such as pregnenolone and testosterone, it seems
likely that arachidonic acid is recognized at a different binding site.

Lipocalins are typical secretory proteins containing disulfide bonds. Human
RBP possesses the maximal number of three disulfide cross-links that was ob-
served so far. One of them joins the carboxy-terminal end of the polypeptide
chain to the �-barrel (Cys70–Cys174). Another one fixes the amino-terminal seg-
ment of the protein to the carboxy-terminal end of the �-helix (Cys4–Cys160). The
third disulfide bond (Cys120–Cys129) links the two neighboring strands G and H
just underneath loop #4 at the open end of the �-barrel (cf. Fig. 8.2). The latter two
disulfide bridges are characteristic for RBP. Although a Cys residue close to the
amino-terminus is also found in several other lipocalins, it usually forms a disul-
fide bond with a Cys residue in strand G of the �-barrel, as in the bilin-binding
protein (BBP), which carries two disulfide bonds [31, 32].

The C-terminal disulfide bond is obviously conserved in the lipocalin family,
especially in those members that possess just one of them, e.g., the human neu-
trophil gelatinase-associated lipocalin (hNGAL) [33, 34]. Yet, there are certain local
deviations as in the BBP, where this link is made to a Cys residue in strand B in-
stead of strand D, as in RBP. Some lipocalins do not possess disulfide bonds at
all, e.g., the bacterial lipocalin [20]. Hence, it seems that stabilization of the lipoca-
lin architecture does not generally necessitate disulfide cross-links, contrasting
with the immunoglobulin fold [35].

Many lipocalins are abundant in serum or tissue fluids. However, their glycosy-
lation status varies. Human RBP, for example, is not glycosylated, whereas ApoD
from human plasma was shown to be glycosylated at both of its potential N-glyco-
sylation sites, Asn45 and Asn78 [36] – possibly in contrast with other tissues where
this lipocalin is also expressed. Nevertheless, when synthesized as a recombinant
protein in E. coli, via secretion into the bacterial periplasm, the unglycosylated
ApoD can be isolated as a soluble and functional protein [30]. Similarly, hNGAL,
which is normally glycosylated at a single position, can be obtained as an unglyco-
sylated protein from E. coli and adopts its proper tertiary structure, as elucidated
by NMR analysis [33].

Finally, many lipocalins exist as soluble monomers. RBP, for example, which
participates in a reversible complex formation with transthyretin, can be isolated
as a fully stable monomer, either in complex with retinol or in the absence of the
ligand [37]. Interestingly, several mammalian lipocalins appear to be linked via a
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disulfide bond to other functional protein complexes. For example, human ApoD
carries a fifth Cys residue in addition to those giving rise to its two intra-chain dis-
ulfide bonds. Its unpaired thiol side chain is connected to a Cys residue of apoli-
poprotein A-II, which is an integral lipoprotein of the HDL particle. When this
residue is removed by site-directed mutagenesis, the recombinant ApoD can be
isolated in a soluble monomeric state [30]. Moreover, human ApoD is naturally
produced as an individual protein in some other tissue fluids [29], and in other
organisms, such as rabbits, the unpaired Cys residue is even missing. Similarly,
hNGAL normally occurs cross-linked with gelatinase B (known as matrix metallo-
proteinase 9), but also as a monomeric or homodimeric serum protein, and it was
successfully produced in a monomeric state for structural studies [33].

Taken together, lipocalins provide attractive candidates in order to engineer nov-
el ligand specificities. Features like their small size (typically between 150 and 180
residues), monomeric polypeptide composition, dispensable posttranslational mod-
ification, and robust protein fold not only facilitate protein-engineering studies
but also provide advantages for practical applications.

8.3
Anticalins: Lipocalins Reshaped via Combinatorial Biotechnology

In a first attempt to tailor the ligand pocket of a lipocalin, the bilin-binding pro-
tein (BBP) served as a biochemically well-characterized model protein. The BBP
originally occurs as a secretory protein in the butterfly Pieris brassicae, where it
complexes biliverdin IX�, a metabolic oxidation product of protoporphyrin IX.
Hence, it serves for coloration as well as photoprotection, especially at the larval
state. Natural BBP is found in two isoforms [32]. BBP-I forms a dimer in solu-
tion, whereas BBP-II, which likely arises from deamidation of the amino-terminal
Asn residue of BBP-I, adopts a stable monomeric state. Genetic analysis revealed
that only BBP-I is encoded on the insect chromosome [38]. After fusion of the ma-
ture part of the polypeptide chain to a bacterial leader peptide, the apo-BBP could
be produced in the periplasm of E. coli as a recombinant protein in a functional
state. For this purpose the amino-terminal Asn residue was directly exchanged by
Asp at the genetic level and a monomeric BBP with full ligand-binding capability
was obtained [38].

The crystal structure of the natural holo-BBP was elucidated at high resolution
[31, 32]. It revealed the characteristic �-barrel fold with the tetrapyrrole ligand
bound in a helical conformation (Fig. 8.3, see p. 196). Compared with human
RBP, the four loops give room to a wider and shallower pocket for biliverdin. Con-
sequently, BBP appeared to be a promising candidate for the reshaping of its li-
gand-binding site towards a variety of target compounds. To this end, the method-
ology of combinatorial biochemistry was applied (Fig. 8.3, see p. 196), comprising
steps of (1) directed random mutagenesis of the loop regions in order to create a
molecular library and (2) selection of cognate binding proteins from this library
against a prescribed ligand.
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Based on the 3-D structure of BBP, a total of 16 amino acid positions were iden-
tified within the four loop segments – as well as adjoining regions of the �-
strands – that dominate the interface with the natural ligand (Fig. 8.3). These po-
sitions were chosen to fulfill two criteria: first, they could be expected to tolerate
both small and large side chain substitutions, and second, they appeared to reach
as deeply as possible into the binding pocket. Hence, one could assess whether
the hydrophobic core in the deeper part of the �-barrel would still be functional
with respect to the stable folding of corresponding mutants.

The 16 positions in the cloned BBP cDNA [38] were subjected to site-directed
random mutagenesis using a two-step assembly polymerase chain reaction (PCR)
with the help of primer oligodeoxynucleotides that were synthesized with mixed
bases at the mutagenic codon positions. In order to introduce unique restriction
sites at both ends of the amplified central fragment of the BBP structural gene
(both for BstXI, but with mutually non-compatible overhangs), two amino acids
had to be exchanged at positions belonging to the �-barrel: Asn21 � Gln and
Lys135 � Met. In addition, the recombinant BBP carried the mutation Asn1 �
Asp mentioned above and Lys87 � Ser, which was introduced in order to remove
a proteolytic cleavage site [39]. Thus, there were altogether four fixed amino acid
replacements in addition to the randomized side chains. The mutagenized gene
cassette was then inserted into an appropriate E. coli vector and a genetic library
comprising 3.7�108 variants was prepared [40].

The phagemid-display technique [41] was employed in order to select BBP vari-
ants with novel binding specificities from the resulting library [39]. For this pur-
pose the BBP variants were produced as fusion proteins with a bacterial signal
peptide at the amino-terminus and with the Strep-tag II, followed by a truncated
pIII phage coat protein, at the carboxy-terminus [40]. In this case the amino acids
217 to 406 of the gene III product from filamentous phage M13 were used. The
whole fusion gene was cloned on a phasmid vector under the tight transcriptional
control of the chemically inducible tetracycline promoter [42] so that phagemid
particles displaying BBP variants on their surface were efficiently produced under
appropriate conditions.

Fluorescein, a well known immunological hapten [43] with many applications
in biochemistry and biophysics and a collection of commercially available deriva-
tives, served as the prescribed ligand for BBP variants in the first selection study.
The phagemid random library was used for panning on a plastic surface coated
with a covalent conjugate of fluorescein with bovine serum albumin (BSA). After
six cycles of adsorption, acid elution, and phagemid re-amplification, the specific
enrichment of a mutant phagemid fraction was observed.

From DNA sequence analysis of 10 arbitrarily chosen clones, it became appar-
ent that just four different BBP variants were still present in this population.
Three of them – dubbed FluA, FluB, and FluC – gave rise to strong signals for
the binding of several fluorescein conjugates when produced as soluble proteins
and investigated in an ELISA. In each of these variants, all 16 randomized amino
acids had been exchanged when compared with the wild-type BBP [40]. Interest-
ingly, four substitutions were identical among the three selected variants: Arg58,
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Arg95, Arg116, and His127. The corresponding preponderance of positively charged
side chains was in agreement with the several negative charge centers of the fluo-
rescein derivative that was used in the selection. A similar effect had been ob-
served in attempts to select recombinant antibody fragments against the same
hapten from a semi-synthetic combinatorial library [44].

The BBP variant FluA was subjected to detailed biochemical characterization.
The engineered lipocalin could be produced at high yield in the periplasm of E.
coli (9.1 mg per 2 L culture compared with 1.2 mg for wild-type BBP) and isolated
to homogeneity in one step via the Strep-tag method [45]. According to the relative
shift in electrophoretic mobility between oxidized and reduced state of the pro-
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Fig. 8.3 Generation of anticalins by randomi-
zation and selection. (Top) Randomized ami-
no acid positions (corresponding side chains
are shown in light blue) in the BBP, depicted

here with the bound biliverdin in dark blue.
(Bottom) Principle of the molecular library se-
lection.



tein, the two disulfide bonds of the BBP scaffold were correctly formed. Further-
more, the far UV circular dichroism spectrum of FluA revealed no marked differ-
ences from the wild-type protein. Consequently, the BBP had tolerated 16 amino
acid exchanges within its ligand pocket – plus the four rationally introduced muta-
tions mentioned above – without losing its folding properties as a lipocalin.

The novel ligand-binding activity of FluA was studied in ELISA experiments
with fluorescein coupled to different carrier proteins. In each case steep satura-
tion curves were observed with half-maximal concentrations in the nanomolar
range, so that the recognition of the hapten appeared to be independent of the
macromolecular context. Thermodynamic dissociation constants for the complex
formation between FluA and fluorescein and some related compounds were deter-
mined by fluorescence titration in solution, measuring the emission of the pro-
tein’s Tyr and Trp residues. As a result, fluorescein was bound slightly stronger
than its two derivatives 4-aminofluorescein and 4-glutarylamidofluorescein, the
compounds that actually had been used in the synthesis of the protein conjugates
for the selection experiments. In contrast, pyrogallol red, a chemically similar tri-
phenylmethane compound, was bound two orders of magnitude less tightly, while
no binding at all could be detected for the related dyes phenolphthalein or rhoda-
mine B.

Interestingly, when the titration was performed such that the hapten’s own char-
acteristic fluorescence was measured, almost complete quenching was observed.
From this very accurate titration experiment, a KD value of 35.2± 3.2 nM was
determined for the FluA · fluorescein complex [40]. Using the same spectroscopic
effect, the association kinetics between fluorescein and FluA could be measured
by rapid mixing, yielding a Kon value of 5.28± 0.05�106 M–1 s–1 (G. Beste and A.
Skerra, unpublished).

The phenomenon of almost complete fluorescence quenching upon complex
formation between fluorescein and the engineered lipocalin FluA was elucidated
in a series of time-resolved light-absorption measurements after pulse activation
of the bound ligand [46]. These experiments revealed an ultrafast electron transfer
between the fluorescein and an aromatic side chain (Tyr or Trp) in its close prox-
imity. The excited fluorescein dianion within the ligand pocket abstracts an elec-
tron from the neighboring amino acid at a rate of 400 fs. The resulting radical tri-
anion is deactivated in a radiationless process – with a larger time constant of
4 ps – to the spectroscopic ground state of fluorescein by back transfer of the elec-
tron. The observed monoexponentiality in the formation of the excited state, and
also of its subsequent decay, points toward a high structural definition of the hap-
ten-binding site and explains the highly efficient quenching effect that becomes
apparent under stationary conditions.

Clearly, this spectroscopic phenomenon was a serendipitous event because there
was no corresponding selection applied during the generation of FluA. Also, the
other mutants that were selected along with it did not show fluorescence quench-
ing to the same high extent. Nevertheless, it is remarkable that such an efficient
electron transfer process, which is even faster (by a factor 3–4) than the one mea-
sured between bacteriochlorophyll and bacteriopheophytin in the bacterial reac-
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tion center of Rhodobacter sphaeroides, can be achieved by combinatorial protein
design (see the discussion in [46]). The fluorescence-quenching effect observed
with FluA is also significantly more pronounced than for antibodies that were
raised against fluorescein by immunization. Hence, the engineered lipocalin may
be of interest as a reagent in biophysical studies where the specific masking of
fluorescein groups is desired.

The same random library of BBP variants was used in selection experiments
with several other haptens. The cardiac steroid digoxigenin served as a molecular
target of practical relevance [47]. In this case the library was screened by combin-
ing phagemid display with a filter-sandwich colony-screening assay in order to
rapidly identify individual BBP variants with corresponding ligand-binding activ-
ity. As a result, one variant with specificity for digoxigenin was isolated whose dis-
sociation constant was determined to be 295± 37 nM by means of protein fluores-
cence titration [47]. In an attempt to further improve the ligand affinity of this en-
gineered lipocalin, dubbed DigA, an in vitro affinity maturation was performed.

Inspection of the primary sequence of the BBP variant revealed that the first of
the four loops mainly had charged side chains acquired during the selection.
However, these amino acids did not appear to be optimal for the complexation of
the hydrophilic, though uncharged, steroid. In this respect it should be noted that
the BBP random library with its complexity of 3.7�108 was by far too small to re-
present all possible combinations of the 16 randomized amino acids. Therefore,
in principle, considerable room remained for further sequence optimization in
parts of the binding pocket, once molecular recognition of a specific ligand was
achieved. Consequently, six amino acid positions within loop #1 of DigA were se-
lectively subjected to oligodeoxynucleotide-directed random mutagenesis, again
followed by selection for the binding of digoxigenin groups via phagemid display
and colony screening.

In this way, the variant DigA16 was obtained, which binds digoxigenin signifi-
cantly tighter, with a KD value of 30.2 ± 3.6 nM [47]. Remarkably, the glycosylated
natural compound digoxin, which has three sugar molecules attached to C-3 of
the steroid system [48], is bound with precisely the same affinity. Likewise, digoxi-
genin conjugates with several different carrier proteins – bovine serum albumin,
ovalbumin, or ribonuclease A – that were covalently linked via an aliphatic spacer
to the same steroid ring position gave rise to indistinguishable binding signals in
solid-phase assays. Thus, the BBP variant DigA16 recognized the digoxigenin
group as a true hapten, without detectable context dependence.

Subsequent ligand-binding studies [47] revealed that a chemically similar cardi-
ac glycoside, digitoxin, which differs from digoxin just by a single missing hydro-
xyl group, is bound stronger still, with a KD value equal to 3.2 ± 0.54 nM. In con-
trast, complex formation with the related steroid ouabain, which often shows
cross-reactivity with antibodies raised against digoxin [48], was not detectable. In
addition, no complex formation was observed with the steroid testosterone or with
4-aminofluorescein, the ligand that had served before in the selection of the BBP
variant FluA.
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Hence, DigA16 represents an engineered lipocalin with high affinity and pro-
nounced specificity towards a rather hydrophilic steroid. The dramatic alteration
in the ligand-binding function of this lipocalin was achieved by exchanging a total
of 17 amino acids [47], which form most of the pocket in the natural BBP, to-
gether with the four site-directed amino acid replacements that were introduced
into the scaffold in order to make it better amenable to protein-engineering ex-
periments (see above).

Attempts were made to raise the affinity of DigA16 for the digoxigenin group
even further by applying additional cycles of targeted random mutagenesis
at loops #3 and #4 [49]. The resulting variant DigA16/19, which carries several
new mutations in loop #4, exhibits improved affinity for digoxigenin, with
KD = 12.4 ± 1.3 nM. In addition, DigA16/19 possesses enhanced ligand specificity
and also recognizes part of the linker that was used for fixing the steroid group to
the carrier protein.

During these experiments the randomized residues were still restricted to the
original set of positions chosen within the four loops. However, from recent struc-
tural analyses (see Section 8.4) it appeared that there are additional, so far non-
mutated amino acids that contribute to the shape of the ligand pocket and may
therefore govern affinity and specificity for the steroids. Thus, future improve-
ment in molecular recognition by this engineered lipocalin may be guided by ra-
tional principles.

Nevertheless, the successful construction of a digoxigenin-binding lipocalin pro-
vides a novel and useful tool in biochemistry. Digoxigenin and digitoxigenin are
medically important compounds, either as potentially poisonous substances or as
drugs with therapeutic value – as long as they are applied at a precisely adjusted
dose [50]. Furthermore, the digoxigenin group has acquired recent popularity in
biochemistry as a non-radioactive label for a variety of biomolecules. Several
chemically activated derivatives are available for the selective labeling of proteins
or nucleic acids so that digoxigenin can be used independently from the com-
monly employed biotin group, with the advantage of very low background-stain-
ing activity [51].

The generation of BBP variants with novel binding specificities for fluorescein
or digoxigenin, respectively, has demonstrated for the first time that a lipocalin
can be tailored to recognize non-natural ligands. In order to illustrate the anti-
body-like binding function of the engineered lipocalins, this new class of proteins
was termed “anticalins” [40].

8.4
Structural Aspects of Ligand Recognition by Engineered Lipocalins

The 3-D structures of the fluorescein- and digoxigenin-binding BBP variants have
recently been analyzed by X-ray crystallography and compared with the original bi-
lin-binding protein. The crystal structures were determined in different space
groups and, for one variant, in both the presence and absence of the hapten, thus
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giving insight into the structural mechanisms of specific ligand recognition by the
engineered lipocalins.

In the case of the fluorescein-binding variant FluA, crystals were obtained in
the presence of the ligand at pH 8.1 with two FluA · fluorescein complexes in the
asymmetric unit, which were refined to a resolution of 2.0 Å [52]. The two mole-
cules were highly similar in structure, with a root mean square difference (rmsd)
of 0.33 Å for 173 mutually superimposed C� positions. The overall topology of the
�-barrel with the �-helix attached to it, both of which are characteristic features of
the lipocalin architecture (see Section 8.2), was found to be conserved (Fig. 8.4).
Both disulfide bonds of the BBP scaffold, one between Cys18 and Cys115 and one
between Cys42 and Cys17, were also clearly visible. Upon superposition with the
BBP crystal structure (molecule A from the Protein Data Base entry 1BBP [32]),
an rmsd of 1.2 Å was calculated for 159 superimposed C� positions.

The largest structural differences were seen at the four loops that form the en-
trance to the binding site. The most prominent conformational changes occurred
in loops #1 and #2. Loop #1 had adopted a more extended conformation and moved
away from the center of the ligand-binding site towards the bulk phase of the sol-
vent. The C� position of the mutated residue Asn36 (Val in BBP) at its tip was con-
comitantly displaced by approximately 8 Å. Loop #3, which was also involved in
the contacts with the structural neighbor in the asymmetric unit, had moved away
from the barrel axis, thus opening the cavity for the bound ligand, with the C� po-
sition of the non-mutated residue Gly92 at its tip shifted by about 6.6 Å.
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Fig. 8.4 Crystal structure of the anticalin FluA with the bound fluores-
cein (green). C� positions of the 16 randomized amino acids are shown
as gray spheres. Trp129 is depicted with its side chain in magenta.



Fluorescein is bound at the bottom of the cleft that harbors biliverdin IX� in the
wild-type BBP structure (Fig. 8.2). Its xanthenolone moiety is located close to the
center of the �-barrel, while the carboxyphenyl group is oriented towards the en-
trance of the pocket. The para ring position (with respect to the central carbon
atom of the triphenylmethane dye), which carried the linker group during the se-
lection experiments for this anticalin [40], is accessible from the solvent via a nar-
row channel. An area of 454 Å2, corresponding to 91% of the solvent-accessible
surface of fluorescein, became buried in the complex.

Approximately 50% of the buried area from the side of the protein is contribu-
ted by 6 of the 16 residues that were mutated in the generation of FluA from
BBP. The remaining buried surface belongs to 10 residues that were not mutated.
Unexpectedly, when compared with the complexation of biliverdin by BBP, fluo-
rescein was found to be inserted even more deeply into the hydrophobic core of
the �-barrel. In the central region of the protein, where no mutations had been
introduced, the necessary space was created by the movement of loop #3 and by
rearrangement of several side chains.

In particular, there is a ladder of residues comprising His86, Phe99, His127, and
Trp129, which have undergone a concerted reorientation of their aromatic side
chains. Of those, only His127, which participates in a packing interaction with one
of the phenolic rings of fluorescein, was mutated in the generation of FluA from
BBP. The non-mutated residue Trp129 is located directly underneath. It has shown
major side chain reorientation and gives rise to an extended � stacking interaction
at the middle of the xanthenolone ring system of fluorescein via coplanar arrange-
ment in van der Waals distance. It seems that the introduction of the imidazole
side chain at position 127 has triggered the whole movement, including those of
the non-mutated residues His86 and Phe99 at the bottom of the pocket.

As a result of these changes, original residues of BBP form a significant part of
the reshaped ligand pocket. Hence, it appears that in addition to the loop region,
the hydrophobic core of the lipocalin displays considerable plasticity as well. Resi-
dues close to the hydrophobic core that had been thought to be crucial for proper
folding of the protein have adopted completely new side chain orientations in or-
der to allow for the binding of the new ligand. Future design of anticalins with
even higher affinities for small haptens may therefore also include residues from
the central part of the �-barrel.

When considering the side chains that make up the binding site for fluores-
cein, both mutated and non-mutated, it is found that they are predominantly po-
lar in nature. Thus, the lipocalin pocket is by no means restricted to lipophilic li-
gands, as was anticipated before and as the name of this protein family may sug-
gest. Furthermore, the crystal structure confirms the crucial role of the mutated
basic residues Arg58 and His127 in FluA for the tight binding of fluorescein,
which was previously demonstrated by site-directed mutagenesis experiments [40].

However, the mechanism of interaction is different from the earlier assumption
that was based on the crystal structure of the anti-fluorescein antibody 4-4-20 [53].
There, the xanthenolone group is oriented such that an Arg and a His residue
(with C� distance similar to BBP) are each in contact with one of the phenolic
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moieties and form hydrogen bonds. In contrast, Arg58 and His127 of FluA contact
the same phenolic group, but from opposite sides. This arrangement is made pos-
sible by the extensive structural reorganization at the open end of the �-barrel (see
above). Three Arg residues at positions 88, 95, and 116, which were shown to
have a favorable effect on the ligand affinity via their positively charged side
chains, do not form direct contacts with the bound fluorescein and should there-
fore mainly exert an electrostatic influence. Yet, the reasons for their peculiar ar-
rangement at the entrance to the ligand pocket and their strong conservation
among the several selected fluorescein-binding BBP variants [40] are not obvious
at present.

Taken together, the crystallographic analysis of the anticalin FluA, which was
generated by combinatorial design from a prototypic lipocalin, reveals that mu-
tated residues within the loop region and adjoining parts of the �-barrel can give
rise to three different effects. First, they can contribute direct contacts with the
bound ligand or at least provide an appropriate electrostatic environment. Second,
they may induce novel backbone conformations in the loops and thus lead to the
formation of a pocket with generic shape complementarity with the prescribed li-
gand. Finally, there are certain amino acids that influence the side chain confor-
mations of neighboring residues and thus reshape the pocket in an indirect man-
ner. Similar phenomena are known from antibodies where, apart from amino
acids that contact the antigen or hapten, key residues within the hypervariable
loops are responsible for their canonical backbone conformations [54] and frame-
work residues indirectly fine-tune the shape of the combining site [55].

The crystal structure of the FluA · fluorescein complex also provides a structural
explanation for the strong quenching effect of this particular anticalin that was
mentioned before. Tight coplanar packing of the indole ring of Trp129 against the
xanthenolone system of the bound fluorescein was observed (Fig. 8.4). Conse-
quently, this aromatic residue is the likely candidate for the highly efficient elec-
tron-transfer process and is optimally positioned in this respect.

In the case of the anticalin DigA16, crystal structures were solved not only for
the bound digoxigenin but also for the complex with the related steroid digitoxi-
genin and for the uncomplexed apo-protein [56]. The crystals, which were grown
at pH 7.6–8.0 and whose structures were refined to resolutions between 1.8 and
1.9 Å, were essentially isomorphous and contained one monomer per asymmetric
unit. In addition, crystals were obtained in another space group for the uncom-
plexed original BBP variant DigA, although with poorer diffraction quality.

Again, the overall topology of the lipocalin, comprising the �-barrel with the
�-helix attached to it, remained conserved, whereas the set of four loops at the
entrance to the ligand pocket revealed clear structural differences in comparison
with the BBP. The most prominent conformational change was observed for
loop #1, where an �-helical segment of seven amino acids appeared in DigA16 (re-
sidues 33 through 39), in both the presence and absence of the steroid ligand
(Fig. 8.5). Notably, the non-mutated residue Tyr39 within the new helix – which
faces the solvent in the BBP – has shifted in all three DigA16 structures such that
it packs with its side chain against the bound steroid, if present. This dramatic
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conformational change results in a displacement of its C� atom by 9 Å with re-
spect to the position in the BBP.

The �-helical loop conformation seems to be essentially stabilized by two specif-
ic interactions. First, the side chains of the mutated residues Arg58 and Ser60 in
loop #2 form hydrogen bonds with the carbonyl oxygen of Tyr39 at the carboxy-
terminal end of the helix. Second, the newly introduced side chain of His35 at the
amino-terminal end of the helix becomes packed between this Tyr residue and the
side chain of Leu127 in loop #4, which also resulted from the mutagenesis. Thus, a
small pocket for the imidazole group is formed, which is closed at the bottom by
the side chains of Trp129 (already present in the BBP) and Gln28. The latter resi-
due was introduced during the affinity maturation from DigA to DigA16, leading
to a 10-fold improved ligand affinity (see Section 8.3).

In the complex with DigA16, digoxigenin is bound at the bottom of the cleft that
otherwise harbors biliverdin IX� in the wild-type BBP, and it roughly replaces the
space previously occupied by one of the tetrapyrrole rings [32]. An area of 514 Å,
corresponding to 95% of the solvent-accessible surface of digoxigenin have thus be-
come buried. Approximately half of the buried surface is contributed by 9 of the 17
residues that were mutated in the generation of DigA16, while the remainder is due
to 10 residues that have not been mutated. Similarly, as deduced for the anticalin
FluA, specific recognition of the steroid ligand is achieved by preformed shape com-
plementarity of the ligand pocket in apo-DigA16 as a result of (1) side chain replace-
ments and (2) indirect effects of mutated positions on wild-type residues.

The latter effect can especially be seen for the shifted residue Tyr39, which is
part of the newly formed helix in loop #1, and for altered side chain conforma-
tions of Phe99 and Trp129 at the bottom of the ligand pocket. These two conserved
residues have rotated their aromatic side chains by approximately 120� compared
with BBP, thus enabling accommodation of the new bulky steroid ligand. Their
conformation appears to be similar in all three DigA16 structures, even in the ab-
sence of the ligand. Apparently, the side chain rotation of Trp129 is in concert with
the extensive rearrangement in the upper part of the binding cleft, particularly
within loop #1 due to the mutated residues.

The steroid ligand is bound mainly via van der Waals interactions but also via hy-
drogen bonds with its polar substituents. Several water molecules have become bur-
ied in the ligand pocket as well and participate in hydrogen bond interactions with
the hydroxyl and lactone groups of the hydrophilic steroid. Of the buried protein
surface in the digoxigenin complex, 34% is provided by non-hydrocarbon groups
(for comparison, 33% in the BBP). Hence, the binding site has considerable polar
character, which is in contrast with the almost entirely hydrophobic nature of the
ligand pocket in other lipocalins, such as the retinol-binding protein (with a corre-
sponding value of 16%). Similarly, the steroid ligand is almost fully trapped within
the binding site, with a remaining accessible surface of 5%. Indeed, there is a small
gap in the protein shell that permits accessibility of the steroid position C-3, which
carried the linker group during the selection procedure [47]. Thus, as a result of the
combinatorial protein design experiment, the corresponding steroid derivative must
have been almost perfectly shielded from solvent.
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From a comparison between the DigA16 complexes with digoxigenin versus di-
gitoxigenin, the structural mechanism of the fine specificity in the steroid recogni-
tion – and discrimination between these closely related ligands – became appar-
ent. The non-mutated residue His86 at the bottom of the ligand pocket, which is
close to the hydrophobic core within the �-barrel, plays a crucial role in this re-
spect and is involved in an induced fit during ligand complexation. Upon binding
of digoxigenin, the side chain of His86, which points into the empty cavity in apo-
DigA16, is displaced by the ligand and forms a hydrogen bond with the hydroxyl
group HO-12 of the steroid. Thus, it becomes rotated towards Tyr22, which is part
of a loop at the closed end of the �-barrel. The side chain of Tyr22 itself rotates
away from its original hydrogen-bonding partner Thr104 in apo-DigA16 into the
direction of His86 and forms a hydrogen bond with the imidazole side chain in-
stead.

Digitoxigenin, which is bound essentially at the same position and with the
same orientation as digoxigenin, lacks the OH group at the steroid position C-12.
Consequently, a hydrogen bond between His86 and digitoxigenin is missing in the
complex with DigA16, and its imidazole side chain packs closer to the steroid
ring system. Thus, compared with the digoxigenin complex it is partially rotated
back into the position that it has assumed in the apo-protein. Accordingly, the
side chain of Tyr22 still forms a hydrogen bond with Thr104. Instead, a water mole-
cule appears at the position that is occupied by the phenolic hydroxyl group of
Tyr22 in the DigA16 · digoxigenin complex, which is weakly hydrogen-bonded to
His86 in the case of the bound digitoxigenin.

The set of available crystal structures also provides an explanation for the effect
of the affinity maturation that led from the original DigA anticalin to the DigA16
mutant. During this step, several amino acids were randomized in loop #1 [47].
While most of the corresponding side chains are solvent exposed in the tertiary
structure, two residues are probably relevant for the loop conformation and im-
proved ligand affinity of DigA16. First, His35 remained conserved with respect to
the DigA sequence, which underlines its role in the helix conformation as de-
scribed above, together with the invariant residue Tyr39. Second, Glu28 was consis-
tently replaced by Gln (in several mutants that were selected along with DigA16;
see [47]). In the apo-DigA structure, the side chain of Glu28 adopts a different con-
formation compared with Gln28 in apo-DigA16 and forms a salt bridge with the
Arg58 guanidinium group. As a consequence, the carboxylate moiety of Glu28 may
sterically interfere with the position of the lactone substituent at ring D of the
bound steroid ligand. In addition, due to a corresponding shift of the Arg side
chain, the helix – which covers the bound ligand – probably undergoes minor re-
positioning. Hence, it seems that the introduction of Gln28 is mainly responsible
for the 10-fold enhanced affinity of DigA16.

Notably, the mechanism of molecular recognition by the anticalin is different
from the manner in which digoxigenin is bound by immunoglobulins. Two crys-
tal structures have been described for Fab fragments of monoclonal antibodies that
were raised against digoxin as a hapten: the Fab “26-10” in complex with digoxin
(PDB accession code 1IGJ; [57]) and the Fab “40-50” in complex with ouabain
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(PDB accession code 1IBG; [58]). In both cases only between 60% and 70% of the
steroid became buried from solvent during complex formation (Fig. 8.5). The ring
system is covered by protein residues mostly from one side, probably due to the
limited capacity of the Ig architecture to create a deep pocket at the interface of
the VH and VL domains. Even though high affinities have been achieved by these
antibodies, their specificities are poor because both significantly cross-react with
ouabain, a cardiac steroid related to digoxin [48, 58]. In contrast, the engineered
lipocalin DigA16 clearly distinguishes between these two compounds [47], thus
providing a functional advantage.

In summary, a phenomenon of pronounced structural plasticity was observed in
the engineered BBP variants FluA and DigA or DigA16, which means that the
backbone conformation of the lipocalin loop region was strongly influenced by
the side chain replacements (Fig. 8.6, see p. 207). However, in the context of a
given amino acid sequence, the conformational flexibility of these loops seems to
be rather low because no significant differences were observed in the two inde-
pendently refined FluA · fluorescein complexes or when comparing the DigA16
structures in the absence or presence of the ligand. This effect was not entirely
expected a priori, because from a superposition of natural lipocalins with known
tertiary structures [21], it was not clear to which extent the loop conformation is
governed by its own distinct sequence versus individually variable features of the
�-barrel structure that provides the support.

8.5
Prospects and Future Applications of Anticalins

The functional and structural data that have been gathered during the engineer-
ing of lipocalins for the recognition of two unrelated low-molecular-weight ligands
clearly demonstrate the potential of this scaffold for the generation of artificial re-
ceptor proteins with high affinity and specificity for prescribed target molecules.
Our findings confirm that the �-barrel architecture of lipocalins constitutes a re-
markably stable scaffold. Even though amino acids were replaced in at least 20 dif-
ferent positions, most of them within the binding site of the BBP, the overall to-
pology and the �-barrel structure itself were retained. Structural changes were
merely observed at a local level and essentially restricted to the loop regions.

It seems that lipocalins indeed provide a partitioned protein architecture, where-
in the �-barrel – together with the fixed loops at its closed end and the �-helix at-
tached to it – provides a rigid framework that is structurally conserved among the
“prototypic” members of this family [21], while the set of four loops at its open
end can be hypervariable. This situation is reminiscent of antibodies, where a set
of six CDRs presented on top of a largely constant framework region is responsi-
ble for the specific binding of the antigen or hapten. However, compared with re-
combinant antibody fragments, engineered lipocalins should provide significant
benefits because they are composed of one instead of two polypeptide chains, they
have a much smaller size, and their set of four loops can be easily manipulated
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Fig. 8.5 Molecular recognition of haptens by
engineered lipocalins versus antibodies. (Top)
Crystal structure of the anticalin DigA16 with
the bound digoxigenin (yellow). The arrow
points to the hydroxyl substituent of steroid
ring A, which had served for covalent attach-
ment – via a flexible spacer – to a solid support
during the selection process for this BBP vari-
ant. The C� positions of the 16 initially ran-

domized amino acids are shown as gray
spheres. (Bottom) Crystal structure of the
anti-digoxigenin Fab fragment 26-10 (PDB en-
try 1IGJ) with the VL and VH domains colored
cyan and magenta, respectively. The bound di-
goxigenin group is shown in yellow, while the
digitoxose sugar attached to it (at the same
ring position as above) is colored light gray.



simultaneously at the genetic level. Consequently, lipocalins provide a promising
alternative to antibody fragments for the engineering of artificial ligand-binding
proteins, therefore called “anticalins,” using the methods of combinatorial bio-
chemistry [21, 40].

The most striking property of the lipocalin scaffold is its ability to provide a
well-defined and conformationally rigid cavity for the ligand. The ligand pocket is
significantly deeper than the hapten-binding sites found in antibodies and may
even reach down into the hydrophobic core of the lipocalin, as was seen in the
case of the fluorescein-binding anticalin FluA. A similar mode of complexation
would not be possible for an antibody fragment because of the detrimental effect
on the non-covalent association between VH and VL. Hence, the lipocalin-bound li-
gand can be trapped from the solvent and becomes almost fully surrounded by
protein residues, which explains the pronounced specificity, especially observed
for the steroid ligands. Thus, an extended linker structure, which should also in-
clude hydrophilic groups, seems to be required for the functional immobilization
of the target compound during the selection procedure for the cognate anticalin.
It would be nice to devise selection techniques that no longer necessitate the cova-
lent fixation of the target because under such conditions anticalins might be gen-
erated that fully encapsulate their ligands.

Remarkably, the anticalins obtained up to now recognize their low-molecular-
weight ligands independently from the carrier – usually a stable globular protein
like BSA or RNAse – that was employed for target display. This was shown for
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Fig. 8.6 Plasticity of the engineered lipocalin-binding site: superposition of
the natural BBP with its variants FluA and DigA16 (with loops colored blue,
green, and yellow, respectively).



both the fluorescein group [40] and digoxigenin [47]. In this respect, anticalins dis-
tinguish themselves from many antibodies, especially when derived from syn-
thetic libraries [4], and also from different protein scaffolds that have been tested
for similar purposes. For example, when mutants of cytochrome b562 with two
randomized loop regions were selected against an organic target compound, the
hapten was only recognized – with a weak micromolar affinity – as long as it re-
mained linked to the original BSA carrier [59].

The well-defined binding properties for the small ligand in combination with
the lack of cross-reactivity with the macromolecular conjugate partner are prob-
ably due to the choice of the randomized positions in the lipocalin within an in-
ner zone at the open end of the �-barrel but below the exposed tips of the loop re-
gion (Fig. 8.3). Consequently, just a few of the randomized residues are potentially
accessible from outside the pocket, most likely only after significant changes in
the backbone conformation – as observed for loop #1, which adopts an �-helical
structure in DigA16 (see Section 8.4). However, the scope of molecular recogni-
tion by engineered lipocalins should not be restricted to low-molecular-weight
compounds. Indeed, the more exposed side chains of the four loops may be spe-
cifically randomized for the generation of another sort of anticalin libraries that
could be useful for selection towards macromolecular targets. Preliminary data
from our laboratory suggest that mutants of the BBP can be obtained in this man-
ner, which exhibit specific binding activity for prescribed proteins with dissocia-
tion constants in the nanomolar range.

The proof of concept for the generation of anticalins as a novel class of receptor
proteins with defined ligand-binding properties was realized using the BBP as a
model lipocalin. It has been shown that, because of their simple and robust archi-
tecture, these anticalins provide several practical advantages. For example, they are
remarkably stable against denaturation. Thermal unfolding studies revealed a
melting temperature of 61.3 �C for the recombinant BBP and an even higher Tm

value of 72.8 �C for the anticalin DigA, although this variant had not been se-
lected for enhanced folding stability [49]. Another advantage of the lipocalin archi-
tecture relates to the fact that both ends of the polypeptide chain are sterically ac-
cessible at the outside of the �-barrel and should normally not interfere with the
structure of the ligand-binding site. Thus, anticalins are amenable to the construc-
tion of functional fusion proteins at both their amino- and carboxy-termini. This
was demonstrated in the case of DigA16 for alkaline phosphatase, which could
serve directly as a reporter enzyme for the detection of digoxigenin groups after
fusion with either end of the anticalin [47]. Anticalins may even be fused to each
other, leading to so-called “duocalins,” a novel class of bifunctional ligand-binding
proteins [60].

The insights that were gained so far from the anticalin approach illustrate once
again the huge potential of polypeptides to adopt diverse molecular shapes, seen
here for the ligand pockets of engineered lipocalins. Given the high plasticity of
the loop region, which probably constitutes a specific functional advantage of this
protein family, the rational prediction of the influence of amino acid substitutions
on the structure of the binding site will probably remain difficult in the near fu-
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ture. But even when applying the powerful methods of combinatorial biochemis-
try, one should be aware of the still limited options for the realization of novel
functional active sites, which is caused by the vast number of possible sequence
combinations on the one hand and the restricted number of molecules that can
be physically generated and applied to a selection experiment on the other.

We have tried to address this generic problem in protein engineering by mak-
ing a careful choice of amino acids for random mutagenesis – in fact, just less
then half of the positions that one could actually consider – in order to reduce the
combinatorial complexity and thus create a potent molecular library in the func-
tional sense. The fact that specific hapten-binding activities were immediately de-
rived from this library confirms the validity of this concept. Nevertheless, addi-
tional steps of affinity maturation may be needed, as demonstrated for DigA16
[47, 49], in order to fine-tune the shape complementarity of the binding site after
initial ligand recognition property for the ligand was imprinted. The rational
choice of positions to be modified, in combination with repeated cycles of tar-
geted randomization and selection – corresponding to a kind of molecular evolu-
tion – is probably the best general strategy for obtaining novel proteins with well-
defined ligand-binding function, at least for the moment.

In conclusion, specifically engineered anticalins open numerous areas of appli-
cation as ligand-binding proteins not only in bioanalytics and separation technol-
ogy but also in medical diagnostics and possibly even therapy. Especially for the
latter purpose, it could be advantageous to generate anticalins based on a human
lipocalin framework [21]. Hence, immunogenic side effects will be minimized
upon repeated administration to patients. The preparation of appropriate fusion
proteins should permit the introduction of useful effector functions – as already
demonstrated with enzymes or certain binding modules, such as the albumin-
binding domain [47].

The field of engineered protein scaffolds for molecular recognition has rapidly
emerged during the past few years (for reviews, see [9, 61]). Among the several
scaffold structures that are currently being exploited, immunoglobulins and lipo-
calins certainly stand out. Both families are utilized by nature itself in order to
provide specific binding proteins based on a stable tertiary fold that supports hy-
pervariable loops. In the case of immunoglobulins, hundreds of millions of differ-
ent antibodies are constantly being created in each individual’s immune system
using mechanisms of genetic recombination and somatic hypermutation. In con-
trast, lipocalins are much smaller in number and have been stably evolved in
many organisms in order to serve more specialized physiological functions.
Whereas antibodies must predominantly recognize macromolecular antigens –
such as proteins and carbohydrates – in their defense against microbial or viral
pathogens, lipocalins seem to mainly serve for the transport and storage of low-
molecular-weight compounds.

Especially in this respect, lipocalins are distinct from other protein scaffolds
that have been subject to protein engineering and successfully used for the gen-
eration of binding modules against protein targets. The promising results ob-
tained here from the tailoring of a natural lipocalin for the recognition of hapten-
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like ligands emphasizes the unique potential of this protein family for the genera-
tion of corresponding receptor proteins. Apart from the interesting practical appli-
cations, this field of research will also offer conceptual insight into the mecha-
nisms of molecular recognition between proteins and small molecules in general.
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9.1
Introduction

Since their introduction about a decade ago, combinatorial chemistry and high-
throughput screening (HTS) have become indispensable tools in the drug-discov-
ery process. The possibility to synthesize ever-increasing numbers of molecules
through novel chemistries and automation is stimulating the development of
higher screening capabilities through miniaturization and robotics. Robust bio-
chemical assay development is providing the basis for large-scale screening of bio-
logical targets. While in the early days much effort and hope were directed to-
wards managing a numbers game, the focus is shifting from quantity towards
quality. For instance, the screening of compound mixtures is being replaced by
screening of individual substances in a one-well–one-compound fashion. The de-
sign of general-purpose screening libraries as well as corresponding follow-up
strategies has become a key aspect in small molecule discovery and optimization.
Hits from high-throughput screening enter a selection process to become the sub-
ject of medicinal chemistry approaches in lead optimization. Strategies are em-
ployed to improve potency, selectivity, and physicochemical profile. If possible, sev-
eral compound series are generated to allow for alternative routes in case of fail-
ure of one. Syntheses of analogues for further exploration are guided by a combi-
nation of medicinal chemistry knowledge and intuition, as well as quantitative
structure-activity relationships, if available. Such studies help to define particular
pharmacophoric features within the hit or lead molecule that constitute the under-
lying molecular recognition motifs between the ligand and its target and provide a
hypothesis for its mode of action.

The focus in screening for biological activity assays is on detecting hits with ac-
tivities in the low micromolar range. Compounds exhibiting this level of activity
tend to be of molecular weight in the range of 300–600 Da and of substantial
functional complexity. A conceptually different strategy can be envisioned that –
instead of trying to identify and keep relevant features in a rather complex hit
compound – aims at a stepwise discovery starting from molecular fragments.
Such fragments need to be screened with techniques suitable for the detection of
presumably weak interactions. Guided by early stage structure-affinity informa-
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tion, more potent compounds can then be assembled either from a combination
of low affinity binders or by chemical modification of the initial fragments.

This chapter describes the underlying philosophy of fragment-based discovery
as well as the experimental approaches suitable for this promising discovery con-
cept. While fragment-based ligand discovery was first adapted in computational
methods, several experimental techniques have been introduced recently. Biophys-
ical methods such as nuclear magnetic resonance (NMR) and X-ray crystallogra-
phy have been successfully applied to fragment discovery. A novel screening tech-
nique based on chemical microarrays in combination with label-free affinity detec-
tion has emerged and will be discussed in detail.

9.2
Fragment Approaches

9.2.1
Conceptual Ideas

Primary screening efforts in drug discovery aim at the identification of hit mole-
cules with the necessary characteristics to be developed into a promising lead mol-
ecule. The definition of favorable properties of the starting screening compounds
has gained much attention. The design of libraries with drug-like characteristics
generally follows the so-called “rule of five” which has been established by retro-
spective analysis of known drugs and allows a quick assessment based on simple
properties, namely, preferred ranges for molecular weight and clogP as well as the
number of hydrogen bond donors and acceptors [1]. However, it has been pro-
posed that the ideal profile for hit or lead compounds is different from that of the
final drug molecule [2], in particular because hit or lead compounds must be
amenable for further optimization. Three categories of lead compounds have been
defined based on their physicochemical properties and typical affinities. First, it
has been pointed out that hits from drug-like libraries rarely show high
(< 100 nM) affinities. Typical optimization schemes tend to increase both molecu-
lar weight and lipophilicity. Therefore, if applied to already large compounds, they
would fall out of the preferred drug-like ranges. Second, non-drug-like hits with
very high affinity at an early stage, e.g., natural compounds, usually are rather
complex, and optimization towards drug-likeness is difficult. The third category,
namely, small (100–350 Da) molecules with low clogP (1–3) is being described as
a favorable type of lead compound, as it still allows exploitation of additional (hy-
drophobic) interactions during combinatorial optimization schemes. Overall, the
value of active screening compounds is judged considering affinity relative to
units of molecular weight and lipophilicity. Teague et al. suggest that the quality
of hits emerging from screening could be improved by tailoring screening li-
braries towards such lead-like characteristics [2].

In the case of hit identification, various techniques of library design and com-
pound selection are applied to maximize the likelihood of discovery. The relation-
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ship between the probability of discovering molecules in a screening assay and
their structural complexity was studied using a model of receptor-ligand interac-
tions [3]. The ligand and the active site are represented by a linear string of binary
(“+” and “–”) features, and a good fit is indicated by complementarity of the
aligned patterns. While molecular recognition is determined by a delicate inter-
play of physicochemical and steric complementarity, the apparent simplification
still allows one to address some key aspects. Varying degrees of relative complex-
ity between the active site and the ligand are represented by different lengths of
the binary patterns. By calculating matching probabilities for varying ligand com-
plexities, it is observed that the likelihood of finding any fit exponentially de-
creases with ligand complexity and that the curve describing the chance of find-
ing just one unique match between ligand and active site features reaches a dis-
tinct maximum. The theoretical complexity of such single-mode binding was
found to peak at a binary pattern length of three when compared to a site com-
plexity of 12 features. For less complex ligands, multiple binding modes start to
dominate the probability curve. While this finding cannot be directly translated
into simple molecular features, it points towards a higher overall chance of hit
discovery for relatively small molecules. However, smaller molecules will probably
exhibit weaker binding, and therefore chances to experimentally detect binding
will depend on the screening technology. Taking this into account, the peak of
preferred ligand complexity would shift towards somewhat larger compounds. In
summary, the existence of an optimal ligand complexity and its relation to the de-
tection probability defines a “range of useful events” (Fig. 9.1) and leads to the
postulation that screening simpler molecules is advantageous from a probabilistic
point of view [3].
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Fig. 9.1 The theoretical probability of molec-
ular recognition based on a simple interaction
model indicates that the likelihood of a
unique binding mode decreases with increas-
ing ligand complexity (A). The probability to
experimentally detect a binding event is esti-
mated to increase with complexity (B). The
product probability for a so-called useful
event, namely, the detection of a ligand with a
unique binding mode, reaches a maximum at
a medium ligand complexity (C). (See citation
in text for details and discussion).



Molecular recognition addresses the aspect of not only affinity but also specifici-
ty, and the question of unique binding modes becomes fundamental for smaller
molecules. In general, the multitude of energetically similar but structurally dif-
ferent binding modes increases with fewer interaction features of the ligand. The
corresponding free energy of binding landscape is termed “frustrated,” and both
native and non-native binding modes of small molecules must be considered [4].
Ideally, the native binding mode is separated from alternate positions in the bind-
ing site by an energy “stability gap,” which ensures that a rather specific recogni-
tion motif is present (Fig. 9.2). Small fragment-like compounds exhibiting such a
preferred binding mode, so-called molecular anchors, may be more suitable to
combinatorial optimization than stronger binders with iso-energetic multiple bind-
ing modes [5]. With anchors serving as a receptor-specific recognition motif, a na-
tive binding mode would imply that addition of structural features to a binding
fragment will not dramatically alter its orientation. Such modular approaches rely
on the observation that additivity if not synergy is obtained when preselected frag-
ments are combined. A point in case is a detailed structural comparison of en-
zyme-ligand binding which showed that binding modes for individual fragments
of the thymidylate synthase substrate correspond well with the whole substrate in
the active site [6].

The relationship between the potential affinity of a given molecule and its actually
measured binding strength to a given target has been addressed by analyzing indi-
vidual functional group contributions to drug-receptor interactions [7]. Average bind-
ing energies of 10 common functionalities have been estimated based on a dataset of
200 drugs and enzyme inhibitors with known free energies of binding. The average
binding energy for a given ligand, often also referred to as Andrews energy, can then
be calculated by adding up the average contribution of the functional groups present
in the molecule and taking into consideration an entropic correction term. The com-
parison of experimental and theoretical binding energy may then be used to classify
the binding as better or worse than average, in other words as an indicator of a good
or bad ligand-receptor fit. Poor binders were found to be large, flexible, and rich in
polar groups. A similar finding was reported for 3000 screening compounds, where
a large proportion exhibited lower observed affinities when compared to the average
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Fig. 9.2 Concept of a stability gap between different
binding modes of a fragment within an active site. The
assumed binding energy for two different fragments is
shown as a simple scheme. Fragment A qualifies as a
molecular anchor, as there is a difference in free energy
of binding of the best placement to alternative place-
ments. Such a stability gap is not observed for the sec-
ond fragment B. Originally, these considerations were
made based on docked placements of fragments and
free energies as estimated from a scoring function (see
citation in text).



Andrews energy based on the number of functionalities present. The general non-
linearity of binding affinity and ligand size has been pointed out in comparing bind-
ing affinities relative to the number of non-hydrogen atoms in known protein-ligand
complexes [8]. While a correlation of binding energy with size was found for smaller
ligands, there also is evidence for an upper limit of observed affinities for larger li-
gands that therefore under-perform according to their Andrews energy. The authors
note that as few as 7–10 atoms allow for nanomolar binding constants and also sug-
gest to assess relative affinity during a drug-discovery process using expansion ap-
proaches. In a more pictorial phrase, it is the “bang per dalton” that has to be kept
in mind when evaluating the outcome of hit and lead finding efforts. This ratio
tends to be better for smaller-sized compounds.

9.2.2
Choice of Screening Fragments

The quality and quantity of fragment collections are critical issues for all frag-
ment-based discovery methods. Some considerations are related to deconvolution
strategies based on unique NMR shifts or unique mass or shape, while others are
sensitive to the detection limits and noise level of the respective experiment. Be-
sides these technical aspects, the goal is to identify those fragments that best suit
the concept of molecular anchors or recognition motifs. On the one hand, a cer-
tain size and complexity make a defined binding mode more likely. On the other
hand, in order to qualify as a fragment, screening compounds would be limited to
a molecular weight range between 100 and 300 Da. The total number of frag-
ments in a screening collection is related to the experimental throughput and the
necessity to cover the “accessible fragment space” in order to increase the chances
of finding a hit in the initial screen. The sufficient presence of functional groups
in the screening fragments is of importance for subsequent hit expansion strate-
gies such as combining or decorating the initial hits.

Systematic procedures for the identification of suitable fragments or substruc-
tures have been implemented that aim to analyze active molecules in order to
identify biologically relevant motifs. Because the field is expanding, a diverse no-
menclature is evolving; synonyms for chemical fragments are needles, molecular
anchors, biophores, molecular frameworks, MULBITs, or base fragments. In a
procedure called RECAP [9], fragmentation is limited to predefined bond types
leading to virtual fragments with chemical functionalities that allow them to be
used as building blocks for combinatorial chemistry. The method was applied to a
number of databases, including the World Drug Index (WDI). By examination of
fragment distribution across different therapeutic areas, specific motifs were iden-
tified for use in target-biased screening libraries. Typically, the molecular weight
of most fragments was around 200 Da and the cleavage rules kept ring systems
intact. While the approach mainly addressed the question of building block selec-
tion for combinatorial libraries, the authors also pointed out its usefulness for
generating a fragment database for (computational) ligand buildup approaches.
Different variations of the basic approach have been implemented [10–12].
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In a related work, databases of known drugs were the basis for breaking down
molecules into rings, linkers, and side chains [13, 14]. In this way both common
molecular frameworks and side chains were identified. Interestingly, it was found
that rather few frameworks and side chains represent the majority of compounds
in drug-related compound collections such as the Comprehensive Medicinal
Chemistry (CMC) database. Incorporating this finding into a general-purpose
screening library resulted in the so-called SHAPES library for NMR-based screen-
ing [15]. Natural product databases were also used for the search of interesting
molecular scaffolds [11].

It has long been pointed out [16] that certain substructural motifs, named privi-
leged structures, are capable of serving as a starting point for ligands for more
than one protein. Systematic modifications of such structures with substitution
patterns have been successfully applied in medicinal chemistry [17]. Often these
attractive scaffolds are rigid polycyclic heteroatomic systems that allow us to pre-
sent binding elements in various directions within the binding site. The concept
has been adopted as a design strategy for combinatorial libraries [18], and corre-
sponding building blocks are being marketed under the name “optimers” [19]. Ex-
perimental screening of compounds enriched with motifs based on such privi-
leged fragments is thought to increase the chances of identifying promising hits
for medicinal chemistry programs. Even more, fragment-based screening would
allow us to directly use known privileged fragments or close analogues thereof.
On the other hand, screening fragments that are not necessarily related to known
privileged structures might help us to discover novel chemical motifs displaying
properties that qualify them to be called “privileged” [20].

In summary, fragment collections for the experimental screening techniques
that will be outlined below either fall into the category of “diversity-oriented” col-
lections or are selected with some bias. The focus is on “drug-relevant” substruc-
tures or structures that are targeted against a certain class of proteins where prior
knowledge exists. In addition to finding novel leads based on fragment screening,
the technique can also be applied in the optimization of a known binder where a
particular substructure needs to be replaced by a bio-isoster. A prime example is
the quest for alternatives to charged basic groups occupying the thrombin S1
binding pocket in order to enhance bioavailability [21].

9.2.3
Experimental Approaches

Fragment-based discovery methods have long been implemented in computational
de novo drug design [22, 23]. In the multiple fragment-positioning methods, var-
ious functional groups are first placed within the active site, and, after preferred
placements have been identified, linking of the fragments provides molecules that
can be ranked according a chosen scoring function. Alternatively, sequential build-
up strategies start from one placed fragment and successively add functional
groups in order to “grow” the ligand, guided by the target structure and a suitable
energetic scoring function. A similar strategy is also used in docking programs

9 Small Molecule Screening on Chemical Microarrays218



using an incremental construction algorithm that first performs a fragmentation
of the ligand and then, starting with a base fragment placement, continuously
builds up the ligand in the binding site. Clearly, these techniques are very much
related to the molecular anchor concept discussed above. Besides problems asso-
ciated with de novo computational approaches such as the synthesizability of pro-
posed virtual compounds, the most critical issue is the fragment ranking, which
is calculated by either energy-based methods or rule-based scoring functions.
These predictive limitations in computationally derived binding conformation
make experimental methods that are guided by either observed activity or binding
affinity very attractive.

In a hybrid approach, termed “biased needle screening,” in silico prescreening
of molecular fragments is followed by a high-concentration bioassay, biophysical
hit validation, and structure-based optimization [24]. Virtual pharmacophore
screening of 350,000 compounds resulted in the identification of a 3000-member
subset with molecular weights below 300 Da. These needle compounds were
tested in an activity assay customized to pick up even weak binders. Several struc-
tural series could be confirmed, and a 3-D structure-guided optimization based on
NMR and X-ray data gave novel, potent inhibitors of DNA gyrase. The authors
state that initial HTS on this target did not deliver suitable lead structures. This
finding supports the concepts outlined above and demonstrates the usefulness of
needle screening as a new entry point to explore the chemical space.

The so-called “target-guided ligand assembly strategy” starts from a library of
possible binding fragments where each member possesses a common chemical
linkage group [25]. Monomer screening against the target is then performed in a
bioassay at high concentrations in order to detect even weak binders that then can
be connected with a set of flexible linkers for a second round of screening. The
utility of the method was demonstrated by using the tyrosine kinase c-Src and a
microtiter-based ELISA assay. After screening at two concentrations (1 mM and
500 �M) and inspection of the hits, 37 reagents were selected out of 305 O-methyl
oximes in the primary screening library. Using five different linkers, homo- and
heterodimers of these reagents were synthesized in single wells, resulting in mix-
tures of compounds with different linker length. After identification of wells
showing inhibition in a second screening assay at higher concentration, deconvo-
lution of the mixtures by single-compound re-synthesis allowed to identify individ-
ual active substances and highlighted the importance of the linker length. The
most potent compound identified in this manner exhibits an IC50 of 64 nM, a
very large increase compared with IC50 values around 40 �M for the individual
reagents alone. As with other methods described above, the synergy achieved and
the lower number of compounds needed for screening demonstrate the advantage
of modular approaches in general.

In order to discover weakly bound, low-molecular-weight (approx. 250 Da) li-
gands, a “tethering” strategy has been suggested that relies on the formation of a
disulfide bond between the ligand and a cysteine residue on the protein [26]. This
cysteine would either be present in the wild type or be genetically engineered in
order to target a specific site in the protein. A library of disulfide-containing mole-
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cules was prepared and a mixture of a few substances (8–15) was incubated with
the target protein under conditions that allow reversible reactions. It is expected
that the formation of disulfide bonds to the protein is entropically stabilized for
those compounds with an inherent affinity to the protein in proximity to the cys-
teine. Tethered complexes could be identified using mass spectrometry, provided
that the library had been designed to contain molecules with unique molecular
mass. The method was applied to thymidylate synthase containing a cysteine in
the active site. Several library members showed binding corresponding to millimo-
lar inhibition constants, as determined in an enzymatic assay. From a series of re-
lated ligands displaying different binding behavior, qualitative early SAR informa-
tion was obtained. The exact binding mode was determined with the same ligand
attached at different nearby sites through cysteine mutations; interestingly, the lo-
cation of the tethered molecule was conserved, indicating little influence of the
tether on the binding mode. Structure-based modifications in analogy to known
substrates improved the initial hit to an inhibitor in the sub-micromolar range.

Techniques such as X-ray crystallography and NMR, which combine low affinity
screening capability with structural information, are very powerful tools. NMR
spectroscopy plays an increasingly prominent role among the biophysical screen-
ing methods, and the experimental schemes are continuously being improved to
widen the scope of applications [27–32]. Different detection strategies based either
on ligand or target resonance signals have evolved. The approaches share the abil-
ity to detect weak yet specific binders. Design principles for NMR screening com-
pounds have been reviewed [33] .

An early and frequently cited fragment-based experimental screening approach
was termed “SAR by NMR” [34, 35]. Here, mixtures of small organic molecules
together with 15N-labeled protein were subjected to 2-D 1H-15N NMR measure-
ments. Protein chemical shift variations relative to spectra of the protein alone in-
dicated a binding event. Based on the predetermined assignment of chemical
shifts, both the location of the binding site in the protein and the binding mole-
cule were identified. This initial binder was then used to saturate the protein in
order to find a second small molecule binding to a proximal site in a new round
of screening. After neighboring small molecules were identified and optimized
through an analogue approach, combinations with various linkers were synthe-
sized and assayed. The linker design was supported by the 3-D structure of the
protein-ligand complex. As a result of a successful linkage, binders were obtained
with high affinities even exceeding the product of the binding constants of the in-
dividual fragments due to linker-mediated entropic enhancement. The method
has been successfully applied in a number of studies [36–40] elegantly combining
the fragment-based strategy with use of structural information. However, the origi-
nal method can be applied only if sufficient (�200 mg) 15N-labeled, soluble (at
2 mM) protein of limited size (< 40 kDa) is available, and it requires chemical
shift assignment before the actual screening.

The necessity for labeled proteins and the size limitation can be overcome by
techniques that monitor not protein NMR signals but ligand resonances, either
through line-broadening experiments, transferred NOE measurements, or relaxa-

9 Small Molecule Screening on Chemical Microarrays220



tion- and diffusion-edited methods using pulsed field gradients. The NMR
SHAPES strategy utilizes 1-D line broadening and 2-D transferred NOE measure-
ments to identify binders in a mixture of compounds [15]. Potential weakly bind-
ing scaffolds (�M to mM) are selected based on an analysis of known drugs and
represent molecular frameworks recurrently found in active therapeutic mole-
cules. In contrast to the SAR by NMR method, the strategy does not aim to find
highly potent ligands by NMR screening but instead empirically provides a basis
for compound selection. In this way, libraries aimed at HTS screening may be
biased by filtering against the target-specific chemical motifs identified by the
SHAPES approach.

The use of X-ray crystallography for primary screening is conceptually related to
the SAR by NMR technique. Again, the sensitivity of the method makes it well
positioned for fragment-based discovery. Because organic solvent molecules con-
tain functional groups representative of those found in screening compounds, it
has been suggested to co-crystallize proteins with different solvents and to experi-
mentally determine preferred locations of small organic molecules [41]. The posi-
tion of several organic molecules was thought to provide initial templates for se-
lection of screening compounds or rational ligand design efforts. In yet another
fragment strategy termed CrystaLead [42], the electron density map of the protein
was determined to identify protein and solvent densities in the unbound state.
Next, the crystal was exposed to a mixture of small organic molecules in a soak-
ing experiment, and binders were identified by their appearing electron densities.
It was crucial for the identification of the binding compounds in the screening
mixture that they were of diverse and unique molecular shapes. Weak binding
compounds (up to high �M) were detected and then optimized in a structure-
directed process. The CrystaLead technology was demonstrated in a urokinase
screen of 6–8 compound mixtures against 9 crystals. In this way, 61 fragments
were exposed to the crystal soaking experiment, and 5 binders with affinities in
the low and high �M range were discovered. One compound was further opti-
mized using additional structural knowledge from a known inhibitor and resulted
in an optimized lead of 370 nM affinity to urokinase.

Crystallographic screening has gained significant interest in the commercial set-
ting where high-throughput crystallography laboratories and technological ad-
vances in both hardware and software have increased the rate of protein-ligand
crystal structure determination. The advent of structural genomics initiatives has
spurred the development of robotics and automated data interpretation [43, 44].
The latest developments have recently been reviewed [45–47]. These technological
advances are now being paired with fragment-based approaches. Results have
been reported [46] where defined binding could be elucidated for very small frag-
ments (<200 Da), supporting the fact that despite small size and presumably
weak interactions, fragments are able to make key interactions in order to act as
molecular anchor [4]. In a study with a protein kinase, such a weak initial frag-
ment was optimized into a nanomolar inhibitor by the aid of structure-based de-
sign [45].
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9.3
Chemical Microarrays

9.3.1
Background

Chemical microarrays can be defined as collections of chemical compounds cova-
lently immobilized on a carrier in a 2-D pattern. After the widespread adoption of
DNA-based microarrays in basic and commercial research, there is a growing in-
terest to extend the array concept beyond genetics applications. Exploratory work
is underway to lay out proteins and cells in array formats [48–51]. In parallel, var-
ious routes are being taken to realize arrays of small molecules such as synthetic
chemicals, peptides, or natural products. The principle of a regular 2-D arrange-
ment of chemical diversity is well known from high-throughput screening, which
currently serves as the paradigm in de novo small molecule discovery. In this
highly industrialized undertaking, compounds are solubilized and deposited in
wells of microtiter plates as either single compounds or mixtures. A recent modi-
fication of HTS is the deposition of chemical-containing droplets on flat surfaces
[52] to reduce sample consumption. In the latter, the target protein is captured in
a hydrogel that is subsequently added to cover the surface and re-solubilize the
screening compounds. It is an inherent problem of HTS that small molecule solu-
bility can vary greatly and can hardly be accounted for. Therefore, the concentra-
tion of any given compound in the screening mixture is difficult to predict and es-
sentially unknown at the primary screening stage. This limitation is especially ap-
parent in a fragment-based screening regime. Because higher compound concen-
trations are employed to facilitate the detection of binders below the usual micro-
molar cutoff, DMSO tolerance of the target protein or insolubility of the small
molecules restricts this approach to robust assay systems and more hydrophilic
fragment diversity.

When we set out to develop a platform for chemical microarrays, compatibility
with fragment-oriented diversity was a major design principle. We saw great pro-
mise in also solubilizing hydrophobic compounds by hydrophilic or amphiphilic
spacer moieties. Such spacer groups are required for covalent tethering of the
ligands to the array surface and for access to protein-binding pockets. The amphi-
philic nature of the spacer aids hydration of small molecules associated with high
clogP values. The flexibility and the length of the spacer chain allow for the
ligands to reach even so-called deep protein-binding sites.

Covalent tethering of small molecules is generally seen as an obstacle for deriv-
ing structure-activity relationships. The compounds are not free to orient them-
selves for optimal fit with the protein receptor, the spacer might sterically clash
with the protein surface, and the spacer attachment itself might affect the elec-
tronic properties of the ligands. Consequently, in order to generate covalent modi-
fications of known drugs or other compounds known to be bioactive, the decision
for regioselective spacer attachment should be based on a receptor-ligand complex
structure if possible. Nevertheless, for de novo discovery of small molecule frag-
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ments, the spacer-mediated, structure-independent compound solubilization out-
weighs the above-mentioned potential disadvantage of restricted orientation.
Furthermore, fragments can be conjugated to the spacer moiety by more than one
type of coupling chemistry and through various functional groups present on the
fragment itself. A third aspect of the small molecule “display” format is the addi-
tional information generated through knowledge of the tether site. The fact that
possible orientations of a tethered compound within a binding site are more lim-
ited than in a homogeneous assay can facilitate building a hypothesis for a mode
of action. The directionality can be used either in ligand-alignment procedures for
SAR-type studies or as a bias in docking algorithms in order to evaluate possible
binding modes.

Other advantages of using chemical microarrays of peptides and organic com-
pounds are in the minimization of biological sample consumption and the result-
ing increase in screening throughput. Array approaches hold the promise of mass
production and industrialization. A simple format for reliably storing and reading
chemical diversity is attractive compared to the current cumbersome fashion of
operating refrigerated warehouse-type storage and dispensing systems.

Chemical microarrays promise to enable function-blind screening of large num-
bers of novel targets. In general, chemical microarray approaches open up the op-
portunity to map interactions and discover small molecule binders for a given pro-
tein of interest even before understanding the protein’s function. Once the arrays
are produced, the only prerequisite for array-based screening is the preparation of
purified, homogeneous, and soluble protein. Advances in protein-production and -
purification methods, such as expression systems optimization, protein folding,
and affinity-tag development, complement array-based screening. It can be safely
estimated that several thousands of novel, non-membrane-bound, putative target
proteins will be derived from the knowledge of the human genome [53]. Chemical
microarrays provide a potentially powerful alternative to high-throughput screen-
ing for small molecule de novo discovery on this wealth of novel targets.

9.3.2
On-array Synthesis

Chemical diversity for chemical microarrays can be accessed in two ways: import-
ing compounds onto the chip surface or synthetically creating molecules directly
on the support. In the pioneering work by Fodor and coworkers, a combination of
solid-phase organic synthesis and photolithographic techniques was applied to the
in situ creation of oligonucleotide and peptide microarrays [54, 55].

Technological challenges associated with this approach have limited it to the
generation of oligonucleotide arrays. DNA consists of only four different nucleo-
tides, and differences in reactivities among the four nucleotides on glass surfaces
are well understood, and the solid-phase synthesis is highly optimized. Hence,
highly miniaturized synthesis of a vast diversity of different single-strand probes
became feasible, and corresponding commercial products derived from photoli-
thography are in widespread use. In contrast, the application of on-array synthesis
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techniques is more demanding for the generation of peptidic and even more chal-
lenging for combinatorial chemical libraries. In these cases, a much larger num-
ber of building blocks with greater ranges of reactivities is required. The greatest
hurdle to high-density, in situ array synthesis on glass is quality control of the
numerous products generated. Techniques to infer physicochemical characteristics
of monomolecular films in micrometer-sized areas are just beginning to evolve
and are still far away from becoming a routine application such as high-pressure
liquid chromatography-coupled mass spectrometry (LC-MS), which is used for
conventional combinatorial compound library analysis.

A different way to produce chemical microarrays in situ is spot synthesis of
combinatorial libraries on cellulose sheets [56]. Spot synthesis is configured as an
open system to be operated at room temperature. Despite attempts to replace cel-
lulose with polypropylene as a synthesis support [57], cellulose is still the support
of choice for spot synthesis, and reaction conditions have to be compatible with
the restricted chemical stability of cellulose. Due to the acid lability of such mem-
branes, the diversity content of these arrays was initially restricted to the synthesis
of peptides. Recently, a method was described that could widen the scope of spot
synthesis arrays. Germeroth and coworkers [57] succeeded in the assembly of a li-
brary of 8000 cellulose-bound 1,3,5-triazines under mild reaction conditions. They
employed a strategy that took advantage of a temperature-dependent, successive
displacement of cyanuric chlorides by different nucleophiles in a first report of
the synthesis of small organic compounds on cellulose sheets.

In addition to the limited range of cellulose-compatible synthesis protocols, two
further drawbacks remain that are inherent to on-array approaches. Because syn-
thesis takes place directly on the surface that is subsequently used for screening,
quality control of the synthesis products is restricted to the surface-bound mole-
cules. Standard cleave-and-characterize procedures involving LC-MS analytical
techniques are not practical. This is a severe problem even for the synthesis of
peptides where well-established protocols are available and becomes more pro-
nounced when novel chemistries have to be employed. Secondly, each array pro-
duced is unique, which renders the production rather costly and prevents the gen-
eration of numerous copies of the same array for high-throughput applications.

9.3.3
Off-array Synthesis and Spotting

Some of the problems associated with on-array in situ synthesis can be overcome
by a technology recently published by Stuart Schreiber’s group. In this work, the
compound diversity was generated in solution or solid-phase formats different
from the array layout, and chemical microarrays were subsequently produced by
spotting pre-synthesized molecules [58–60]. In a proof-of-principle experiment,
three different organic compounds were immobilized on a chip surface [58]. For
this purpose a silanated glass slide was derivatized to give a surface densely func-
tionalized with thiol-reactive maleimide groups. Onto these surfaces, a high-preci-
sion robot delivered approximately 1 nl of a solution of the three different organic
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compounds, which were pre-synthesized to contain a spacer with a thiol group. In
this way, an array of 10,800 spots each 200–250 �m in diameter was produced on
a 2.5�7.5 cm glass slide. The chips were afterwards probed with respective fluo-
rescence-labeled proteins for selectively binding their ligands. The fluorescence in-
tensity recorded on the spot reflected the binding affinity of the respective ligand.
This finding demonstrates the feasibility of semi-quantitative measurements of li-
gands with binding affinities in the low micro- to nanomolar range. In a second
communication a similar technical setup was combined with a different chemical
immobilization strategy [59]. The same set of organic probe molecules was pre-
synthesized, this time containing primary alcohol groups, and spotted directly
onto thionyl-chloride-activated glass slides. A small combinatorial library compris-
ing 78 compounds was prepared in analogous fashion and probed with a target
protein, and a new “hit” was identified in addition to the positive controls.
Although the initial results of this approach were very encouraging, discovering
new ligands for broader protein diversity would require a larger number of organ-
ic compounds. Moreover, the surface chemistries employed in both papers did not
allow a tight control of the number and density of the compounds on each spot
of every chip. This might become limiting when a more quantitative analysis of
the results is required or when lower affinity interactions are to be analyzed.

In the approach cited above, both the nanoliter droplet deposition technique
and the surface design of the array support were adopted from DNA microarray
fabrication [61]. The presentation of oligonucleotides or DNA on surfaces as well
as the readout of such chips in hybridization experiments are facilitated by the
fact that both ligand and receptor molecules are relatively similar with respect to
solubility, charge density, and pI. The physicochemical properties of nucleotides
make it possible to design surfaces that show relatively little background binding
under various conditions. However, the situation is quite different if proteins are
the target receptors and protein binding rather than hybridization is of interest.
Proteins differ dramatically in stability, solubility, and hydrophobicity and can be
basic or acidic. The challenge here is to design a surface that resists the unspecif-
ic binding of a wide range of different proteins. In addition, probing a DNA mi-
croarray by hybridization is relatively simple, as DNA is rather stable and the
binding constant for a double-strand formation is relatively high, allowing one to
subject the molecules to stringent hybridization conditions. The interactions of
small organic molecules or peptides with proteins are often much weaker and
range mainly from milli- to micromolar binding constants. This requires high-per-
formance surfaces to minimize unspecific binding.

A common drawback of glass slides as supports for chemical microarrays, as
well as of cellulose or polypropylene sheets, is the protein compatibility of their
respective surface chemistries. It is inherently difficult to render polypropylene or
silanated glass resistant to unspecific protein adsorption and is even more chal-
lenging to control a critical parameter such as ligand density on these polymers.
For instance, engineering for biocompatibility of resins used in organic synthesis
has become a major challenge for “bead-binding assay” screens [62].
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In contrast, self-assembling monolayers (SAMs) of thiols on gold are not only
among the best-characterized and best-defined synthetic surfaces but also can be
designed to exhibit very low background protein binding. SAMs give excellent
control over surface properties at the molecular level. The basic principles of SAM
formation and applications in protein binding to immobilized ligands have been
reviewed [63, 64]. In general, an alkane thiol is chemisorbed onto a gold surface,
and the packing of the hydrocarbon chains creates a dense monolayer on the
gold. Attaching an oligo(ethylene oxide) to the hydrocarbon chain confers excel-
lent resistance to nonspecific protein and DNA binding, biocompatibility, and
non-fouling properties to the surface [65–67].

Reactive SAMs form uniform layers that contain reactive groups such as amines
or carboxylic acids at their surface [68]. The ratio of alkane thiols in a mixture of
molecules with and without a reactive group allows one to control the presentation
of ligands in a defined surface density (Fig. 9.3). Carboxylic acid-containing surfaces
can be activated by pentafluorophenyl or N-hydroxy succinimide esters. Reactive
SAM technology has recently been used for peptide [69] and protein arrays [70] as
well. Using the immobilized ligand benzene sulfonamide together with carboanhy-
drase, it was demonstrated that the unspecific binding can be minimized and that
there was no irreversible adsorption. The measurements also were not complicated
by mass transport [71, 72]. However, when rate constants for association and disso-
ciation were analyzed, some lateral steric effects affected the binding kinetics. Li-
gands displayed on mixed self-assembled monolayers ligands in well-defined sur-
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Fig. 9.3 Creating of a chemical microarray
occurs in two steps. A self-assembled mono-
layer is formed on gold-coated glass from a
diluent and an anchor molecule carrying a
reactive group. Spotting of ligands attached

to a ChemTag linker results in covalent immo-
bilization of organic molecules. The uniform
density of the ligands at each spot is defined
by the ratio of anchor and diluent molecules.



face densities offer control over critical parameters to minimize unspecific or irrever-
sible binding or deviation of the binding kinetics from those observed in solution.

In our laboratories, we developed a proprietary SAM technology comprising a
functionalized anchor molecule diluted with unfunctionalized spacer molecules.
The chemical functionality is used to capture spotted ligand molecules, which
themselves are carrying a linear spacer and functionalization molecule, named
ChemTag. The system was tested against numerous well-known pairs of interact-
ing molecules such as receptor:ligand, enzyme:co-factor/inhibitor, and anti-
gen:antibody for detection of specific interactions. Using a variety of proteins dif-
fering in hydrophobicity and molecular weight, the results showed that – irrespec-
tive of the protein chosen and even at high concentration – unspecific binding
was minimized. These experiments proved that interactions between proteins and
ligands of low molecular weight (<200 Da) as well as weak affinities up to the
millimolar range can be specifically detected, thus fulfilling a major requirement
for the use of chemical microarrays for fragment-oriented screening applications.

Building on the advantages provided by reactive mixed self-assembled monolayers,
we designed both a compatible spacer chemistry and a miniaturized format for
highly parallel solid-phase synthesis. Compounds are synthesized through combina-
torial chemistry on a solid phase that is preloaded with the ChemTag spacer mole-
cule. This linear spacer carries two functional groups, located at alpha and omega
sites. The alpha group is used for transient conjugation to the synthesis support
through a standard linker and remains protected in this fashion during the synthesis
cycles. The omega group is available for ligand synthesis and can be functionalized in
various ways to allow for different coupling chemistries. Cleavage from the solid
phase by splitting the linker-alpha group bond yields free, spacer-modified com-
pounds in solution, with the alpha group free to be conjugated to the reactive sites
on the microarray SAM surface. The common spacer group acts as a chemical shuttle
to transport substances from one solid phase to another (Fig. 9.4). After solid-phase
assembly, products are separated from the synthesis resin and stored in mother mi-
crotiter plates. At this stage, aliquots are subjected to quality control using LC-MS.
After quality assessment, nanoliter amounts are transferred from the mother plates
onto the surfaces of microarrays coated with the reactive mixed SAM. High-precision
spotting of the substances in a custom-built automated environment ensures repro-
ducible immobilization of the compounds onto the microarrays.

A great variety of organic molecules can be attached through one of the differ-
ent omega-site chemistries of the ChemTag spacer. The array content of our
chemical microarrays ranges from the immobilization of single fragments to com-
binatorial libraries. As an example for a fragment array, up to 1536 individual
monomers have been attached to the ChemTag and have been immobilized on a
single array. Using different chemistries, multifunctional fragments can be immo-
bilized in more than one way. In addition, binary libraries with a batch size of
10,000 compounds have been synthesized on a nanoscale level (40 nmoles/com-
pound) and then spotted on a single array. This rather low synthesis scale of
chemical products is sufficient for the production of hundreds of ready-to-screen
arrays (Fig. 9.5).
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Fig. 9.4 The chemical microarray production
starts by assembling combinatorial libraries
or single fragments (A) to the ChemTag,
which itself is attached to a solid-phase resin
(B) resulting in compounds attached to the
resin (C). After cleavage from the resin, the

tagged compounds are stored in mother
plates (D) and LC/MS quality control can be
performed (E). The final step is spotting of
the compounds onto a prefabricated microar-
ray carrying a reactive self-assembled mono-
layer (F).

Fig. 9.5 Chemical microarrays as they are used at Graffi-
nity. The array is based on a microtiter plate footprint and
carries up to 10,000 individual compounds spotted in
rows and columns onto an optical microstructure.



9.4
Screening on Microarrays

9.4.1
Detection Technology

Chemical microarrays that are based on glass or cellulose or other polymer sur-
faces were typically interrogated for protein binding by fluorescence or chemilu-
minescence, respectively. Fluorophore-labeled protein samples were incubated
with chemical microarrays, washed, and subsequently scanned by commercial mi-
croarray readers. The use of orthogonally labeled proteins was also described [58,
59]. Compound libraries on cellulose sheets are not readily subjected to fluores-
cence imaging, but a multi-step process of target protein and target-directed anti-
body together with enzyme-conjugated secondary antibody binding serves to ob-
tain high-sensitivity images of protein-binding patterns.

In our approach towards chemical microarray screening, we wanted to exploit
the fact that self-assembled monolayers readily lend themselves to label-free detec-
tion based on surface plasmon resonance (SPR). The key to this approach is a
thin gold metal film on a glass support that allows for both the physical effect of
plasmon formation and the formation of high-quality self-assembled monolayers.
Label-free imaging for chemical microarray readout is attractive because it reduces
unspecific binding compared to chemiluminescence, as antibody and enzyme la-
bels are not brought into contact with the array. The approach also allows us to
observe the direct binding pattern of the unmodified target protein, as covalent
modifications such as fluorophore conjugations are obviated.

Molecular recognition of an immobilized ligand and its solubilized binding
partner can de detected by a physical phenomenon called surface plasmon reso-
nance [73]. In general, the sensor chip comprises a glass prism covered with gold
and coated with a SAM presenting the potential ligands (Fig. 9.6). Protein solu-
tion is added to a reservoir on top. Upon binding, an affinity-dependent mass
change occurs at the interface of the detector surface and the liquid above. This
influences the dielectric properties of the gold layer. The readout is achieved by
measuring the exact resonance condition for an energy transfer from the photons
of a light beam to the electrons in the gold layer placed on top of a glass prism.
An incident beam from the bottom is reflected at the gold surface and three fac-
tors, namely, the angle of incidence, the wavelength, and the refractive index at
the interface, determine the resonance condition. For a fixed angle, the wave-
length-dependent minimum of the reflected light is quantitatively related to the
mass change due to binding. Likewise, an angular dependence at a defined wave-
length can be recorded.

Optical biosensors and in particular those based on SPR have gained impor-
tance in many areas. The technique itself, biological applications, and the avail-
ability of commercial instruments have been reviewed [74]. The most common ap-
plication in the area of protein-ligand interactions is the detailed study of binding
kinetics [75–79]. It relies on immobilization of one of the binding partners on a
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surface, and complex formation is optically detected in real time by adding the
solubilized partner, e.g., by means of a microfluidic flow chamber. The sensitivity
of the technique allowed the detection of small molecules binding to immobilized
protein receptors in a number of cases. However, sensitivity is at the limits and
throughput is low if the protein is immobilized and the surface is exposed to indi-
vidual ligands in a sequential fashion. These restrictions do not apply for the
chemical microarray format, where a high number of small molecules are immo-
bilized and binding to the target protein is detected in parallel (Fig. 9.6). Because
SPR is sensitive to mass change, the binding of large proteins increases sensitiv-
ity as compared to the setup where the protein is immobilized.

The need for higher throughput has led to the development of instruments that
are capable of working either sequentially or parallel on several sensor fields [80].
However, parallel detection comes into play only when the sensor technology is
combined with 2-D arrays opening the technique for screening applications. We
designed and built a number of Plasmon Imager devices to fulfill this need and
to enable us to perform label-free, simultaneous binding detection for up to
10,000 immobilized small organic molecules against a macromolecular receptor
in solution. The instruments are based on imaging technology where the reflected
light from the entire array is captured by a CCD camera. The resonance condition
for surface plasmons is determined by stepwise variation of the wavelength of the
incident light. For each sensor field on the array, the light intensity (in percent of
100) of the reflected light is recorded against the wavelength (in nm), and for
each spot a nm value for minimal light intensity is obtained. In order to generate
an output that corresponds to protein-binding pattern recognition, two measure-
ments are necessary. The difference between a measurement with buffer alone
and after adding the target protein defines the SPR signal, i.e., the nanometer
shift of the resonance condition.
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Fig. 9.6 Basic setup (A) for surface plasmon
resonance-based detection of molecular re-
cognition comprises a gold-covered glass
prism and the observation of the reflected
light intensity in dependence of the angle and
wavelength. Binding of a soluble protein to an
immobilized ligand influences the resonance

condition at the gold interface. In the case of
high-density chemical microarrays (B), the ac-
tual sensor fields are arranged in rows and
columns to allow the parallel detection of up
to 10,000 individual binding events using
imaging technologies.



9.4.2
Protein Affinity Fingerprints

Chemical microarray screening data are conveniently displayed in a 2-D format of
squares arranged in rows and columns. This representation reflects the actual spa-
tially encoded ligand positions on the grid layout of the microarray. Therefore,
each square represents a single spot on the physical array and thus also a single
array compound. The SPR shift that is obtained after exposing the chemical mi-
croarray to a protein can be shown as a grayscale or in color codes. We developed
a proprietary visualization tool for point-and-click interrogation of each data point
for both the chemical structure and the measured affinity associated with it. The
visualized dataset is called an affinity fingerprint for the protein of interest
(Fig. 9.7). In the case of binary libraries, constructed from two sets of monomers,
visualization of the affinity fingerprints easily deconvolutes the presence of build-
ing blocks in hits. By arranging the compounds in rows and columns correspond-
ing to the presence of a single monomer, the occurrence of many strong signals
in one column indicates the significant contribution or even dominance of a
monomer in the combinatorial hit compound. Besides such prominent frag-
ments, indicated by “strong” rows or columns, hits also can be found for certain
binary combinations where each monomer has little or even no “tolerance” for
the second building block in order to show affinity. Typically, both types of hits
are found. Overall, affinity fingerprints are the large-scale documentation of pat-
terns of molecular recognition between small organic molecules and proteins.

Immobilization of a collection of commercially available monomers on chemical
microarrays represents the equivalent of the single fragment screening methods
described above. Fig. 9.8 shows the affinity fingerprint of a chemical microarray
containing 1200 individual fragments. The immobilized compounds all qualify as
needle compounds, with molecular weights from 80 to 350 Da. Fragments can be
selected that display diversity in pharmacophoric motifs and/or are enriched in
drug-related chemical motifs as outlined above. The relationship between molecu-
lar weight and obtained SPR signal shows that the smallest fragments with detect-
able signals have a molecular weight of around 150 Da. Binding constants of
chemical microarray hit fragments are typically observed to be in the micromolar
range. For example, a well-known needle-type molecule, namely, amino-benzami-
dine with a Ki of 80 �M against thrombin, is detectable within a fragment affinity
fingerprint.

After identification of binders from the array screening, the ChemTag can be re-
placed by a series of small substructures, leading to soluble compounds based
around the original array hit structure. This so-called tag-replacement strategy
makes use of the tether site to expand the array hits. The functional group originally
connected to the ChemTag provides both a readily available linking chemistry and a
bias towards an attachment point, with a higher chance of pointing towards addi-
tional interaction sites or subpockets within the protein. With tag replacement,
areas are explored that are not yet occupied by the remainder of the ligand, and at-
tachment sites are likely avoided that might result in clashes with the protein. Case
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studies showed that the affinity of micromolar array hit compounds could be in-
creased by one or two orders of magnitude. Such tag-replacement series link chem-
ical microarray screening with follow-up medicinal chemistry efforts.

9.5
Conclusion

A number of technological advances in the area of surface chemistry and biophys-
ical detection technologies have made fragment-based screening an attractive and
promising tool for the early stages in drug discovery. The approach provides a
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Fig. 9.7 Affinity fingerprint of a target protein
probed against a chemical microarray present-
ing 9216 immobilized binary compounds. The
color range goes from red to orange to yellow
to green to blue to code for decreasing SPR
signal. Rows and columns each represent one
of two monomers of the binary library

and clearly a pattern of prominent rows and
columns points to the presence of certain
monomer fragments being highly populated
among the hits. The pop-up structure displays
an array compound example, with the Chem-
Tag attachment site indicated by a gray-filled
circle.



new entry point for lead discovery, as it aims at finding drug fragments in a first
round of screening and using this information for an iterative buildup of chemi-
cal complexity. Such a procedure promises to address a number of issues encoun-
tered in the discovery and development of larger, more-complex screening com-
pounds. Fragment-based screening allows us to investigate the relative contribu-
tion of the monomers in a reagent-based SAR evaluation, helping to avoid combi-
natorial explosion. Despite combinatorial chemistry, the number of accessible
products by far exceeds the screening capabilities, and library diversity analysis
tries to help reduce redundancy in compound collections to achieve a better cover-
age of “chemicals space.” Prescreening of monomers helps to better cover diver-
sity by focusing combinatorial design around fragments that fared well in an early
stage. Then, either smaller screening libraries for optimization can be synthesized
based on these preferred monomers, or next rounds of testing can be based on
fragment analogues.

The experimental techniques that allow the detection of small and weak binders
either are based on high-concentration bioassays or fall into the category of affini-
ty screening. Biological assays require careful setup and might not be available in
general. NMR and crystallography have been used for some time now for frag-
ment-screening purposes, and elegant techniques have been developed to discover
small fragments binding to target proteins. These techniques open the possibility
of detailed insight into the binding mode of ligands, and their attraction lies in
the seamless integration of structure-based optimization. Nevertheless, the experi-
mental procedures are technically demanding and are limited either by crystalliza-
tion conditions or NMR-related protein requirements.
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Fig. 9.8 SPR signal of a chemical microarray
presenting 1200 immobilized fragments
shown as a function of molecular weight (A).
Even small structures around 150 Da show
detectable signal. The corresponding affinity

fingerprint of the target protein probed
against the chemical fragment microarray is
shown as a grayscale, with stronger binders
being darker (B).



A novel emerging technology, label-free screening on chemical microarrays,
brings together SPR, a well-known technique for studying molecular interactions,
with self-assembled monolayer surface chemistry to display small organic mole-
cules in a miniaturized format. Progress in the area of label-free imaging now en-
ables the parallel label-free affinity fingerprinting of 10,000 immobilized organic
molecules against a target protein. The sensitivity of the method allows for the de-
tection of weak interactions and makes routine, empirical fragment-based discovery
a reality. The high-throughput, standardized screening format opens the possibility
for chemical genomics applications aiming to move chemistry upstream in the dis-
covery process. The goal is the early integration of chemical information either for
target validation or for rapid identification of novel leads on a genomic scale.

9.6
Acknowledgement

The authors are grateful for discussions with the colleagues of Graffinity Pharma-
ceuticals and want to emphasize the team effort that made SPR based screening
on chemical microarrays possible.

9 Small Molecule Screening on Chemical Microarrays234

9.7
References

1 Lipinski, C.A., Lombardo, F., Dominy,

B.W., and Feeney, P. J., Adv. Drug Deliv.
Rev. 2001, 46, 3–26.

2 Teague, S. J., Davis, A. M., Leeson, P. D.,

and Oprea, T., Angew. Chem. Int. Ed.
2001, 38, 3743–3748.

3 Hann, M.M., Leach, A.R., and Harper,

G. J., Chem. Inf. Comput. Sci. 2001, 41,
856–864.

4 Rejto, P.A. and Verkhivker, G. M.,

Proc. Natl. Acad. Sci.U.S.A 1996, 93,
8945–50.

5 Rejto, P.A. and Verkhivker, G. M., Pac.
Symp. Biocomput. 1998, 362–373.

6 Stout, T. J., Sage, C.R., and Stroud,

R. M., Structure. 1998, 6, 839–848.
7 Andrews, P.R., Craik, D. J., and Mar-

tin, J. L., J. Med. Chem. 1984, 27, 1648–
1657.

8 Kuntz, I.D., Chen, K., Sharp, K.A., and
Kollman, P. A., Proc. Natl. Acad. Sci.
U.S.A 1999, 96, 9997–10002.

9 Lewell, X.Q., Judd, D. B., Watson, S. P.,

and Hann, M.M., J. Chem. Inf. Comput.
Sci. 1998, 38, 511–522.

10 Makino, S., Kayahara, T., Tashiro, K.,

Takahashi, M., Tsuji, T., and Shoji, M.

J., Comput. Aided Mol. Des 2001, 15, 553–
559.

11 Schneider, G., Lee, M.L., Stahl, M.,

and Schneider, P. J., Comput. Aided
Mol. Des 2000, 14, 487–494.

12 Lewell, X.Q. and Smith, R. J., Mol.
Graph. Model. 1997, 15, 43–46.

13 Bemis, G. W. and Murcko, M.A., J. Med.
Chem. 1996, 39, 2887–2893.

14 Bemis, G. W. and Murcko, M.A., J. Med.
Chem. 1999, 42, 5095–5099.

15 Fejzo, J., Lepre, C.A., Peng, J. W., Be-

mis, G.W., Ajay, Murcko, M.A., and
Moore, J. M., Chem. Biol. 1999, 6, 755–
769.

16 Evans, B.E., Rittle, K. E., Bock, M.G.,

DiPardo, R. M., Freidinger, R.M.,

Whitter, W. L., Lundell, G. F., Veber,

D.F., Anderson, P.S., Chang, R. S., J.
Med. Chem. 1988, 31, 2235–2246.

17 Patchett, A. and Nargund, R., Annual
Reports in Medicinal Chemistry 2000, 35,
289–297.



9.7 References 235

18 Nicolaou, K., Pfefferkorn, J., Roeck-

er, A., Cao, G., Barluenga, S., and
Mitchell, H. J., Am. Chem. Soc. 2000,
122, 9939–9953.

19 www.arraybiopharma.com. 2002.
20 Hajduk, P. J., Bures, M., Praestgaard,

J., and Fesik, S. W., J. Med. Chem. 2000,
43, 3443–3447.

21 Lumma, W.C., Witherup, K. M., Tucker,

T. J., Brady, S.F., Sisko, J.T., Nayler-Ol-

sen, A.M., Lewis, S.D., Lucas, B. J., and
Vacca, J.P., J. Med. Chem. 1998, 41,
1011–1013.

22 Apostolakis, J. and Caflisch, A., Comb.
Chem. High Throughput. Screen. 1999, 2,
91–104.

23 Murcko, M.A. In: Charifson, P.S.,

Editor, Practical Application of Computer-
Aided Drug Design, Dekker, 1997.

24 Boehm, H. J., Boehringer, M., Bur, D.,

Gmuender, H., Huber, W., Klaus, W.,

Kostrewa, D., Kuehne, H., Luebbers,

T., Meunier-Keller, N., and Mueller,

F., J. Med. Chem. 2000, 43, 2664–2674.
25 Maly, D. J., Choong, I.C., and Ellman,

J. A. Proc. Natl. Acad. Sci.U.S.A 2000, 97,
2419–2424.

26 Erlanson, D. A., Braisted, A.C., Ra-

phael, D.R., Randal, M., Stroud, R. M.,

Gordon, E.M., and Wells, J. A., Proc.
Natl. Acad. Sci.U.S.A 2000, 97, 9367–
9372.

27 Pellecchia, M., Sem, D., and Wueth-

rich, K., Nat. Rev. Drug Discov. 2002, 1,
211–218.

28 van Dongen, M., Weigelt, J., Uppen-

berg, J., Schultz, J., and Wikstrom,

M., Drug Discov. Today 2002, 7, 471–478.
29 Diercks, T., Coles, M., Kessler, H.,

Curr. Opin. Chem. Biol. 2001, 5, 285–291.
30 Bradley, D., Modern Drug Discovery 2001,

29–34.
31 Roberts, G. C., Drug Discov. Today 2000,

5, 230–240.
32 Moore, J. M., Curr. Opin. Biotechnol.

1999, 10, 54–58.
33 Lepre, C.A., Drug Discov. Today 2001, 6,

133–140.
34 Shuker, S.B., Hajduk, P. J., Meadows,

R. P., and Fesik, S.W., Science 1996, 274,
1531–1534.

35 Hajduk, P. J., Meadows, R.P., and Fesik,

S.W., Science 1997, 278, 497,499.

36 Hajduk, P. J., Dinges, J., Miknis, G. F.,

Merlock, M., Middleton, T., Kempf,

D. J., Egan, D.A., Walter, K.A., Robins,

T.S., Shuker, S.B., Holzman, T.F., and
Fesik, S.W., J. Med. Chem. 1997, 40,
3144–3150.

37 Hajduk, P. J., Zhou, M.M., and Fesik,

S.W., Bioorg. Med. Chem. Lett. 1999, 9,
2403–2406.

38 Hajduk, P. J., Dinges, J., Schkeryantz,

J. M., Janowick, D., Kaminski, M., Tufa-

no, M., Augeri, D. J., Petros, A., Niena-

ber, V., Zhong, P., Hammond, R.,

Coen, M., Beutel, B., Katz, L., and Fes-

ik, S. W., J. Med. Chem. 1999, 42, 3852–
3859.

39 Hajduk, P. J., Boyd, S., Nettesheim, D.,

Nienaber, V., Severin, J., Smith,

R., Davidson, D., Rockway, T., and Fes-

ik, S. W., J. Med. Chem. 2000, 43, 3862–
3866.

40 Hajduk, P. J., Gomtsyan, A., Didomeni-

co, S., Cowart, M., Bayburt, E. K., Solo-

mon, L., Severin, J., Smith, R., Walter,

K., Holzman, T. F., Stewart, A., McGar-

aughty, S., Jarvis, M.F., Kowaluk, E. A.,

and Fesik, S.W., J. Med. Chem. 2000, 43,
4781–4786.

41 Allen, K., Bellamaina, C., Ding, X.,

Jeffery, C., Mattos, C., Petsko, G., and
Ringe, D., J. Phys. Chem. 1996, 100,
2605–2611.

42 Nienaber, V. L., Richardson, P. L.,

Klighofer, V., Bouska, J. J., Giranda,

V. L., and Greer, J., Nat. Biotechnol. 2000,
18, 1105–1108.

43 Anderson, S. and Chiplin, J., Drug Dis-
cov. Today 2002, 7, 105–107.

44 Goodwill, K., Tennant, M., and Ste-

vens, R., Drug Discov. Today 2001, 6,
S113–S118.

45 Carr, R. and Jhoti, H., Drug Discov.
Today 2002, 7, 522–527.

46 Blundell, T., Jhoti, H., and Abell, C.,

Nat. Rev. Drug Discov. 2002, 1, 45–54.
47 Stewart, L., Clark, R., and Behnke, C.,

Drug Discov. Today 2002, 7, 187–196.
48 Bussow, K., Cahill, D., Nietfeld, W.,

Bancroft, D., Scherzinger, E., Leh-

rach, H., and Walter, G., Nucleic Acids
Res. 1998, 26, 5007–5008.

49 Arenkov, P., Kukhtin, A., Gemmell, A.,

Voloshchuk, S., Chupeeva, V., and



9 Small Molecule Screening on Chemical Microarrays236

Mirzabekov, A., Anal. Biochem. 2000,
278, 123–131.

50 Zhu, H., Bilgin, M., Bangham, R.,

Hall, D., Casamayor, A., Bertone, P.,

Lan, N., Jansen, R., Bidlingmaier, S.,

Houfek, T., Mitchell, T., Miller, P.,

Dean, R. A., Gerstein, M., and Snyder,

M., Science 2001, 293, 2101–2105.
51 MacBeath, G. and Schreiber, S.L.,

Science 2000, 289, 1760–1763.
52 Warrior, U., Burns, D., and Kofron, J.,

Arrayed Compound Screening (ARCS): A
Well-less Screening Platform with Advan-
tages of Miniaturization. 2001. Eighth
Annual HTT EXPO Advancing Drug De-
velopment 2001.

53 Venter, J.C. et al., Science 2001, 291,
1304–1351.

54 Fodor, S.P.A., Leighton, R. J., Pir-

rung, M.C., Stryer, L., Lu, A.T., and
Solas, D., Science 1991, 251, 767–773.

55 Jacobs, J. W. and Fodor, S.P., Trends Bio-
technol. 1994, 12, 19–26.

56 Frank, R., Tetrahedron 1992, 48, 9217–
9232.

57 Scharn, D., Wenschuh, H., Reineke,

U., Schneider-Mergener, J., and Ger-

meroth, L., J.Comb.Chem. 2000, 2, 361–
369.

58 MacBeath, G., Koehler, A., and
Schreiber, S.L., J. Am. Chem. Soc. 1999,
121, 7967–7968.

59 Hergenrother, P. J., Depew, K., and
Schreiber, S.L., J. Am. Chem. Soc. 2000,
122, 7849–7850.

60 Kuruvilla, F.G., Shamji, A. F., Stern-

son, S.M., Hergenrother, P. J., and
Schreiber, S.L., Nature 2002, 416, 653–
657.

61 Schena, M., Shalon, D., Davis, R. W.,

and Brown, P.O., Science 1995, 270,
467–470.

62 Lam, K.S., Lebl, M., and Krchnak, V.,

Chem.Rev. 1997, 97, 411–448.

63 Ulman, A., Chem. Rev. 1996, 96, 1533–
1554.

64 Mrksich, M. and Whitesides, G.M.,

Trends Biotechnol. 1995, 13, 228–235.
65 Sigal, G. B., Bamdad, C., Barberis, A.,

Strominger, J., and Whitesides, G. M.,

Anal. Chem. 1996, 68, 490–497.
66 Mrksich, M., Journal of American Chemi-

cal Society 1995, 117, 12009–12010.
67 Jung, L. et al., Langmuir 2000, 16, 9421–

9432.
68 Tsang, S. K., Cheh, J., Isaacs, L., Jo-

seph-McCarthy, D., Choi, S.K., Pevear,

D.C., Whitesides, G. M., and Hogle,

J. M., Chem. Biol. 2001, 8, 33–45.
69 Houseman, B.T., Huh, J.H., Kron, S. J.,

and Mrksich, M., Nat. Biotechnol. 2002,
20, 270–274.

70 Hodneland, C.D., Lee, Y.S., Min, D.H.,

and Mrksich, M., Proc. Natl. Acad.
Sci.U.S.A 2002, 99, 5048–5052.

71 Lahiri, J., Isaacs, L., Grzybowski, B.,

Carbeck, J., and Whitesides, G. M.,

Langmuir 1999, 15, 7186–7198.
72 Lahiri, J., Isaacs, L., Tien, J., and

Whitesides, G.M., Anal. Chem. 1999,
71, 777–790.

73 McDonnell, J. M., Curr. Opin. Chem.
Biol. 2001, 5, 572–577.

74 Baird, C.L. and Myszka, D.G., J. Mol.
Recognit. 2001, 14, 261–268.

75 Abery, J., Modern Drug Discovery 2001,
35–40.

76 Rich, R.L. and Myszka, D.G., J. Mol. Re-
cognit. 2001, 14, 223–228.

77 Rich, R.L. and Myszka, D.G., J. Mol. Re-
cognit. 2001, 14, 273–294.

78 Myszka, D. G., J. Mol. Recognit. 1999, 12,
390–408.

79 Morton, T.A. and Myszka, D.G., Meth-
ods Enzymol. 1998, 295, 268–294.

80 Cooper M.A., Nat. Rev. Drug Disc. 2002,
1, 515–528.



�
ab initio calculations 10, 144
acceptor-proton-donor system 141
�-acceptor systems 143
accessible surface 203
accuracy of scoring functions 12
activation energy 54
active analogue approach 78
active conformation 110
active site 165
additive models 7, 24
ADME properties 74, 98
�-adrenoceptor 64
affibodies 190
affinity chromatography 60
affinity fingerprint 231
agonists 64, 66, 108
alanine scan 128
allosteric effects 36
ALMOND 83
alternative binding mode 7
AMBER force field 14
amide hydrogen bond 149
Andrews analysis 9, 216
angiotensin-converting enzyme

(ACE) 78
antagonists 64, 66, 108
antibodies 120, 187
anticalins 195, 199
antigen 120, 188
antigen column 12
anti-receptor antibodies 124
antisense strategies 36
anti-thrombotic drugs 182
aphrodisin 191
apolar surfaces 150
apolipoprotein D (ApoD) 193
APPA 167
aprotic solvents 22

aptamers 125
aqueous solutions 32
Argatroban 172
aromatic ion pairs 43
array approaches 223
artificial ligand-binding proteins 190
artificial receptor proteins 41, 207
association constant 24, 113
association rate 113
atomic properties 84
atom-type definitions 86
azacrown ether 22

�
bacteriorhodopsin 108
BCUT descriptors 94
bifurcated hydrogen bond 142
bilin-binding protein (BBP) 193
bimolecular interaction 113
binding affinity 4, 10
binding assays 112
binding constant 4
binding kinetics 112
binding mode 12, 87, 173, 182, 216
binding of solvent molecules 180
binding patterns 174
binding pocket 13
biophore 74
biotin 22, 190
bit-string 86
Bjerrum theory 39
Boltzmann distribution 11, 147
bond lengths 146
bulk water 6, 150
buried polar groups 4
buried water 150, 178

237

Subject Index

Protein-Ligand Interactions: From Molecular Recognition to Drug Design.
Edited by H.-J. Böhm and G. Schneider
Copyright © 2003 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30521-1



�
calcium channel blocker 89
calorimetry 55
Cambridge Crystallographic Database 84
carbonic anhydrase 15
catalytic mechanism of RNA

cleavage 61
catalytic triad 163
cation-� interactions 43
CATS descriptor 89
CDR-3 188
chalice-like shape 191
charge transfer 138, 142
charge-assisted hydrogen bonds 5
charge-charge interaction 38
chelate effect 22
chemical microarrays 222, 227
chemical shift 146
chemokines 107
chemotypes 74
Chem-X 90
chimeric receptors 126
chip surface 224
chiral resolution machine 35
circular dichroism 59
clinical trials 182
clique-detection algorithm 79, 84
closed systems 51
combinatorial methods 124
– biotechnology 194
– chemistry 95, 97
– design 198, 202
– docking 168
CoMFA method 82
competition analysis 115
complexation strength 26
compound mixtures 213
Concord 86
conformational
– analysis 78
– coupling 36
– freedom 32
– induction 111
– selection 110, 129
– space 78, 87
constitutive receptor activity 110
cooperativity 8, 36
Corina 86
cost function 81
Coulombic interactions 22, 39
coupling experiment 146
coverage 79
cross-linking 130

crystal structures 204
crystallographic analysis 202, 221
cyclodextrin 22
CYP3A4 98
cytochrome P450 98

�
database searching 74, 85
Daylight fingerprint 88
de novo design 14 f., 95, 157, 218
Debye-Hückel equation 38
degrees of freedom 67
delta effect 181
design rules 166
diafiltration 59
dielectric conditions 13
differential scanning calorimetry 55
digitoxigenin 204
digoxigenin 199, 203
dipole-dipole interaction 141
directed-tweak approach 87
DISCO 78
dispersive interactions 22, 28, 43, 45
dissociation rate 113
distance map 78
ditopic recognition 28
DNA microarray 225
DOCK 14, 86
docking 8, 13, 85
donor-acceptor interactions 10, 38, 39,

140
drug candidates 74
drug-design 63, 152
drug-like characteristics 17, 182, 214
DrugScore function 11

�
edge-to-face interactions 43
efficacy 64
electron sharing 146
electronic configuration 142
electrophoresis 59
electrostatic
– attractions 51
– fields 83, 142
– interactions 77, 138
empirical scoring functions 7ff.
endothelin antagonists 91
endothermic interaction 56
energy
– calculation 87
– function 11
– transfer 51

Subject Index238



enrichment 79
– factor 14
– rates 14
enthalpy change 55
enthalpy-driven binding 5, 6
enthalpy-entropy compensations 24, 31
entropic
– change 53, 54
– penalty 152
entropy-driven binding 5, 31, 66
enzyme inhibition 163
equilibrium 53
– constant 54
– dialysis 59
Euclidian distance 89
experimental artifacts 31
exposed salt bridge 5

�
Factor Xa inhibitors 95
fibronectin 189
field-based methods 83
First Law of thermodynamics 52
FKBP inhibitors 14
flexibility 34
FlexX 12
FLOG 13
fluorescein 201
– conjugates 196
fluorescence anisotropy 59
fluorometric assays 116, 117
force field-based methods 8 f., 157
fragment-based ligand discovery 76, 214
fragment database 217
free energy correlations 45
free energy of binding 8, 53, 149, 155
free energy perturbation 9
functional groups 73
– contributions 9
fusion proteins 112, 126

�
GASP 79
gas-phase enthalpy of binding 9
gauche interactions 33
Gaussian approximation 83
gel (exclusion) chromatography 59
genetic algorithm 79, 93
genetically modified receptors 112
geometric fitting 26, 29
geometry of hydrogen bonds 139
Gibbs free energy 57
– of binding 4

GOLD 10
Golpe 83
goodness-of-fit 79
GPCR ligands 90
G-protein-coupled receptors 107 ff., 127
G-protein subfamilies 109
GRID 82, 84
gyrase inhibitor 15

�
Hammett equation 45
hapten 188, 198
HARPick 93
hashed fingerprints 91
heat capacity 55
heat of reaction 54
hemoglobin 36
high-density lipoprotein (HDL) 193
high-throughput screening 213, 222
HIV reverse transcriptase inhibitors 12
hole-size rule 30
homology model 99
Hoogsteen base pairing 36
host-guest complexes 21
hybridization 142
hybridoma cells 122
hydrogen-bond
– acceptor / donor 76
– proton 146
– enthalpy 147
– formation 147
– capability 140
– geometry 139
– network 155, 179
– potential 137, 142
hydrogen bonds 16, 24, 39, 137, 180
– in drug design 53
hydrogen placement 156
hydrophobic
– collapse 172
– core 191, 201
– effects 51, 151
– entropic contributions 31
– forces 137
– interactions 6, 10
– interface 15, 76, 151, 188
– ligands 193
hypervariable loops 188

	
immobilized water 152
immunization 188
immunoblotting 124

Subject Index 239



in vitro selection 125, 188
induced fit 36, 108
informative design 96
infrared spectroscopy 145
inhibitor design process 164
interaction sites 15, 84
internal energy 52
intramers 125
intramolecular hydrogen bond 5
intrinsic activity 64
inverse agonists 109
inverse Boltzmann technique 11
ionophores 22, 26, 34
irreversible antagonists 60
isothermal titration calorimetry 4, 55



knowledge-based methods 8, 11

�
lead compounds 214
lead identification 91
Lewis-type complexes 39
library 127
– design 74, 92
ligand complexity 215
ligand pocket 204, 207
linear free energy correlations 25
linear response theory 8
Lipinski’s rules 154
lipocalins 190
lipophilic interactions, see hydrophobic
local environment 149
lock-and-key principle 4, 21
London forces 53
lone pairs 141, 157
LUDI 15, 84, 96, 168

�
macrocyclic effect 24
macromolecular antigens 209
Maximum Auto-Cross Correlation 83
Melagatran 182
membrane proteins 107ff.
membrane-like environments 119
Michaelis complex 167
Michaelis constant 54
microarrays 222
microcalorimetry 55, 60
MM2 force field 9
molecular anchors 216
molecular dynamics 156
Molecular Dynamics simulations 8

molecular
– evolution 169
– fragments 15
– recognition 21
– shapes 221
– size 13
monoclonal antibodies 122
monomer screening 219
motional freedom 31
multi-pharmacophore descriptors 94
multiple 3-D conformations 88
multiple linear regression 10
multi-site interactions 22
mutagenesis studies 62
mutated residues 203


Napap 173
Napsagatran 171
needle 171
– compounds 231
– screening 96
negative cooperativity 37
negative entropy change 63
negative ionizable (acid) 76
neuraminidase inhibitors 84
neuropeptides 107, 111
neutron diffraction 139
neutrophil gelatinase-associated lipocalin

(hNGAL) 193
NMR shifts 32
NMR studies of hydrogen bonds 145
non-bonded interactions 3, 5
non-covalent interactions 22
non-natural ligands 199
non-specific binding 113
nucleobase stacking 44

�
off-rates 166
olfactory receptors 108
opioid receptors 65
optical biosensors 229
optimers 218
optimization of selectivity and sensitivity 34
orexin receptors 111
organic complexes 22
OWFEG (one window free energy grid)

method 9

�
paratope 188
partial agonists 110

Subject Index240



partial charges 157
partition equilibrium 59
partition function 11
partitioning method 92
penalty functions 10, 78
penicillins 166
peptide backbone bond 140
peptide ligands 127
P-glycoprotein (P-gp) 99
phage display 121f.
phage M13 196
phagemid-display technique 196
pharmacophore 73, 126
– features 76
– fingerprints 88
– hypothesis 129
– model 87
– searching 87
– space 88
pharmacophoric groups 73, 75
photolithographic techniques 223
pKa shifts 13
PLP scoring function 10
PMF function 11
polar functional groups 4, 16
polarization effects 44
polytopic interactions 22, 28
porphyrin complexes 44
positive cooperativity 37
positive ionizable (base) 76
posttranslational modifications 108, 124
potential of mean force 11
PPACK 167
pregnane X receptor (PXR) 99
privileged fragments 218
progressive design 170
property profile 94
protein
– antigens 189
– engineering 209
– flexibility 9, 14
– folding 45
– mutants 36
– scaffolds 209
– structures 141
protonation state 13
pseudo receptor 83

�
quantification of intermolecular

forces 38
quenching 197

�
radioligand binding 59
– assay 115
– techniques 64
random library 198
random mutagenesis 195
rational protein design 187
reaction coordinate 54
reaction-energy diagram 54
RECAP 217
receptor-ligand-binding process 7
receptor
– mutagenesis 126
– selectivity 111
– site points 77
recognition pocket 164
recombinant antibody technology 188
recombinant receptor proteins 190
recursive partitioning 81
refractive index 119
reorganization of hydrogen bonds 150
retinol-binding protein 190
reversible antagonist 60
reversible bimolecular reaction 57
rhodopsin 108
ribonuclease A 60
ribonuclease inhibitor 60

�
salt bridges 24, 38
SANDOCK 14
SAR By NMR 220
saturation analysis 114
scaffold 189
scaffold-hopping 88
SCAMPI 81
Scatchard plots 68, 113
scoring functions 7f., 38, 158
secondary interactions 25
sedimentation equilibrium 59
selective antagonists 126
selectivity 167
– in molecular recognition 34
self-assembling monolayers 226
semi-synthetic combinatorial

library 196
sensor chip 118
separation assays 115
serine proteases 96, 163
– inhibitor 74
shape indices 87
SHAPES library 218
shape-similarity searching 87

Subject Index 241



�-sheets 33
signal transduction cascades 108
similarity methods 91, 95
simulated annealing 83, 93
site-directed mutagenesis 126
SMILES 86
solvation effects 17
solvent effects 30
solvophobic interactions 22
spacer groups 22
specific binding 113
spectroscopy 59
spot synthesis 224
SPROUT 95
stability gap 216
stacking 29, 35, 43
standard free energy change 57
state function 8
steady-state conditions 67
steady-state dialysis 59
stereoselectivity 35
steric
– accessibility 141
– constraint 85
– fields 82
– fit 4
strain in host-guest complexes 30
streptavidin 190
structural plasticity 206
structure-activity relationship (SAR) 181
structure-based design 3, 16, 95, 97, 154
substance P 129
substituent constants 25
SuperStar 85
supramolecular complexes 21f.
surface electrostatic properties 74
surface plasmon resonance (SPR) 112, 118,

229
surface polar groups 150
surface water 150
synthetic complexes 46
synthetic peptides 120
�-system 39, 43

�
target macromolecule 187
tethered complexes 220
thermal
– conductivity 56
– unfolding 208
thermodynamic parameters 51, 54, 64, 148
thermodynamics 51 ff.
thermolysin inhibitors 154
thrombin 163
– inhibitor 15
total free energy of binding 22
training data 10, 12
transfection 112
transition state analogues 164
transmembrane helices 108, 126
trypsin family 163

�
ultrafiltration 59
unfavorable protein-ligand interactions 4, 17
UNITY 76
unspecific binding 227

�
valinomycin 34
van der Waals charge-transfer 39
van der Waals interactions 24, 43, 137
van’t Hoff equation 54, 58
van’t Hoff plot 58
vancomycin 22
vibrational frequency 145
virtual compounds 93, 219
virtual screening 8, 14, 98, 165
vitamin A 191

�
water 31 f., 149, 177 f.
– molecules 5, 141, 144
– in hydrogen bonds 6
– structure 13
Watson-Crick base pairs 39
weak binders 219
weak hydrogen bonds 42
weighting factor 11

Subject Index242




