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ABSTRACT
E-health is closely related with networks and telecommunications when dealing with applica-

tions of collecting or transferring medical data from distant locations for performing remote

medical collaborations and diagnosis. In this book we provide an overview of the fields of image

and signal processing for networked and distributed e-health applications and their supporting

technologies. The book is structured in 10 chapters, starting the discussion from the lower

end, that of acquisition and processing of biosignals and medical images and ending in com-

plex virtual reality systems and techniques providing more intuitive interaction in a networked

medical environment. The book also discusses networked clinical decision support systems

and corresponding medical standards, WWW-based applications, medical collaborative plat-

forms, wireless networking, and the concepts of ambient intelligence and pervasive computing

in electronic healthcare systems.

KEYWORDS
Telemedicine, Biosignals, Clinical Support Systems, Coding, Standards, Web technologies,

Medical Collaboration, Mobile health, Ambient Intelligence, Pervasive Computing, Virtual

Reality



P1: OTE/SPH P2: OTE/SPH QC: OTE/SPH T1: OTE

MOBK017-FM MOBK017-Maglogiannis.cls March 2, 2006 11:56

v

Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2. Signal Processing for Telemedicine Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Introduction to Signal Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.2 Signal Processing Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .4

2.2.1 Electrocardiography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2.2 Electroencephalography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 Medical Image Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3. Medical Data Encoding for Transmission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.2 Data Compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.3 Wavelet Compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4. Clinical Decision Support Systems for Remote and Commuting Clinicians . . . . . . 17

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

4.2 Classification Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4.2.1 k-Nearest Neighbors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4.2.2 Artificial Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4.2.3 Decision Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.2.4 Ensemble Machines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .26

4.2.5 Fuzzy Logic and Fuzzy Rule Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5. Medical Data Coding and Standards. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .37

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5.2 The Major Medical Informatics Coding Standards . . . . . . . . . . . . . . . . . . . . . . . . . 37

5.2.1 Health Level 7 (HL7) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5.2.2 International Classification of Diseases–(ICD). . . . . . . . . . . . . . . . . . . . . .39

5.2.3 Digital Imaging and Communications in Medicine (DICOM) . . . . . . . 39

5.2.4 Other Standards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41



P1: OTE/SPH P2: OTE/SPH QC: OTE/SPH T1: OTE

MOBK017-FM MOBK017-Maglogiannis.cls March 2, 2006 11:56

vi CONTENTS

5.3 Biosignal Coding Standards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.3.1 SCP-ECG Standard Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

6. Web Technologies for Networked E-Health Applications . . . . . . . . . . . . . . . . . . . . . . . 45

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

6.2 The World Wide Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

6.3 XML Data Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

6.4 Web Services and Mobile Agents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

6.5 Security Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

7. Distributed Collaborative Platforms for Medical Diagnosis

over the Internet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

7.2 State of the Art Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

7.3 Collaborative Architectural Aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

7.4 Collaborative Platform—Main Functions and Modules . . . . . . . . . . . . . . . . . . . . . 59

7.4.1 Users’ Registration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

7.4.2 On-Line Calls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

7.4.3 Patient Record and Medical Image Transfer . . . . . . . . . . . . . . . . . . . . . . . . 62

7.4.4 Video–Audio Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

7.4.5 Workspace Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

7.4.6 Image Compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

7.4.7 Security Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

7.5 Conclusions and Challenges for the Future . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

8. Distributed Telemedicine based on Wireless and Ad Hoc Networking . . . . . . . . . . . . 67

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

8.2 Emerging Mobile Telemedicine Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

8.3 Distributed Mobile Telemedicine Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

8.4 Ad Hoc Networks in Distributed Mobile Telemedicine Applications . . . . . . . . . . 72

9. Ambient Intelligence and Pervasive Computing for Distributed

Networked E-Health Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

9.2 Enabling Technologies in Pervasive Healthcare . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

9.2.1 Networking Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

9.2.2 Positioning Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

9.3 Pervasive Healthcare Applications in Controlled Environments . . . . . . . . . . . . . . 82



P1: OTE/SPH P2: OTE/SPH QC: OTE/SPH T1: OTE

MOBK017-FM MOBK017-Maglogiannis.cls March 2, 2006 11:56

CONTENTS vii

9.4 Pervasive Healthcare in Distributed Nonhospital Settings—Home

Care Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

9.5 Conclusions and Future Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

10. Telemedicine and Virtual Reality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

10.2 Overview of Virtual Reality Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

10.3 Medical Applications of Virtual Reality Technology . . . . . . . . . . . . . . . . . . . . . . . . 88

10.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90



P1: OTE/SPH P2: OTE/SPH QC: OTE/SPH T1: OTE

MOBK017-FM MOBK017-Maglogiannis.cls March 2, 2006 11:56

viii

Preface

In all societies and in all eras, health has been an issue of major importance. Our times are, of

course, no different in this, except for one thing: the kind and amount of resources available to

us are augmented. During the last couple of centuries, technology has certainly been the most

important new resource made available to mankind. Thus, we have witnessed the generation

of a large series of new tools and devices that have helped the field of medicine progress and

enhance the services it is able to offer.

In our time, it is computers and communication technology that have this role in all

aspects of human activities, including medicine. As the computer-based patient record system

expands to support more clinical activities, healthcare organizations are asking physicians and

nurses to interact increasingly with computer systems to perform their duties. We have already

seen the development of a number of medical information systems and, a few years back, we

witnessed the birth of telemedicine with the utilization of networking in the field of medicine.

As work in this direction progresses, medicine, medical information systems, and networking

become more closely integrated, forming the area of e-Health and more specifically the field of

networked and distributed e-Health.

Although e-Health has already provided a number of useful tools and applications, clearly

showing its potential, it is still a field in its very early stages. As is often the case when a field

has not yet matured, its literature is distributed in a wide range of publications of related fields.

This makes it hard for researchers to monitor the state of the art and for new researchers to

enter the field, both of which have the negative effect of slowing down the growth of the field.

In this book, we review the field of networked and distributed e-Health, hoping to

provide a solid starting point for anyone interested in this marvelous science. Readers will find

the chapters to be short and concise, briefly covering main achievements and estimated future

directions in each important component of networked e-health applications, while at the same

time offering a considerable number of current references for further reading.

We hope that the material included in this book will assist the potential reader to learn

about the state of the art and future trends in the field of networked e-health applications and

telemedicine and its supporting technologies.

The authors would also like to thank the publisher Joel Claypool for his endless patience

and support, as well as the series editor, John Enderle, for his trust. Ilias Maglogiannis dedicates
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PREFACE ix

this book to Vicky, Kostas Karpouzis dedicates this book to Eleni and their two newborn

daughters, and Manolis Wallace dedicates this book to Coula, Lambrini, and Nicoletta.

Ilias Maglogiannis,

Kostas Karpouzis,

Manolis Wallace

December 2005, Athens
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1

C H A P T E R 1

Introduction

For years, research in medicine was related closely only to natural sciences, as for example with

chemistry in the research for new drugs. In the last decades we have seen a closer link to engi-

neering as well, with mechanical parts being developed to substitute damaged or missing human

parts, with microdevices being used as implants, with miniature cameras being utilized to avoid

pervasive diagnostic examinations, and so on. With the rapid growth of networking technology

and the enhancement of the communications capabilities it offers, it was only a matter of time

before interest was also turned to the benefits that may be obtained from the integration of

networking capabilities in medical procedures. Thus, the field of Telemedicine was born.

With computers continuing to further their penetration into everyday life, and informa-

tion systems being utilized in practically every area where organizational tasks are relevant, it

was only a matter of time before it became obvious that the way to go was to combine net-

worked health applications with existing and emerging medical information systems. The new

term coined just before the turn of the century in order to represent this new hybrid type of

systems is e-Health.

E-Health applications quickly showed its potential, facilitating exchange of informa-

tion between clinicians or between institutions, reducing costs, extending the scope and reach

of medical facilities, enhancing the quality of service offered on- and off-site, providing for

new means of medical supervision and preemptive medicine, and so on. Currently, the inte-

gration of medical networking and medical information systems is treated as an obvious and

irrefragable rule; thus, standalone medical networking environments are no longer a reality and

term telemedicine is in practice used interchangeably with e-Health.

In this book we provide an overview of the field of Networked e-Health applications and

Telemedicine and its supporting technologies. We start from what is typically referred to as the

lower end—that of signals. Thus, in Chapter 2 we review basic related concepts from the fields

of signal processing. We focus more on the case of the electroencephalogram (EEG) and the

electrocardiogram (ECG or EKG) and also look at medical signal processing and classification

from the point of view of urgent medical support, where not every possible type of medical

equipment is readily available. In addition to this medical imaging is discussed: building upon

and extending the general purpose techniques developed in the parent field of image processing,
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medical image processing has provided a wealth of algorithms for the enhancement, analysis,

and segmentation of medical images in particular as well as for the registration of different

images to each other; we review all these issues in this chapter.

Chapter 3 brings us closer to the pure field of Telemedicine, discussing encoding for

transmission of medical data. With compression being of central importance, the loss of infor-

mation, as well as ways to minimize it, is discussed. Special attention is given to the utilization

of wavelets, using which compression is also combined with the extremely useful and wanted

capability of multiresolution presentation, which provides for great levels of flexibility in the

design and application of medical communications.

Chapter 4, probably the lengthiest of the book, concludes the signal and data processing

section of the book and discusses clinical decision support systems. We review their role and

structure, as well as the most common approaches from the field of data mining that are used

in order to automatically process medical data and provide support for medical decisions. We

also discuss which types of e-Health applications each approach is most suitable for, given its

characteristics.

In the last section of the book we move the discussion to topics related to the design,

implementation, and operation of real life e-Health systems. Starting with Chapter 5 we review

the standards that have been developed for the representation of medical data, so that their

exchange between different systems may be facilitated.

Chapter 6 explains how the existing infrastructure of the Internet and the World Wide

Web is exploited in the scope of e-Health, describing the way different general-purpose protocols

are utilized in a purely medical scope. The important issue of data security is also discussed.

With Chapter 7 we focus specifically on collaborative platforms. These allow for clinicians

to utilize the Internet in order to share files, medical data, and information in general, as well

as to communicate with each other in an intuitive manner, even when they are geographically

separated, thus facilitating their cooperation.

Wireless and ad hoc networks have received a lot of attention lately and are expected to

have a greater role in everyday life in the future. In Chapter 8 we review their role in telemedicine

together with their supporting protocols and standards.

In Chapter 9 we present the concepts of ambient intelligence and pervasive computing in

electronic healthcare systems. The concepts refer to the availability of software applications and

medical information anywhere and anytime, and the invisibility of computing modules when

they are hidden in multimedia information appliances, which are used in everyday life.

Chapter 10 concludes the book with a reference to virtual reality systems and techniques

and their application toward more intuitive interaction in a networked medical environment.

Overall, we believe we have provided a complete and balanced view of the field; we hope

our readers will think so too, and that they find this book to be a good point to start and a useful

reference to come back to.
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3

C H A P T E R 2

Signal Processing for Telemedicine

Applications

2.1 INTRODUCTION TO SIGNAL PROCESSING
A very general definition of a signal is a “measurable indication or representation of an actual

phenomenon,” which in the field of medical signals refers to observable facts or stimuli of bi-

ological systems or life forms. In order to extract and document the meaning or the cause of a

signal, a medical practitioner may utilize simple examination procedures, such as measuring the

temperature of a human body or have to resort to highly specialized and sometimes intrusive

equipment, such as an endoscope. Following signal acquisition practitioners go on to a second

step, that of interpreting its meaning, usually after some kind of signal enhancement or “pre-

processing” that separates the captured information from noise and prepares it for specialized

processing, classification, and recognition algorithms. It is only then that the result of the ac-

quisition process reveals the true meaning of the physical phenomenon that produced the signal

under investigation.

As a general rule, the particular techniques used in all the above mentioned steps depend

on the actual nature of the signal and the information it may convey. Signals in medicine-related

applications are found in many forms, such as bioelectric signals that are usually generated by

nerve and muscle cells. Besides these, tissue bioimpedance signals may contain important infor-

mation such as tissue composition, blood volume and distribution, or endocrine activity, while

bioacoustic and biomechanical signals may be produced by movement or flow within the human

body (blood flow in the heart or veins, blood pressure, joint rotation or displacement, etc.). While

acquiring these kinds of signals is usually performed with unintrusive examinations, biomag-

netic signals, produced at the brain, heart, and lungs, and biochemical signals can be collected

only with specialized instruments and in controlled hospital or research center environments.

While medical signal processing techniques can sometimes be performed on raw, analog

signals, advanced, frequency-domain methods typically require a digitization step to convert

the signal into a digital form. Besides catering for the deployment of techniques that would

be otherwise impossible, digital signals are much more efficient when it comes to storing and
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transmitting them over networks or utilizing automated feature-extraction and recognition

techniques. This process begins with acquiring the raw signal in its analog form, which is

then fed into an analog-to-digital (A/D) converter. Since computers cannot handle or store

continuous data, the first step of the conversion procedure is to produce a discrete time series

from the analog form of the raw signal. This step is known as “sampling” and is meant to

create a sequence of values sampled from the original analog signals at predefined intervals,

which can faithfully reconstruct the initial signal waveform. In order for this to happen, the

sampling frequency must be at least double the signal bandwidth; this requirement is known as

the Shannon theorem and, in theory, it is the deciding requirement for the sampling process

to produce a faithful representation of the captured signal. In practice, however, picking the

sampling frequency with only Shannon’s theorem in mind may lead to other equally important

problems such as aliasing or noise replication.

The second step of the digitization process is quantization, which works on the tem-

porally sampled values of the initial signal and produces a signal that is both temporally and

quantitatively discrete. This means that the initial values are converted and encoded according

to properties such as bit allocation and value range. Essentially, quantization maps the sampled

signal into a range of values that is both compact and efficient for algorithms to work with. In

the case of capturing a digital image or scanning a printed one the process of sampling produces

a set of values, each of which represents the magnitude of visible light falling on each single

sensor cell integrated over the area of the sensor. Depending on the number of bits allocated

for the representation of the digital image, each single value is then quantized over the relevant

range of values; for example, if 8 bits per pixel are available, 256 discrete levels of luminosity

can be represented and, thus, the sampled value is quantized to fit into the interval [0, 255].

2.2 SIGNAL PROCESSING APPLICATIONS
Although there exist a number of algorithms that operate on the sampled and quantized digital

signals as is, most of the techniques that extract temporal information from and recognize

patterns in a signal are performed in the frequency domain. The foundation of these algorithms

is the fact that any analog or digital signal can be represented as an integral or sum of fundamental

sine functions with varying amplitudes and phases. The reversible transformation between the

initial representation and that of the frequency domain is given by the Fourier transform (FT)

[10], which is defined in both continuous and discrete forms. An interesting alternative to the

frequency representation is to apply the FT to the correlation function, resulting in the power

spectral density function (PSD) [17], which finds a prominent use in recognizing pathological

states in electroencephalograms (EEGs).
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2.2.1 Electrocardiography

The electrocardiogram (ECG) signal represents the electrical activity produced by the heart

and acquired at skin surface level and has been available from nearly the beginning of the 20th

century [1]. Actually some of the techniques used to capture the signal (usually at the arms and

legs) and to label salient features originate from the pioneering work of Einthoven [7]; ECGs

were also among the earliest acquired signals to be transferred to remote locations over phone

lines. In recent capture stations dedicated hardware is used to perform the A/D conversion of

the differential signals captured at as many as 12 sites of the human body. These 12 “leads”

are then combined to produce the conclusive measurements, which are in the following fed to

classification algorithms. ECGs are typically used to determine the rate and rhythm for the atria

and ventricles and pinpoint problems between or within the heart chambers. In addition to this,

this signal can illustrate evidence of dysfunction of myocardial blood perfusion, or ischemia, or

chronic alteration of the mechanical structure of the heart, such as enlarged chamber size [19].

Emergency ECG processing caters for early detection of possibly severe pathologies, since

the permanent or temporary effects of even minor cardiac dysfunctions on the waveform can

be detected and classified. Regarding acquisition, bulky Holter [9] devices built in the 1960s

are currently substituted with compact devices that cater for easy deployment at mobile sites.

Initially, Holter probes were combined with 24-h recording and playback equipment in order

to help identify periods of abnormal heart rate, possibly attributed to a developing heart block.

These devices possessed minimal heart beat segmentation capabilities and could also illustrate

results visually and audibly; in addition to this, identification of premature ventricular complexes

(PVCs) and relevant treatment is also possible and is recently enhanced by high-speed, hardware-

assisted playback. Despite the decline in its use, emergency ECG is still a very useful early

detection tool, based on devices with dedicated memory and storing capabilities, capable to

provide automated signal processing and classification without the need for a host computer.

High-resolution ECGs are the most recent signal acquisition and processing improvement tools

[2], capable to record signals of relatively low magnitude that occur after the QRS complex (the

deflection in the ECG that represents ventricular activity of the heart) but are not evident on

the standard ECG and can be related to abnormally rapid heart rate (ventricular tachycardia)

[20].

ECG signal processing lends well to knowledge-based techniques for classification. As a

result the best known and most widely used such methods have been employed in this frame-

work, including Bayesian [26] algorithms and Markov models [4]. Neural networks (NNs)

[6, 21] have also been put to use here with often better results, since NNs can be designed

to operate with and handle incomplete data, which is quite often the case with ECG data

sets.
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2.2.2 Electroencephalography

Electroencephalograms capture the very low electrical activity produced by the brain [3, 8, 16].

Initially, EEGs were used to detect epilepsy-related conditions, but in the process, their use was

extended to nonpathological, behavioral situations, such as detecting and studying the ground

truth of emotion-related stimuli in the human brain [23]. Another factor of improvement in

the study of EEGs is related to the means of analysis, which developed from being merely visual

and subjective to semiautomated techniques working on signal waveform properties such as

amplitude and phase. Acquisition is performed using recording systems consisting of conductive

electrodes, A/D converters, and an attached recording device. Classification is one of the major

signal processing tasks performed on the EEG signal: usually this is carried out by segmenting

the signal into “chunks,” and then calculating the closest “bin” in which the particular chunk

is classified. Statistical analysis follows, and the distribution of chunks along the different

classes is checked against predefined patterns. This last stage of control is not performed on the

distribution curve per se, but more often on its quantitative control parameters, such as standard

deviation or moments.

Regarding frequency domain signal processing, the most usual algorithms put to use are

the fast Fourier transform (FFT) and analysis of the PSD. Both techniques are best suited

for the extraction of specific features, but perform badly and essentially destroy some of the

signal parameters. For example, FFT is typically computed over a predefined, albeit short time

window, and thereby does not take into account variation within that time frame; nevertheless,

it provides a reliable estimation of the PSD, which in turn is related to changing psychological

states of the subject. In order to overcome the windowing effects, one may opt to move to

autoregressive models.

2.3 MEDICAL IMAGE PROCESSING
Medical image processing can be thought of as a specialization of signal processing techniques

and their application to the two-dimensional (2D) domain, in the case of still images, or three-

dimensional (3D) domain for volumetric images or video sequences. A wide number of issues

exist here such as image acquisition and coding, image reconstruction (e.g., from slices), image

enhancement and denoising, and image analysis. On a higher level, automatic or user-assisted

techniques may be used to segment and detect specific objects in an image, e.g., organs in a

computed axial tomography (CAT) slice or process and visualize volumetric data [5].

Progress in medical imaging coincides not only with the advent of maturing processing

techniques, but also with the introduction of better acquisition equipment and the integration

of knowledge-based strategies. Regarding complexity and tackling of novel concepts, the arrival

of magnetic resonance imaging (MRI) and other related acquisition techniques that produce
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3D or higher resolution images paved the way for visualization applications and model-driven

approaches.

In the field of 2D imaging image registration, segmentation, and pattern recognition and

classification are still in the forefront of interest. In the case of segmentation, knowledge-based

approaches [25] that are constantly integrated even into specialized equipment cater for tack-

ling problems such as edge detection and region growing [12], and subsequent object boundary

detection. CAT and MRI scans are eminent examples of such techniques, since lower level seg-

mentation of image intensity can be combined with knowledge of tissue structure and position-

ing to cater for organ detection and segmentation. In addition to this, deformable models [13,

14] can be employed to track the deformation of organs such as the heart and model several func-

tional organ parameters, while successive scan slices can be used to reconstruct the 3D volume

of an internal organ [22]. It has to be noted here that the initial thickness of these slices would

not cater for faithful, usable reconstruction; however, modern equipment can produce multiple

successive slices in the order of a few millimeters, hence only minute volume details are lost.

Image texture is another useful tool, especially in cases where tissue density is mapped

to pixel intensity (e.g., ultrasound [15]), but can also be used for motion analysis (e.g., in

echocardiograms). Several issues still exist here, such as correct calibration of the instrument

and provision of contrast enhancement tools that cater for faithful mapping of light intensity to

tissue density; result of inconsistencies between different acquisition devices and setups result

in texture information being put to better use in segmentation problems than in, e.g., modeling

organ tissue using knowledge-based techniques.

A very important concept of medical imaging arises from the fact that information related

to the same organ or tissue can be collected from a multitude of sources; as a result, there is

the need to productively integrate these inputs, while still retaining the interrelation of what

is provided from each source. With the arrival of multiresolution data, the problem of image

matching and registration [11] became more apparent, since there could be cases where the same

observation could be contained in both 2D slices and 3D volumetric scans, taken from different

points of view, during different examinations and with different resolution. One approach [18],

which tackled matching manually segmented surfaces from the brain, worked on CAT and MRI

scans, as well as positron emission tomography (PET) data. Here, since temporal and spatial

resolutions were diverse, the best solution would come from simple geometrical distance metrics

in order to calculate the best matching transformation between the different sets of data [24].
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C H A P T E R 3

Medical Data Encoding

for Transmission

3.1 INTRODUCTION
Medical information, especially in time-varying or multidimensional and multiresolution forms,

typically creates large databases and requires relevant storage media and strategies. High quality

stereo sound, for example, is sampled in 44 kHz, with 16 bits allocated per sample and two

channels combined to produce the final file; a simple multiplication shows that this acquisition

scenario produces data at 1.4 Mb/s. In the same framework, uncompressed NTSC TV signal

at 30 frames/s utilizes almost 300 Mb/s, while for quarter-frame sizes, e.g. webcams, this drops

to almost 73 Mb/s. Different applications may impose additional requirements: for example,

machine-learning techniques may well operate offline and thus alleviate the need for real time

availability, while emergency processing for early detection needs as much as data as possible on

demand. In the case of transmission, the choice of medium is another critical factor, since

the difference in bandwidth capacity between T3 networks and normal telephony networks

(PSTN) is in the order of 1000 to 1. Data compression may be an obvious option here, but this

also presents a number of interesting questions, especially when lossy compression techniques

are put to use, thereby removing possibly critical information from the data set. In addition to

this, the huge amounts of data produced by the acquisition equipment may also be a serious

obstacle [2].

Compression of digital information comes in two forms: lossy, where data is encoded

reversibly and, as a result, decoding will faithfully reproduce the initial data set, and lossless, in

which facets of the data set are sacrificed to achieve bigger gains in file size and bandwidth for

transmission. There are apparent advantages in either category, but the most prominent of them

are the trade-off between compression reversibility and complexity, on one hand and resulting

size of information and required bandwidth, on the other. In the case of lossless encoding,

typical compression rates are in the order of 2 to 1, meaning that the size of the file produced

by the compression algorithm is half of the initial file or that the size gain is only 50%; however,

all information contained in the original data set is retained and can be retrieved with minimal
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decoding effort. When lossy algorithms are employed, a portion of the data is deemed either

unnecessary to retain or “almost” correlated with another portion and thus can be dismissed.

In the case of audio compression using the MPEG-1 standard, for example, besides the other

compression schemes proposed by the standard itself, the more advanced encoders exploit what is

known as the “psychoacoustic phenomenon.” Here the existence of particular audible frequencies

in sounds is thought to prevent the human ear from receiving neighboring frequencies, which

as a result can be dropped from the original sound spectrum. While this process effectively alters

the sound without the possibility to reproduce faithfully, the difference between the original

waveform and the one reconstructed from the encoded file is thought to be unnoticeable for

practical purposes. In the case of images, the human eye is thought to be more sensitive to the

brightness (luminance) value of a pixel than to the color (chrominance) information; as a result,

a portion of color information can be discarded (subsampled) without introducing perceptible

deterioration. Here lossless techniques can provide compression ratios in the order of 20 to 1,

with minimal visible artifacts in the image; as a result, for most applications, lossless image

compressions techniques with measurable and small introduction of error are preferred [5] [11].

3.2 DATA COMPRESSION
Besides the lossy/lossless division, one may categorize compression efforts with respect to their

analogy to signal representation and processing, i.e., distinguish between algorithms operating

on temporal representations and the frequency domain. Usually the particular technique that is

used depends on the actual signal to be compressed. In the case of electrocardiograms (ECGs)

a compression ratio of 7.8 has been reported [9] using differential pulse code modulation

(DPCM), an algorithm that uses linear prediction in order to decorrelate the samples of the

input signal. The rationale behind this is that data samples with higher probabilities contribute

less to what is already known and, since they occur more often than the rest, are assigned to

smaller “codewords,” i.e., are represented with less bits in a look-up table. Reversely, sample

values that do not arise as frequent and, hence, have small probabilities can be assigned to larger

representations, a fact that does not harm file size since the values in question are infrequent.

This lossless process, which is called Huffman encoding, can be performed in both 1D and 2D

signals, making it a very important tool for data compression. It has to be noted though that

the remaining modules of the DPCM compression algorithm, and especially quantization of

the values of the error sequence that is produced by the prediction/decorrelation step, introduce

irreversible loss of information that, however, permits higher compression rates.

DPCM is a typical example of algorithms used to prepare the signal for either storage or

transmission; signal encoding may also be performed to segment the signal or detect prominent

features from it. In this framework the amplitude zone time epoch coding (AZTEC) algo-

rithm [3] can be used to assist in analyzing ECGs, producing QRS detection automatically.
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One may describe this method as “adaptive downsampling,” where temporally static or almost

static information within a specific time window is replaced by a constant value. To reconstruct

the waveform, linear interpolation between the remaining samples is sufficient. However, this

produces a lower resolution waveform that has an inherently “jagged” look.

When frequency-domain data compression techniques are put to use, regardless of the

dimensionality of the data, input signals are first segmented to blocks or “chunks” of predefined

size and then each of these chunks is transformed into the frequency domain. The Discrete

Cosine Transform (DCT) [1] is the algorithm most often employed, especially in the case of

images and extended to videos in the sense that they are approached as a sequence of frames.

A number of popular video compression standards (MPEG-1, −2, and −4, as well as H.26x [8])

utilize DCT at some stage of encoding. In the case of images, JPEG is the most usual case of lossy

compression and is based on the energy-packing characteristics of DCT, performing processes

where amounts of information are irreversibly lost, resulting in huge compression rates. Its modes

of operation are further divided into baseline, extended progressive, and extended hierarchical.

There also exists a lossless variant of JPEG that operates using predictive algorithms, but fails to

produce similar compression ratios as in the lossy case. In the beginning of the JPEG algorithm,

the input image is segmented into two sets of blocks of 8×8 pixels, one for the luminance and one

for the chrominance channel of the image, starting from the top left of the image; these blocks

are in the following transformed to produce the 2D DCT, resulting in 64 DCT coefficients.

Irreversible loss of information occurs in the next step, where the DCT coefficient values are

quantized and thus a part of the variation among them is lost. This step hurts the larger values

of the DCT coefficients in the block in question, resulting in loss of higher frequencies, which

means that edges are blurrier and object boundaries are not so well separated. The amount

of rounding off in each quantization is the deciding factor for the amount of compression

and the decrease of the signal-to-noise ratio, which is a metric of image quality versus any

introduced noise. In the final step of the algorithm, DCT coefficients within a block are arranged

in a zigzag fashion and fed into a Huffman encoder to produce the final encoded image.

In the case of video sequences, the MPEG standard exploits both spatial and temporal

redundancy. When handling a single frame, the encoding scheme can be very close to JPEG

compression; for subsequent frames, the standard adopts the intra- and intercoding schemes.

Here an MPEG GOP (group of pictures) is made of I- (intra), P- (predictive), and B- (bidirec-

tional) coded frames. An I-frame has the role of a “key frame,” in the sense that all processing

is independent of following and previous information, and is uncompressed or compressed in a

lossless fashion. P- and B-frames are intercoded reference frames, where temporal redundancy

on reference frames is removed by performing motion estimation: a P-frame is coded based

on its preceding I- or P-frame, while a B-frame is coded using block-based information from

both of the preceding and the following I- and/or P-frames. Combination of the two methods
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is performed in MJPEG compression, where each frame of the video sequence is compressed

individually using the JPEG compression algorithm.

3.3 WAVELET COMPRESSION
Most recent trends in the field of medical image compression are focused on the wavelet

transformation and compression technology [12], leading to the introduction of the new image

compression standard, JPEG 2000 [10], that, however, is yet to enjoy wide adoption. Wavelets

cater for a multiresolution representation of the data set [6] [7], irrespective of dimensionality

and without loss of information, as is the case with DCT-based techniques. This very important

characteristic enables users to browse through a general view of the complete data set, e.g., a

volumetric 3D scan, and focus on a specific portion which is decoded and presented in greater

detail. Scalable rendering is of utmost importance in cases of large data sets, which can be in the

order of hundred of millions of volumetric pixels, since it caters for visualization in computers

with everyday capabilities as well as higher level observation [12].

Signal-wise, the wavelet transform is a form of subband coding, where the transformed

signal information contained in both high-pass and low-pass parts can be repeatedly divided in

a similar fashion. This process can be repeated, effectively producing a hierarchical tree structure

in which each segment can be separately encoded; in fact, the wavelet transform concept can

be thought as a windowed-preparation technique, with variable-sized regions, that allows the

use of longer intervals where more precise low-frequency information is required and shorter

regions where we want high-frequency information. In addition to this, wavelets provide means

for local processing of the signal, without the need to decode the complete waveform and can

also easily reveal unique higher level information like discontinuities in higher derivatives or

self-similarity [4].
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C H A P T E R 4

Clinical Decision Support Systems for

Remote and Commuting Clinicians

4.1 INTRODUCTION
This chapter presents a special branch of expert systems called clinical decision support systems

(CDSSs). In general, defining what is and what is not a CDSS is not an easy task [1]. Still, one

can generally say that the term generally refers to automated systems that process medical data

such as medical examinations and provide estimated diagnoses [2]. The estimations are often

based on the analysis of details that elute the human eye as well as large amounts of medical

history that humans cannot possibly consider. Although such systems typically do not reach

100% success, which means that they cannot substitute the clinician, the input they provide is

extremely helpful as an independent source of evidence concerning the correct diagnosis [3].

CDSSs have an augmented role in the framework of networked e-Health [4]. Clinicians

in small-scale facilities located at remote and isolated locations, as well as clinicians providing

their services at the site of events that require medical attention before transportation can be

allowed, have to face an important handicap: they do not have access to the large medical

knowledge bases, such as medical libraries, warehouses of medical history, or the benefit of

having other clinicians around to consult for a second opinion. In this case, the support of an

automated system that can refer to such medical knowledge bases and provide a second opinion

is certainly an important help.

Although a CDSS is a very complex software system, its operation in the framework

of e-Health, as well as the steps typically followed in its design and development, can be

generally broken down as shown in Fig. 4.1. As shown, information extracted from a patient

running various medical tests—this could be from something as simple as body temperature

to detailed blood analysis results or f-MRI images—is processed by the clinician in order to

reach a conclusion regarding the diagnosis. In this process the clinician may also utilize the

networking capabilities offered by the system to retrieve data from distributed electronic health

records and/or consult other clinicians who may be located at different locations. The CDSS

attempts to simulate the same process. Thus, the extracted information is processed by the
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FIGURE 4.1: General architecture of a clinical decision support system



P1: qxp

MOBK017-04 MOBK017-Maglogiannis.cls March 2, 2006 11:28

CLINICAL DECISION SUPPORT SYSTEMS FOR REMOTE AND COMMUTING CLINICIANS 19

CDSS in order to reach a diagnosis. This diagnosis is provided by the classification module,

which maps available information to one of the known classes of diagnoses. This information

about the known classes is either provided manually by human experts or, most often, extracted

automatically through processing of the medical history contained in the distributed electronic

health records by a data mining module. The estimate produced by the CDSS is yet another

input made available to the clinicians toward their diagnosis.

The most important processes in the development and operation of a CDSS are i) the

acquisition of the information regarding the diagnosis classes and ii) the actual classification

of a given case to a diagnosis. The two steps are actually closely related to each other, as the

type of classifier chosen in most cases also indicates the training methodology to use. Although

there is an extremely wide variety of classification methodologies that one may choose to apply,

the most well known and widely applied genres of approaches can be briefly summarized and

categorized as follows:

1. The examined case is compared directly to other cases in the medical history, and

similarities are used in order to provide a most probable diagnosis.

2. Different types of artificial neural networks (ANNs) are trained based on available

medical history, so that the underlying data patterns are automatically identified and

utilized in order to provide more reliable classification of future data.

3. Information extracted automatically from medical history, or provided manually by

human experts, is organized so that diagnosis estimation is provided in a dialogical

manner through a series of question/answer sessions.

4. Multiple simple classifiers are combined to minimize the error margin.

5. Information provided by human experts in the form of simple rules is utilized by a fuzzy

system in order to evaluate the case in hand.

Each one of these approaches has its characteristics, benefits, and drawbacks; these are

discussed in detail in the following section. Especially for the case of remote or commut-

ing clinicians, in addition to issues related to the performance of the CDSS, another im-

portant issue to consider is that of the location of the different components of the system.

Depending on whether the classification information is located at a centralized system or

stored on a portable device as well as depending on whether the classification system itself is

portable or operates centrally and exchanges information with the clinician over a network,

the types of classifiers, classification information structures, and data mining methodologies

that can be applied in practice differ, based mainly on the networking resources that they

require.
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4.2 CLASSIFICATION SYSTEMS
Classifiers are a breed of software that has been studied for long in the field of artificial intelli-

gence. Depending on the application, input data format, and computing resources available, a

wide variety of methodologies can be selected in the literature [5, 6]. Given the diverse problems

and circumstances that distributed medical applications have to deal with, many of these come

in handy in different situations. In the following we review the main categories of classification

systems that find application in a CDSS framework.

4.2.1 k-Nearest Neighbors

The k-nearest neighbors methodology, often referred to as k-NN, constitutes a breed of clas-

sifiers that attempt to classify the given patient data by identifying other similar cases in the

database of medical history. The simplest, as well as most common, case is when all considered

medical features are scalars. In that case, assuming that n features are available in total, one can

consider all cases to be positioned perfectly and accurately in an n-dimensional space. Using

an Euclidean distance it is possible to identify the historical medical case(s) that is closest to

the one in question; the classification (diagnosis) for this medical case is then considered as

the classification for the case in question as well. Parameter k is the number of similar cases to

consider in order to reach a diagnosis. This simplistic approach has a number of drawbacks, the

most important of which are described below.

The n-dimensional space described above is rarely partitioned perfectly in regions

belonging to a single class, i.e., to regions corresponding to medical cases all diagnosed in

the same way. Quite the contrary, in most regions of this space a number of classes coexist.

In the quite common situation that not all cases in the considered neighborhood correspond to

the same diagnosis, the diagnosis appearing the most times is the one selected by the system.

An extension to this approach is the weighted k-NN approach. This approach additionally

considers the distance (or similarity) between the different cases in the neighborhood and the

one in question, thus allowing most similar cases to affect the final decision to a greater extend.

Of course, in all the above we assume that the medical features measured are all scalars,

and thus that it is possible to directly map the problem in the n-dimensional space. Of course,

this is not always the case in medicine. Electrical signals such as electrocardiograms (ECGs) and

images such as computed tomography (CT) scans are also medical features that often need to be

considered but cannot be equally easily mapped to a geometrical space. Still, this does not mean

that k-NN based approaches cannot be applied. In such cases, one needs to define a metric for

each measured feature. In the above example, all one needs to define is a function providing the

difference between two ECGs and another one providing the difference between two CT scan

images. Typically, although differences are not that easy to define, it is quite simpler to define
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similarities. Thus, usually one identifies what it is that makes two medical signals or images

similar and then defines a metric quantifying the inverse of this.

The k-NN methodology has found many applications in the field of CDSSs. For example,

the following works are based on k-NN based approaches [7–10].

The applicability of k-NN and its variations in networked health applications are governed

mainly by the need to compare a sample with all samples in the medical history in order to

reach a conclusion. This makes it practically impossible to have the classification module located

separately from the class information, as it would require the transmission of large amounts of

data in every run. Therefore, it is the medical information about the current case that needs

to be transmitted to a centralized system. This makes k-NN an excellent choice when these

medical features are small in size, but not that practical when large signals and high resolution

medical images are involved; in these cases one of the methodologies presented in the following

sections needs to be utilized.

4.2.2 Artificial Neural Networks

Artificial Neural Networks are the main representatives of a more robust approach to classi-

fication; these classifiers, prior to being put to use, process available medical history in order

to extract useful information concerning the underlying data patterns and structure, thus also

acquiring the information required in order to optimize the classification process. Following

a massively parallel architecture, quite similar to that of neurons in the human brain, ANNs

construct powerful processing and decision-making engines through the combination of quite

trivial processing units—also named neurons (Fig. 4.2).

In order to provide for some kind of control of the network operation and to facilitate

training and fine-tuning, contrary to the case of networks of real neurons, connectivity in ANNs

is usually constrained, in the sense that neurons are organized in layers and each neuron can

Input

Input

Input

Input

Input Layer

Hiden Layer

Output Layer

Output

Output

FIGURE 4.2: A network of real neurons compared to an artificial neural network
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only accept inputs from the directly preceding layer and provide output to the directly following

one.

Although ANNs are typically blamed by the scientific community for their nonsymbolic

nature—i.e., the fact that their exact operation and the real meaning of their output is not easily

revealed to the human inspector when their size grows—they are widely used in numerous

classification problems, including CDSSs, due to their remarkable performance related charac-

teristics. For example, the following works are based on applications of ANNs [11–15] while

[16] reviews the benefits of ANN application in medicine in general.

The characteristic that makes ANNs so popular is the fact that given a set of labeled

data (the medical history), an ANN will tune itself in an automated manner as to match these

data in the best possible way. Unfortunately, this training process is not a trivial one. Numerous

methodologies are presented in the literature for training ANNs, each one focusing on a different

feature or situation. Thus, different training methodologies (as well as network structure) can

be used when the number of training data is small, computing resources are limited, some or

all of the historical medical data are unlabeled, there are missing data, the number of distinct

patterns in the data is not known beforehand, and so on. For information on choosing, training,

and using an ANN in a theoretical, research, or application environment, [17] is one of the best

textbooks for both the novice and expert reader.

4.2.2.1 Clustering

One of the first things one finds out when trying to apply ANNs in a practical situation is the

fact that their training is far from trivial. Even when having chosen the type of neurons, count

of layers and training methodology to follow—neither of which is a trivial decision—the result

of the training process is neither guaranteed nor set. Quite the contrary, depending on delicate

issues such as the initial parameters of the network or even the order in which the training data

are presented, the training procedure may differ in both time required and quality of results

acquired. Clearly, it is desired to somehow decouple network performance from such issues.

In order to avoid these dependences, one would need to have adequate prior knowledge as to

initialize the ANN so that it is almost already trained correctly, in this case the adaptation taking

place during training is minimal and does not depend that much on issues such as the order of

the training data.

A common approach to this problem is to utilize a data-clustering approach in order to

roughly extract the patterns that underlie in the data, and then map this information on the

structure of the network. The results of this clustering process are so important for the training

of the network that it is often mentioned that this may even be the most important determinant

of the later operation of the CDSS as well [18].
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Although a wide variety of clustering methodologies exists and has been used in the

framework of ANN initialization, most methods fall under one of two categories: partitioning

and agglomerative approaches. Partitioning approaches, much similarly to ANNs, start from

some initial parameters and recursively optimize them. Specifically, given some initial estima-

tion of the cluster’s positions (centers, shapes, spreads, etc.) partitioning methods will classify all

available data points to these clusters, and then use the results in order to update cluster param-

eters. Continuing recursively until equilibrium is found, changes are below a given threshold

or enough repetitions have been made, the results of the process are refined. Variations, as for

example having clusters with multiple centers, have also been proposed. Of course, in order

for such a method to be applied, it is a requirement that available data can be positioned in an

n-dimensional space.

Although partitioning approaches are the most robust and error resilient, the fact that they

require an initial estimation as initialization makes them poor candidates for the initialization

of ANNs, as they do not provide for complete automation of the process. Specifically, it is the

fact that one needs to know the count of clusters, i.e., the count of distinct patterns in the data,

beforehand that makes their application difficult.

On the other hand, agglomerative approaches start by considering each data sample as

a distinct cluster and recursively merge the two most similar clusters until no similar clusters

remain. The exact definition of the termination criterion as well as the definition of similarity

between clusters are not trivial problems with unique answers; quite the contrary, they provide

for a very wide variety of agglomerative clustering flavors.

The following works are based on the utilization of clustering approaches toward the

initial exploration of the data patterns underlying in the available data [19–21], while [22]

focuses specifically on the effect this has on the performance of the resulting ANN.

4.2.2.2 Self-Organizing Maps

Clearly, the fact that one needs to have a clear idea concerning the structure of the network

(count of layers, count of neurons) before even training and testing can start is a very important

limitation for ANNs. As one might expect, there have been efforts to produce ANN structures

that overcome this. Resource-allocating neural networks were the first attempt in this direction.

These networks have the ability to alter their structure during training by adding neurons

when needed—and some times by even removing neurons no longer needed. Unfortunately,

these networks remain sensitive to initial parameters, as incorrect initialization leads to the

generation of too many neurons, thus resulting in over-fitting to the training data and poor

classification performance when it comes to future data [22].

Kohonen’s self-organizing maps (SOMs) constitute a more interesting and robust ap-

proach to training a network with no prior knowledge of the underlying data structures.
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A number of details about the selection of the parameters, variants of the map, and many

other aspects have been covered in the monograph [23]. SOMs, following an unsupervised

learning approach, also achieve excellent data reduction and visualization, making it easier for

humans to grasp the detected structures.

Due to their excellent properties and characteristics, SOMs have found numerous appli-

cations in CDSSs, such as [19, 24–27].

4.2.2.3 Support Vector Machines

Support vector machines (SVMs) are a relatively new type of training methodology for ANNs.

Their characteristic is that they transform the input space, as to project training data from the

original input space to a new one, where classes are linearly separable and thus linear learning

algorithms can be applied. SVMs guarantee the maximal margin between different classes

through global optimization of the decision boundary.

An important characteristic for SVM learning is that the margin between two classes

depends solely on those data samples that are next to it. These training data samples—marked

as gray in Fig. 4.3—are named support vectors and are the only ones to be considered when

training the network (optimizing the margin between the classes).

Of course, once data have been projected to a space where they are linearly separable,

training is both trivial and fast. Unfortunately, the choice of this mapping function, the kernel

function, is not equally trivial. Prior knowledge of the characteristics of the data may contribute

to a proper choice, but in practice selecting the optimal kernel is the main challenge in the

application of SVMs [28].

FIGURE 4.3: Operation of the support vector machine
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Due to the fact that, unlike other ANNs, SVMs focus on maximizing the margin between

classes, thus minimizing the probability of misclassification, they are extremely popular in

CDSSs, where the cost of a misclassification may have a direct impact on human life. The

following works are just a few examples of works in the medical field that are based on SVM

learning [29–32].

4.2.3 Decision Trees

Humans using CDSSs, even those experts who are active in the research that develops them,

are often reluctant to leave important medical decisions up to a subsymbolic, and thus generally

incomprehensible, automated engine. A main drawback of ANNs in this framework is the fact

that in order for a single output to be computed, numerous inputs are considered simultaneously

and in different ways, which makes the process practically impossible for a human to follow.

Decision trees offer an alternative computing methodology that reaches a decision through

consecutive, simple question and answer sessions.

In the learning phase (when the decision tree is constructed) exactly one of the available

features needs to be selected as the root feature; i.e. the most important feature in determining

the diagnosis. Then data are split according to the value they have for this feature, and each

group of data is used in order to create the corresponding child (subtree) of the root. If all of

the data in a group belong to the same diagnosis, then that child becomes a leaf to the tree

and is assigned that diagnosis. Otherwise, another feature is selected for that group, and data

are again split leading to new groups and new children for this node. The choice of feature to

use in order to split the data at any given step turns out to be a crucial one, as it can make the

difference between a compact and a huge decision structure. Once a tree has been constructed

in this manner, using the tree in order to classify a future case is quite similar to answering a

small set of questions, each one regarding only one feature.

The decision tree in Fig. 4.4, for example, indicates that successful patients have more

than one embryo transferred (NUM TRANS > 1), have no additional hormonal stimulation

(FLARE = 0), are of age less than or equal to 40 (AGE ≤ 40), and have no trauma during

implantation of the embryos (TRAUMA = 0). Actually, in order to cope with errors in data,

overlapping classes, and so on, real life decision trees also incorporate chance nodes, where

instead of a clear decision, probabilities for different outcomes are presented.

Overall, decision trees are known for being robust to noisy data and capable of learning

disjunctive expressions. Decision tree learning is one of the most widely used and practical

methods for inductive inference. On the low side, the discrete structure of decision trees does

not allow them to be applied in cases where the input variables are neither discrete nor easily

partitioned in a small number of meaningful distinct ranges.
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FIGURE 4.4: A sample decision tree

When it comes to CDSSs, decision trees were for long the most popular approach to de-

cision making, and apparently, even though other data mining and machine learning approaches

progress, still remain close to the top when it comes to popularity [33–37]. For a review of de-

cision tree applications in medicine one may also consult [38]. It seems that decision trees will

not fade out soon, as there is still work in progress toward further improving their performance,

and their fields of application are constantly expanding.

4.2.4 Ensemble Machines

Classifiers such as the ones mentioned above, as well as many others, have found numerous

applications in medicine and elsewhere. Each one of these classifiers finds a situation in which

it performs its best, typically outperforming every other known approach. On the other hand,

it is almost never possible to know beforehand which classifier will perform best on future data,

which is the actual goal of designing and building a CDSS. In other words, although we have

developed a powerful arsenal comprising a wide range of methodologies that one may use at any

given time, we are quite unable to select the perfect tool for the job when it comes to developing

a specific decision support system.

The ensemble methodology is the approach that helps overcome this obstacle. According

to it, much similarly to having a group of doctors provide their independent opinions and
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then combining them to come up with a more reliable diagnosis, multiple simple classifiers are

applied and their results are combined in order to acquire the output of the decision support

system [39]. This combination can range from a simple averaging, to weighted averaging, or

even to dynamic committee machines that consider the certainty in the output of each classifier,

as estimated by the margin with which the classifier separates the classes for the specific inputs

(Fig. 4.5).

As new information always reduces uncertainty, the consideration of more than one

classifiers that have been trained and applied independently can only enhance the results of the

classification process. Thus, ensemble approaches to classification allow for the generation of

CDSSs with very high classification rates. For example, the following works have enhanced

results due to the fact that they are based on ensemble approaches [40–42]. In general, it is

now generally accepted that best results that one can acquire are those that come from the

combination of multiple classifiers.

4.2.5 Fuzzy Logic and Fuzzy Rule Systems

In all classification schemes presented in the previous sections, automated analysis of medical

history provided for the acquisition of the knowledge required for the operation of the CDSS,

while the role of the human expert was limited to the labeling of historical medical data, i.e., to

providing correct diagnoses for past cases. Alternatively to examining medical history in order

to extract information, a CDSS may operate based on information already available to humans

and provided directly to the system; in that case the role of the CDSS is to make up for human

experts that cannot be available at all times when they may be needed.

There is typically no learning process in the development of a knowledge-based system.

Instead, human experts provide directly the knowledge that the system needs to operate. Of

course, this cannot be done at a subsymbolic level. The format of the knowledge needs to be one

that facilitates the human experts; more so in knowledge-based systems developed for medical
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applications, since in this case the human experts are clinicians rather than knowledge engineers

or computer scientists.

The systems developed based on the above principles, often also referred to as expert

systems, typically use the form of rules such as the following in order to represent human

knowledge:

IF high heart rate THEN hyperthyroidism

Although simple in definition, it turns out that these rules are not equally simple in

evaluation. First of all, as can clearly be seen from the above example, measured medical features

cannot be fed directly to the decision-making component; they first have to be transformed to

lexical variables such as has euphoria. One soon realizes that this cannot be done in a binary

sense; for example there are different degrees of euphoria, as there are different degrees to which

one may display manic symptoms. As a consequence, rule-based systems are closely related to

the theory that best supports degrees and lexical variable, the theory of fuzzy sets and fuzzy logic.

In a fuzzy logic system, measured inputs are mapped to linguistic variables, as indicated

in Fig. 4.6. A given measurement can be mapped to contradicting variables at the same time

and to different degrees. As a result multiple, and often contradicting rules may fire, again each

one to its degree. In order to acquire a classification, the result of this process is de-fuzzified; i.e.

the activation levels of all rules are examined so that a crisp (not fuzzy) decision can be made.

It is worth noting that, although the term “fuzzy rule” is quite common, the rules themselves

are anything but fuzzy; it is the way they are being evaluated that associates them to degrees.

Due to the human perceivable nature of the knowledge representation format that rule-

base systems use, it has always been a goal to design a rule-base system that is trained au-

tomatically from medical history. That would mean that the system, additionally to decision

support, could offer the means to automatically explore data and propose possible associations

to researchers. Neurofuzzy systems are one breed of classifiers that possess this property [17].

They have the structure and training characteristics of traditional ANNs, but their structure

can be directly generated from, or be directly mapped to fuzzy rules. Unfortunately, the proper

low_heart_rate normal_heart_rate high_heart_rate

0,7

0,3

FIGURE 4.6: Three linguistic variables for the same measured feature
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initialization and training of a neurofuzzy system turns out to be overly complex, as one needs

to know beforehand how measure variables are mapped best to linguistic variables.

What seems to be more promising is the less direct combination of ANN operation with

rule-base systems. As ANN-learning focuses on detecting underlying data patterns, if one is

able to somehow extract the information stored in the structure and parameters of the network,

then one can automatically generate the fuzzy rules that characterize the observed biological

system; this process is known as rule extraction from ANNs. For some types of ANNs, as are, for

example radial basis function (RBF) networks, the definition of the linguistic variable intervals,

as well as the definition of the rules is not overly complex.

Still, the rules typically extracted in this process differ from what is desired, due to the

fact that they are overly complex as they combine almost all available inputs. In order for both

meaningful and human perceivable rules to be extracted, rule antecedents (inputs) that are not

as important need to be trimmed; the ideal is to get rules that are as simple as possible and

yet provide for a classification rate as high as that of the untrimmed rules. Various approaches

have been proposed in this direction, with evolutionary ones being the ones that are currently

gaining in momentum [43].

The fact that rule-base systems can i) accept information provided by human experts in a

natural way and ii) provide the knowledge generated during their training in a human perceivable

way has made them a very popular choice for CDSSs. As far as information extraction is con-

cerned, there are numerous works focusing on rule extraction from ANNs that have been trained

on medical data [44]. As far as the application of fuzzy logic and rule-base systems in a medical

context, the following are only few examples [45, 46]. For a review of the field, readers may refer

to [47, 48]. When it comes to actual implemented systems, they are far too many to mention.

For an indicative list of more than 60 real life systems, one may refer to Federhofer’s page [49].

4.3 EVALUATION
Although all of the methodologies and approaches presented in this chapter have found appli-

cations in the medical field with important results, none of them is a panacea that is suitable for

utilization in all cases. Quite the contrary, any of these methodologies will perform at a level

much below what one might consider as acceptable when not properly initialized or fine-tuned

to the problem at hand. As a result, before a CDSS is put into actual use, it needs to be carefully

evaluated, so that its error margins and weaknesses in general are identified and clinicians are

informed about them; obviously, a clinician should not weigh the diagnosis of an automated

system with 99% accuracy similarly to that of a system with 85% accuracy.

In classification research in general, a system is both trained and evaluated using available

medical history. When the data suffice in number, a part of it (typically the smaller part) is used

for training, while remaining data are used for testing. When less data are available, techniques
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such as leave one out may be used, where all but one available data points are used to train the

classifier and the remaining point is used for testing; all points recursively play the role of the

testing data and overall results are evaluated statistically [5].

While both approaches are meaningful from the evaluator’s point of view, they are not

necessarily 100% reasonable for a CDSS. As far as the leave one out approach is concerned,

it provides an estimation of the potential of the overall classification methodology applied; as

multiple distinct classifiers are trained, one cannot tell at the end which classifier parameters

the results refer to, in order to construct the CDSS that can achieve similar classification rates.

As far as training data/testing data separation is concerned, using the smaller part of the data

for training means that useful information is not considered in the construction of the CDSS

in order to pursue maximum performance. One can see that the way to evaluate a CDSS is

a challenge on its own, often exceeding in difficulty and importance the development of the

system itself. Typically, a training data/testing data approach is followed, but with most of the

available medical history used for training and a smaller part as test data.

A more subtle but equally important issue to consider is that of the suitability of the

medical history for the evaluation of the system. Clinicians now accept that living in different

regions of the world, as well as living in different climates and so on, affects one’s body in a

way that may make different medical feature measurements qualify as “normal” in each case.

As a result, medical history collected from patients from a specific part of the world may not be

suitable in order to evaluate a system that will be used in another. Additionally, medical history

of previous years may not always be suitable for the evaluation of a system that will be put in use

today. It is exactly this last remark that makes the evaluation of CDSSs an ongoing process; a

CDSS that has been optimally configured may need to be reconfigured in order to adapt to an era

where a difference in feeding habits or even simply in lifestyle has an effect on typically measured

medical values, when clinicians empirically observe that error margins have augmented.

From a technical point of view, an interesting point to consider is the way to measure the

performance of a CDSS. For classification systems in general, evaluation is typically based on a

true/false and positive/negative scheme. When adopted in the medical case, true positive (TP)

is a correct illness estimation, true negative (TN) a correct healthy estimation, false positive

(FP) an illness estimation for a healthy case, and a false negative (FN) a healthy estimation for

an ill case. Based on these, accuracy is defined as follows:

Accuracy = TP + TN

TP + TN + FP + FN
(4.1)

The simplistic approach of simply counting correct and incorrect classifications in or-

der to estimate accuracy, although generally accepted in other expert systems and classifiers, is

not sufficient for the case of medical systems, where one type of mistake may be much more



P1: qxp

MOBK017-04 MOBK017-Maglogiannis.cls March 2, 2006 11:28

CLINICAL DECISION SUPPORT SYSTEMS FOR REMOTE AND COMMUTING CLINICIANS 31

important—as far as the possible consequences are concerned—compared to another. For ex-

ample a false positive estimation has a result of a patient taking extra tests in order to verify

one’s health status, whereas a false negative diagnosis may deprive one from an early diagnosis

and treatment. Finally, classes in a medical setting are rarely balanced; it is only typical that

only a small percentage of people examined will actually be ill. As a result, a system that always

provides a “healthy” diagnosis reaches high classification rates.

In order to compensate for this, a more flexible consideration of errors needs to be used,

in order for class probabilities to be considered as well. A simple approach that is commonly fol-

lowed in this direction is the utilization of specificity and sensitivity measures, defined as follows:

Specificity = TN

TN + FP
(4.2)

Sensitivity = TP

TP + FN
(4.3)

where specificity and sensitivity are actually measures of accuracy, when considering only

healthy or only ill cases, respectively, thus decoupling the measures from class probabilities.

4.4 CONCLUSIONS
CDSSs originate from data mining and generic decision support systems, both of which are

fields that have matured over the years and are now at a position to provide reliable and robust

practical solutions. As a result, high-quality CDSSs have been developed. Still, one cannot

forget that an automated decision support system cannot become perfect, when the data it relies

its operation on is not.

It is perhaps not surprising that numerous clinicians hesitate to utilize decision support

systems in their line of work [50]. This is of course disappointing, given the fact that CDSSs

when properly used have been found to make a clear difference in the quality of treatment

patients receive [51]. Lately, the opposite, and quite possible more dangerous, extent is also

observed at times, with clinicians often trusting CDSSs more than their own judgment [52].

Clearly, the goal is to reach a stage where CDSSs are integrated in the process of everyday

clinical work, but without being assigned roles they are not made for, such as the role of the

actual clinician. It seems that a number of parameters will have an effect in this process, ranging

from purely financial issues to degree of automation, from availability at the time and location

support is needed to the ease of the user interface, and from the quality of the data acquisition

components to the success of the system development and integration procedures [53]. The

areas in which a CDSS could make a difference are, of course, countless. Table 4.1 provides

only a summary of the most important ones.
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TABLE 4.1: Potential Users and Uses for a CDSS

USER APPLICATION

Pharmacists Drug levels, drug/drug interactions, culture and

sensitivity results, adverse drug events

Physicians Critical lab results, culture and sensitivities

Nurses Critical lab results, drug/drug interactions

Dietary Patient transfers, lab support for tube feedings

Epidemiology/infection

control

VRE and MRSA results, reportable organisms

Housekeeping ADT functions

Billing Excessively expensive tests and treatments

Administration Patient chart administration

Chaplain Counseling opportunity

Case manager Premature readmission

Patient Drug/drug interactions, drug dosing, missing tests

Regardless of their penetration degree in traditional clinical practice, CDSSs have not yet

reached the extent of application one might hope for in the telemedicine case. In this framework,

e-Health continues to refer mainly to distributed information systems for the organization and

exchange of medical records and information in general; automated processing and decision

support components are still considered by many as a luxury for e-Health, mainly due to their

augmented networking and processing needs.

As networking bandwidth is now becoming cheaper and more easily available, and

portable and handheld devices are becoming more powerful, it is only natural to expect a growth

in the number and type of services e-Health will incorporate, with decision support being a

primary candidate. Already a number of Internet-based or distributed medical decision support

systems have been proposed and developed [54–56], while others are certainly on their way.
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C H A P T E R 5

Medical Data Coding and Standards

5.1 INTRODUCTION
Standards are generally required when excessive diversity creates inefficiencies or impedes ef-

fectiveness. Such a case exists in the electronic healthcare environment. In healthcare, standards

are needed for encoding data about the patient that are collected by one system and used by

another. One obvious need is the development of standardized identifiers for individuals, health-

care providers, health plans, and employers so that such individuals can be recognized across

systems. Because of the diversity of patient data creation and storage points and the variety of

medical IT-based equipment, healthcare is one area that can ultimately greatly benefit from

implementation of standards [1].

Patients receive care across primary, secondary, and tertiary care settings with little bidi-

rectional communication and coordination among the services. Patients are cared for by one or

more primary physicians as well as by specialists. There is little coordination and sharing of data

between inpatient and outpatient care. Within the inpatient setting, the clinical environment

is divided into clinical specialties that frequently treat the patient without regard to what other

specialties have done [1].

The lack of “standards” for electronic coding of medical data has been a major obstacle

to establishing an integrated electronic medical record. However, during the last years sig-

nificant efforts by major standard bodies (CEN, IEEE, HL7, ANSI, ISO) have produced

several standards in medical informatics; some of them (i.e., HL7 and DICOM) are well es-

tablished in the e-health sector. This chapter provides short descriptions of the dominant stan-

dards, indicating how they may be used for the development of distributed networked e-health

applications.

5.2 THE MAJOR MEDICAL INFORMATICS
CODING STANDARDS

5.2.1 Health Level 7 (HL7)

HL7 stands for Health Level 7 and is the highest level of the ISO communication model.

It is a standard for data interchange. The model’s purpose is to archive OSI (open systems
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interconnections), a way to get different systems to work together. The OSI model is not

specific to medical informatics; however, HL7 is specific to the healthcare domain.

The current version of HL7 is version 3 with basic features being the object-oriented

approach, the definition of a Reference Information Model (RIM) in UML defining all messages,

objects and their relationships, the inclusion of specific conformance to the standard statements,

and the use of extensive markup language (XML) as a structured communication language.

The use of the XML and the RIM has enabled the exchange of medical data among

different healthcare organizations and devices and consequently the development of distributed

networked e-health applications. For instance external systems with XML-aware browsers can

communicate with a hospital information system (HIS) through the HL7 standard.

The structure of an HL7 message is as follows:

• Each message is constituted by specific segments in a concrete line.

• Each message has a message type that determines his scope.

• Each type of message corresponds in one or more actual incidents (trigger event).

Actual incidents can be, for example, a patient admission or a medical examination

order.

• Each segment has specific data fields.

• Segments in an HL7 message are either mandatory or optional while it is possible they

are repeated in a message. Each segment has a concrete name. For example a message

related to patient admission discharge and transfer functions (Type: ADT) can include

the following segments: Message Header (MSH), Event Type (EVN), Patient ID

(PID), and Patient Visit (PV1)

Such a message produced to notify the admission to surgery of a patient is as follows:

• MSH|ADT1|MCM|LABADT|MCM|199808181126|SECURITY|ADT∧A01|
MSG00001|P|3.0|

• EVN|A01|199808181123||
• PID|||PATID1234∧5∧M11||JONES∧WILLIAM∧A∧III||19610615|M||C|1200

N ELM STREET∧∧GREENSBORO∧NC∧27401-1020|GL|(919)379-1212|
(919)271434||S||PATID12345001∧2∧M10|123456789|987654∧NC|

• NK1|JONES∧BARBARA∧K|WIFE||||||NK∧NEXT OF KIN

• PV1|1|I|2000∧2012∧01||||004777∧LEBAUER∧SIDNEY∧J.|||SUR|||| ADM| A0|
The message explanation is as follows: Patient William A. Jones, III was admitted for

surgery (SUR) on 18th July 1998, 11.23 p.m. from the doctor Sidney J. Lebauer (# 004777).
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He entered the surgical room 2012, bed 01 in the nursing unit 2000. This message was sent by

the system ADT 1 to the system LABADT, 3 minutes afterward admission.

5.2.2 International Classification of Diseases– (ICD)

ICD is a specific standard for medical terminologies. It was first published in 1893 and has been

revised at roughly every 10 year. The revisions are underlaid the World Health Organization

(WHO). The tenth edition was published in 1992. The coding consists of a core classification of

three digits. A fourth digit (the decimal) is used for further detail. The terms are arranged in a

hierarchy based on the digits.

The ICD has become the international standard diagnostic classification for all general

epidemiological and many health management purposes. These include the analysis of the

general health situation of population groups, and monitoring of the incidence and prevalence

of diseases, and other health problems in relation to other variables such as the characteristics

and circumstances of the individuals affected.

It is used to classify diseases and other health problems recorded on many types of health

and vital records including death certificates and hospital records. In addition to enabling the

storage and retrieval of diagnostic information for clinical and epidemiological purposes, these

records also provide the basis for the compilation of national mortality and morbidity statistics

by WHO member states.

ICD-10 uses alphanumeric codes, with an alphabetic character in the first position. It

includes the letters “I” and “O,” which are usually avoided in alphanumeric coding because of the

likelihood of confusion with the numerals “1” and “0”. Somewhat surprising is the fact that chap-

ters in ICD-10 do not necessarily start with new alphabetic characters. For example see Table 5.1.

ICD is incorporated in most of electronic health record (EHR) implementations; there-

fore, it is quite powerful tool for the development of integrated distributed health records,

concentrating the total medical history of a patient. Further information regarding the ICD

standard is out of the scope of this textbook and may be found in [8].

5.2.3 Digital Imaging and Communications in Medicine (DICOM)

DICOM (DICOM homepage URL: http://medical.nema.org/) is a standard for exchanging

medical images. Medical images comply with the DICOM format [4]. A single DICOM file

contains both a header (which stores information about the patient’s name, the type of scan,

image dimensions, etc.) and all of the image data. The header contains information regarding its

size, the size of the whole image, and usually information that has to do with the image type and

characteristics (resolution, possible compression, number of frames, etc). Table 5.2 shows a DI-

COM compliant image file representation, where after the header section the image data follow.

The standard also specifies the following:
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TABLE 5.1: An Example of an ICD-10 Classification Table

Chapter I Certain infectious and parasitic diseases A00–B99

Chapter II Neoplasms C00–D48

Chapter III Diseases of the blood and blood-forming organs

and certain disorders involving the immune

mechanism

D50–D89

Chapter IV Endocrine, nutritional, and metabolic diseases E00–E90

. . .

Chapter IX Diseases of the circulatory system I00–I99

. . .

Chapter XV Pregnancy, childbirth, and the puerperium O00–O99

. . .

1. A set of protocols for devices communicating over a network.

2. The syntax and semantics of commands and associated information that can be ex-

changed using these protocols.

TABLE 5.2: DICOM Compliant Image File Format Representation

<___________________________________________ _______________________________><_______________ _____________>    

Transfer
Syntax

UID
Definition Value

0002,0000
File meta elements group

length
150

0002,0001 File meta info version 256
0008,0008 Image type SINGLE PLANEA
0008,0020 Study date 19941013
0008,0030 Study time 141917
0010,0030 Patient date of birth 19751025
0010,0040 Patient sex M
0028,0004 Photometric interpretation MONOCHROME2
0010,0020 Patient ID 556342B
0008,0090 Referring physician's name Dr. A
0008,0080 Institution name Medical Center
0010,0010 Patient's name Patient A

Header Image
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3. A set of media storage services and devices claiming conformance to the standard, as

well as a file format, and a medical directory structure to facilitate access to the images

and related information stored on media that share information.

The DICOM standard is used in almost all e-health applications handling medi-

cal images (i.e, picture-archiving and communicating systems, PACS, and telemedicine and

teleradiology).

5.2.4 Other Standards

ASTM (ASTM homepage. URL: http://www.astm.org/) is a standard for message exchange

about clinical observations, medical logic, and electrophysiologic signals.

ADA is a standard for data exchange and processing in the dental health care sector.

ANA is a standard for data exchange and processing for nursing services.

LOINC (The logical observation identifiers names and codes) provides a standard for a set of

universal names and codes, clinical observations, and diagnostic study observations.

EDIFACT is a set of standards for interchange of data between independent computer-based

systems.

5.3 BIOSIGNAL CODING STANDARDS
Biosignals in networked e-health applications are provided in numerical format (i.e., heart rate,

respiratory rate, temperature of body, arterial blood pressure, etc.) and as waveforms (Electro-

cardiogram, ECG, and Electroencephalogram, EEG). Numerical data are very easy to handle

and code in applications. Regarding the waveforms the acquisition and transmission of ECG

is the most usual technique for the determination and the verification of a patient’s condition

in a remote position. Almost all modern ECG (mobile/wearable or not) are equipped with

digital outputs and use digital techniques for communication. The computer-based coding and

communication of ECG is regulated by the Standard Communications Protocol, SCP-ECG.

SCP-ECG is a file format for ECG traces, annotations, and metadata. It is defined in the joint

ANSI/AAMI standard EC71:2001 and in the CEN standard EN 1064:2005.

Practical experience during implementation and in the field confirmed its usability for

telemetric applications as well as for data volume effective storage and retrieval (demonstrated

in the OEDIPE project [9]).

5.3.1 SCP-ECG Standard Description

SCP-ECG is similar to the DICOM formatting concept. The ECG data are divided into

different sections. Contents and format of each section are defined in the SCP document [10].

A global overview of the SCP-ECG data structure is presented in Table 5.3.
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TABLE 5.3: Overview of the SCP-ECG Data Structure

CRC CHECKSUM

SIZE OF THE ENTIRE SCP-ECG RECORD

POINTERS TO DATA AREAS IN THE RECORD (“Table of content”)

HEADER, e.g., PatID, Device ID, Recording ID (Time stamp, etc.)

ECG Data in optional formats without/with (selectable) compression methods

Various types of processing and over reading results

More specifically the information provided above is included in the SCP standard shown

in Table 5.4 [10].

Each section is divided into two parts: The section ID Header and the section Data Part

(see Fig. 5.1).

Although the section ID Header always has a length of 16 bytes, the section data part is

variable. The SCP standard allows for a rather large number of options to store and format the

ECG data. ECG data may be acquired at different sampling rates, with different quantization

levels; they may be not compressed or be compressed by selectable methods and an SCP-

ECG record may or may not contain analysis and over reading results. Also, the number of

leads, the length of the recording interval and even the simultaneity of leads is left open to the

manufacturers.

TABLE 5.4: SCP-ECG Data Fields

Mandatory 2 BYTES—CHECKSUM—CRC—CCITT OVER THE ENTIRE

RECORD (EXCLUDING THIS WORD)

Mandatory 4 BYTES—(UNSIGNED) SIZE OF THE ENTIRE ECG RECORD

(IN BYTES)

Mandatory (Section 0)

POINTERS TO DATA AREAS IN THE RECORD

Mandatory (Section 1)

HEADER INFORMATION—PATIENT DATA/ECG

ACQUISITION DATA

Optional (Section 2)

HUFFMAN TABLES USED IN ENCODING OF ECG DATA

(IF USED)
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TABLE 5.4: (Continued )

Optional (Section 3)

ECG LEAD DEFINITION

Optional (Section 4)

QRS LOCATIONS (IF REFERENCE BEATS ARE ENCODED)

Optional (Section 5)

ENCODED REFERENCE BEAT DATA IF REFERENCE BEATS

ARE STORED

Optional (Section 6)

“RESIDUAL SIGNAL” AFTER REFERENCE BEAT

SUBTRACTION IF REFERENCE BEATS ARE STORED,

OTHERWISE ENCODED RHYTHM DATA

Optional (Section 7)

GLOBAL MEASUREMENTS

Optional (Section 8)

TEXTUAL DIAGNOSIS FROM THE “INTERPRETIVE” DEVICE

Optional (Section 9)

MANUFACTURER SPECIFIC DIAGNOSTIC AND

OVERREADING DATA FROM THE “INTERPRETIVE” DEVICE

Optional (Section 10)

LEAD MEASUREMENT RESULTS

Optional (Section 11)

UNIVERSAL STATEMENT CODES RESULTING FROM THE

INTERPRETATION

Section ID Header

CRC
Section ID

No.

Section

Ver. No.
Protocol

Ver. No.
Length Reserved

Section Data Part

var = (section length) - 1616

611422

FIGURE 5.1: SCP-ECG section structure.
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C H A P T E R 6

Web Technologies for Networked

E-Health Applications

6.1 INTRODUCTION
When networking was first introduced in the field of medical applications, its role was limited

to facilitating the connectivity and exchange of data between a central data center and various

terminals in the scope of a clinical facility. In those days the resources provided by any trivial

and proprietary local area network were more than sufficient for the development of the desired

applications. Nowadays that networked e-Health applications of much larger scale and more

importantly much broader reach are produced, the scope of medical applications has by far

surpassed that of local area networks [1]. As one might expect, rather than reinventing the

wheel, for reasons related not only to cost but mainly to interoperability, current and emerging

networked e-Health applications rely on the existing networking infrastructure and standards,

i.e., the Internet and its protocols, in order to reach its users.

There have been at times, and still are, barriers of various natures for the utilization

of the Web and its technologies in a medical framework. For example, parameters such as

computer literacy and Internet access greatly affect the degree to which the existence of Web-

based applications provides for augmented accessibility to health services [2]. Ethical issues

also have a major role in the development of Web-based medical applications [3]. Still the

utilization of Web technologies in telemedicine and e-Health has already reached remarkable

extents and continues to grow. In this chapter we review the most important Web technologies

that commonly find application in a medical framework. We start with a brief overview of the

utilization of simple Web sites and the World Wide Web and continue to discuss XML data

format, mobile agents, Web Services, and security related issues.

6.2 THE WORLD WIDE WEB
Health related sites in the World Wide Web have reached an impressive population. It is

estimated that as many as 2% of all Web sites focus on health-related information. The degree

to which these resources are used is similarly high, with an estimated 50–75% of Internet users
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having looked online for such information at least once [4, 5]. Clearly, rather than such a

wealth of uncontrolled information, what is needed by individuals and clinicians alike is clear,

accurate, and well-presented information that one may rely on [6]. In this direction a number

of attempts have been made to filter the reliable from the not so reliable medical information

portals [7, 8].

Of course, the application of Web in e-Health is not limited to health-related portals;

much more sophisticated applications have been developed, which use the Web as their sup-

porting technology. As simple examples, [9] presents a Web-based tool for nutrition counselling

of patients at high cardiovascular risk, while [10] also combines the e-mail service, and [11]

develops customized browser plug-ins to suit both the expert and the novice Internet user pa-

tient. Decision support, more details on which are presented in Chapter 5, is also found in a

Web-based setting [12, 13].

Asynchronous communication is another area in which the Web provides a solution to

networked e-Health; as clinicians cannot be available online 100% of the time, communication

can be facilitated by tools that allow for asynchronous exchange of messages and medical data.

There are today a number of Web sites that have been developed specifically for this purpose.

Through a store and forward approach, asynchronous communication can be achieved between

patient and doctor [14]; this finds application mainly in the case of remote and chronic patients

who are not closely and directly supervised by a clinician. The asynchronous option is not only

supported for the communication between patients and doctors, but also for the communication

and interaction between different doctors [15].

A situation when networked e-Health proves its worth the most is disaster. As disasters

come across with no warning and at any place and time, it is practically impossible to have

the required resources, this including experienced medical personnel, in place in order to cope

with them; this is a gap that Web-based medical applications have been proven able to cover,

in both military and civilian circumstances. Medical networks set up specifically to provide the

infrastructure needed to support networked e-Health in a disaster framework include Global

Health Network (GHNet) [16], Global Health Disaster Network (GHDNet) [17], Relief

Web [18], and Virtual Information Center (VIC) [19], while the Rapid Health Assessment

Module also provides for quick sentence translation so that disaster relief can be provided in a

multilingual setting [20].

6.3 XML DATA REPRESENTATION
Similarly to any other system increasing in scale, networked e-Health systems are often formed

from the integration of multiple parts, often ones designed and developed by different people,

in the framework of different projects and sometimes even at different times. In order for the

integration of such components to be feasible, and the compatibility of future components
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FIGURE 6.1: http://www.emedicinehealth.com/ portal

to be assured, data representation issues need to be addressed in a formal manner. Ideally,

single representation standard would exist and all applications would adhere to it, making the

integration of any e-Health components a much simpler task.

As seen in Chapter 6, a number of standards have been proposed in the medical field, and

as a result useful medical information is already coded in a number of different formats in digital

information systems around the world. Certainly, telemedicine and e-Health applications can

benefit from the consideration of this information; rather than moving toward a totally novel

standard, the research community is focusing on ways to facilitate the exchange of data stored

in these existing formats over different types of Internet connections.

The problem of uniform data exchange over the Internet has been addressed by W3C

with the extensible mark-up language (XML) standard [21]. Using XML Schema (which has

rendered the use of Document Type Definitions obsolete) one may define the structure and

permitted contents of an XML file. Once the XML Schema has been shared, applications

developed independently by different people at different times and using different software

development platforms can safely exchange data using any networking channel; safely, of course,
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FIGURE 6.2: An example of an HL7 XML document

referring to the certainty of their ability to correctly connect to each other rather than to the

security of any established connection.

It is already clear that XML is the way to go for networked e-Health applications too.

Efforts have been made to combine XML with existing medical standards such as Health Level

Seven (HL7) [22] and Digital Imaging and Communications in Medicine (DICOM) [23],

some new XML-based standards have been proposed [24], while XML in general is being used

in numerous European and international systems to facilitate data exchange between end-users

often located in different countries.

6.4 WEB SERVICES AND MOBILE AGENTS
It is not only data format that one needs to consider on the Internet; the way to establish

communication is an issue itself at times. In this section we discuss Web services and mobile

agents, two technologies that aim to address issues related to connectivity and the way to

achieve it.

Web servers using HTTP to format pages and display information offer for a very intuitive

data presentation format that users can easily relate to. On the other hand, without strong

natural language processing and understanding tools, it is not possible for software components
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to automatically extract useful information from Web sites. Similarly, although search engines

offer for very intuitive searches by providing both simple and complex input options, their

proprietary form makes it impossible to develop generic software modules to perform searches

using them.

In order to allow for the Web present information and services to become available to

software components in an automated manner, W3C has proposed using Web Services to share

services and the XML-based Web services description language (WSDL) to describe them

[21]. Similarly to XML and XML Schema, once the query and result parameters for a Web

Service have been described using WSDL and the file has been shared, any informed application

is able to successfully query the service and parse the provided results.

In Fig. 6.3 we present a typical setup for a Web service-based application. Web Services

formalize the structure of the exchanged data, so that server and client components can be

developed independently and in possibly quite different platforms, while the SOAP protocol

formalized the format of the data, thus making the application independent of the underlying

data communication channel.
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FIGURE 6.3: A sample architecture for Web Service application
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Although Web Service technology is quite new, its excellent characteristics have allowed

it to have an early adoption in various fields, networked e-Health being one of them. More and

more medical systems are developed using Web Services and WSDL to describe the developed

features, rather than simply using XML and sharing XML Schemas [25–28].

Other issues one might choose to consider include that of services that might be un-

available at a given time, as well as that of large amounts of data needing to be processed for a

simple conclusion to be reached. In both cases the traditional client–server approach proves to

be suboptimal, with a lot of time being spent online before the required information is acquired.

As an example of online time being too expensive to maintain for long, one can see, for exam-

ple, the case of Antarctica. There, with INMARSAT having to be used in order to support for

exchange of medical data, a different approach needs to be followed [29].

Mobile agents have been proposed in order to tackle such problems. They are agents that

can physically travel across a network and perform tasks on machines that provide agent-hosting

capability. This allows processes to migrate from computer to computer, for processes to split

into multiple instances that execute on different machines, and to return to their point of origin.

Their benefits include:

• Task delegation at offline time. Once the agent has been sent, the local host can be

disconnected from the Internet and only connected at a later time again in order to

receive the agent together with its findings.

• Bandwidth conservation. When data and network intensive queries need to be performed

in order to reach a conclusion or to acquire statistics, the agent travels to the host of

the database, runs the queries locally, and returns with the results.

• Privacy. With agents examining information locally, sensitive data do not have to be

transmitted over the Internet any more.

• Parallel processing. Agents also possess the ability to split themselves, so that different

copies are sent at the same time to different locations.

Mobile agents have also found application in the medical field. For example, the following

networked e-Health systems utilize agent technology [29–31].

6.5 SECURITY ISSUES
Security-related issues have played a major role as obstacles to the further penetration of the

Internet and its services in everyday life. For example, Business Week has provided evidence in

the past that the main user reservation for using the Internet is the lack of privacy, rather than

cost-related issues. Obviously, when it comes to the exchange of sensitive private information,

especial medical information, user reservation is even higher. Additionally, the legal issues that
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need to be considered are equally severe, causing service providers, i.e. medical organizations

such as hospitals, to also have reservations [32]. As the contribution made by telemedicine

and e-Health is evident and immense, this is not an issue of whether the Internet and com-

munications in general should be used in a medical framework. The question is rather how

these communications shall be protected from the different types of risks that lurk in network

environments.

First of all one needs to identify the risks, starting from what it is that may be in danger.

In the case of networked e-Health, there are two main risks to consider: security and privacy

violations. Although often mistakenly treated as synonyms, the two terms refer to distinct and

equally important properties. Security of the data refers to the protection of their content, while

privacy refers to the protection of the identity of their source or owner. For these to be protected,

technical, procedural, and organizational measures need to be taken by organizations and/or

individuals communicating sensitive data over insecure channels [33]. As far as the technical

aspect is concerned, it is typically general purpose Information Security Technologies (ISTs)

and Privacy-Enhancing Technologies (PETs) that are being ported in the medical framework

in order to enhance protection levels.

An important effort is being made in order to standardize the way to pursue protection at

an international level [34], and works are presented that attempt to set the guidelines for secure

and private communications in the medical sector through the careful examination of real life

scenarios [33]. Unfortunately, a common conclusion is that regardless of the technical solutions

available, major attention needs to be given to procedural and organizational issues, as systems’

security is often jeopardized by user actions far before malicious attacks of a technical nature

take place.

When it comes to the specific technologies and methodologies used in order to max-

imize privacy and security, with the exception of some standardization bodies, such as CEN

and HL7, that have proposed Electronic Healthcare Record architectures that address issues

of authorization, access permissions, and data exchange between different applications [35],

there are no networked e-Health specific tools; it is the general purpose security techniques that

are applied in the medical field as well. And although there have been at times concerns that

augmented security might imply reduced utility [36], it is now generally accepted that security

measures can be transparent and have no obvious effect on the amount and quality of services

available.

Given that communication channels are insecure by nature, the most common technical

measure used to ensure security is that of encrypted data exchange. Using the Secure Sockets

Layer (SSL) protocol, data can travel over insecure channels and third parties are able to intercept

it, but only the intended recipient is able to decrypt the message in order to retrieve the original

data. The process relies on the public key infrastructure (PKI) [37, 38].
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FIGURE 6.4: Using the PKI for data exchange

A key is a sequence of symbols which is utilized by the SSL algorithms in order to process

data and produce an encrypted form of it. The complexity of the algorithm and the length of the

key are such that a brute force attack on an encrypted message is computationally intractable,

and thus encrypted data are generally considered as secure. The process that generates the public

key also produces as a combined product the private key. This is another sequence of symbols

of equal length that can be utilized by a similar decrypting algorithm in order to retrieve the

original message. The first key is made public by publishing in the PKI, so that everyone can

send secure messages to a given recipient, while the second is kept private at the recipient, and

thus the names public and private key.

In Fig. 6.4 we outline the process of secure communication utilizing public and private

keys. The PKI authority issues public/private key pairs for every authorized host and makes

the public ones freely available to anyone that requests them. In order to securely transmit a

document to host B, host A requests the public key that corresponds to B and utilizes it to

encrypt the message. Thus, even if a third part intercepts the communication, the intercepted

document is encrypted and cannot be accessed without the private key that only host B has.

Although this assures to a high degree the security of the transmitted data, it leaves

another door open for fraud: third parties may be unable to intercept transmitted data, but they

are able to impersonate the other end of the communication, thus intercepting sensitive data

stored on the other end. In order to protect from this possibility, a reliable method for identity

verification is required. IP address checks, MAC address checks, username password sessions,

and even using encrypted transmission and frequent challenges as in the Challenge Handshake
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FIGURE 6.5: Using the PKI for identity verification

Authentication Protocol (CHAP) are all imperfect measures that do not guarantee absolute

security.

The most reliable known approach to identity authentication is again provided by the

PKI and relies on the commutative property of the keys: alternatively to using the public key for

encryption and the private one for encryption, the private one may be used on the encrypting end

and the public one on the decrypting end, as seen in Fig. 6.5. This process does not guarantee

data security, as any third party is able to use the publicly available public key to perform the

decryption. What it does provide for is reliable identity verification as only the real sender

possesses the private key and is able to correctly encrypt the data; data transmitted by any third

party cannot be meaningfully decrypted by the recipient, and thus are rejected as generated by

an unauthorized sender.

In real life it is customary to maximize security by utilizing the sender’s private key in

order to reencrypt the message, thus providing for identity verification, and then using the

recipient’s public key to encrypt the data, thus providing for data security. At the recipient end

the reverse process is followed, with the recipient’s private key used first and the sender’s public

key second.

Although the SSL and the PKI provide a reliable solution for secure communications

over the Internet, when wireless ad hoc networks are utilized encryption can only provide for

reduced security levels. The reason behind this is mainly that portable networking devices typi-

cally have reduced computational capabilities and are unable to process adequately complex keys
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and algorithms when real-time exchange of data is required. Thus, specialized (and typically

reduced in performance) encryption methodologies need to be applied [39, 40]. Actually, secu-

rity concerns and corresponding solutions exist for any type of connectivity pursued, as well as

for any type of protocol or methodology utilized; one can consider security in Web servers, in

XML documents, in mobile agents, and so on.

What one typically finds in real life installations is the combination of different security

measures, each one focusing at different levels and stages of the communication process, thus

protecting from different types of vulnerabilities [32, 41].
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C H A P T E R 7

Distributed Collaborative Platforms

for Medical Diagnosis over

the Internet

7.1 INTRODUCTION
Hospitals are nowadays sufficiently rich in their infrastructure to handle the internal adminis-

trative and clinical processes for their inpatients. However, this kind of information exchange

is usually reduced at regional level, and the need to integrate the processes in geographically

distributed and organizationally independent organizations and medical personnel has arisen.

This challenge leads the design of health information applications to combine the principles

of heterogeneous Workflow Management Systems (WfMSs), the peer-to-peer networking ar-

chitecture, the World Wide Web, and the Visual Integration concepts to facilitate medical

information exchange among geographically distributed personnel.

Under this scope, the goal of this chapter is to present the concept of Web-based col-

laborative systems for the facilitation of physician’s communication at remote locations. Such

systems enable communication via audiovisual means through a public network. The Health

Level Seven (HL7), the Clinical Data Architecture (CDA), and the Digital Imaging and Com-

munications in Medicine (DICOM) standards [1, 2] are used for the transfer and storing of

the medical data.

7.2 STATE OF THE ART REVIEW
The development of a distributed collaborative system has received the attention of several

research groups. For instance, Collaboratory for Research on Electronic Work (CREW) [8] is

a typical example of a collaborative system implemented in the University of Michigan. The

specific computer-based environment is able to give multiple access to shared documents and

provides CREW community with information about other CREW members, their activities,

location, availability, and interests. Moreover, it supports collaboration tools such as postable

notes and e-mail.
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Healthcare information collaborative systems preoccupy the medical informatics research

community as well. InterMed [9] is a system aiming at the development of a robust framework

for medical collaboration, using the Internet as the basic network. The project TeleMed [10]

supports both real-time and off-line sessions. Multiple physicians at remote locations are able

to view, edit, and annotate patient data on real-time. This project focuses on security and

confidentiality services, access to online knowledge, clinical data access and sharing, as well

as collaborative policies, procedures, and guidelines. The ARTEMIS project aims at “advance

cooperative activities of healthcare providers to promote the delivery of total and real-time care”

[11]. A group of developers, physicians, and healthcare researchers are using prototypes and

commercial off-the-shelf technologies to develop an open collaboration healthcare environment.

In ARTEMIS, community care networks consist of a collection of primary and specialized care

providers, who collaborate to meet the healthcare needs of the community. The communication

infrastructure allows primary care physicians to consult with remote specialists with computer

support for X-rays, ultrasound, voice-annotations, and other multimedia information.

Another project focusing on the healthcare collaboration domain is the virtual medical

office [12], which is an integrated environment that encourages users to take active participation

in the management of their health. It provides access to digital medical libraries, yellow pages,

and regional healthcare resources.

WebOnCOLL [13] has been designed in the context of the regional healthcare network of

Crete and employs the infrastructure of regional healthcare networks to provide integrated ser-

vices for virtual workspaces, annotations, e-mail, and on-line collaboration. Virtual workspaces

support collaborative concepts like personal Web pages, bulletin boards, discussion lists, shared

workspaces, and medical case folders. Annotations provide a natural way for people to interact

with multimedia content, while e-mail is one of the most popular forms of communication

today. Finally, another type of health collaborative application is described in [14]. The pre-

sented application uses a multiuser environment for collaboration with multimodal human

machine interaction. Audio–video teleconferencing is also included to help the radiologists to

communicate with each other simultaneously while they are working on the mammograms.

7.3 COLLABORATIVE ARCHITECTURAL ASPECTS
Examining networked applications from an architectural aspect, we find that the most common

architectures used today are the client–server, the 3-tier or n-tier, and the peer-to-peer net-

working schemas. Client–Server scheme is the “network architecture in which each computer

or process on the network is either a client or a server. Servers are powerful computers or pro-

cesses dedicated to managing disk drives (file servers), printers (print servers), or network traffic

(network servers). Clients are PCs or workstations on which users run applications. Clients rely

on servers for resources, such as files, devices, and even processing power.” N-tier application
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architecture [7] provides a model for developers to create a flexible and reusable application. By

breaking up an application into tiers, developers only have to modify or add a specific layer, rather

than having to rewrite the entire application over, if they decide to change technologies or scale

up. In the term “N-tier,” “N” implies any number—like 2-tier or 4-tier, basically any number of

distinct tiers used in a specific architecture. Peer to Peer [15, 16] on the other hand is the “type of

network in which each workstation has equivalent capabilities and responsibilities. This differs

from client–server architectures, in which some computers are dedicated to serving the others.”

The upside of the peer-to-peer architecture is that it is more dependable, reliable, and

available, as there is no single point of failure; instead information is usually replicated at several

peers. In addition it is relatively inexpensive, it causes low network workload by skipping extra

reroutes, and it is fairly simple to set up and manage. Furthermore, it scales better because there

is no single point of access since there is no machine called server, and also no server farm. The

flip side is that it is limited in extensibility, tends to overburden user workstations by having

them play the role of server to other users, is largely insecure, and is typically unable to provide

system-wide services since the typical workstation will run a standard desktop operating system

incapable of hosting any major service (e.g., a post office). Table 7.1 summarizes the benefits

and the fault backs of the peer-to-peer and the client–server architectures related to the needs

of the medical collaboration platform [15, 16].

7.4 COLLABORATIVE PLATFORM—MAIN FUNCTIONS
AND MODULES

The subsections below describe the main functions and modules available in most of medical

collaborative platforms.

7.4.1 Users’ Registration

Each physician wishing to join a collaboration session has to register him- or herself at a

medical collaborative platform. During the registration procedure, the physician provides the

system with information about his/her identity and specialty. In most cases the registration is a

face-to-face process in order to ensure the integrity of the physician’s personal information.

7.4.2 On-line Calls

In order to initiate a session, a physician (named physician A) selects from the “on-line medical

personnel” list the remote physician (physician B) whom he/she wishes to contact. His/her

module sends a communication request to the selected doctor. On the remote doctor’s side,

physician B receives the call and accepts it. Physician B’s module returns to the initiator of the

communication an acknowledgment. Such a procedure is depicted in the sequence diagram of

Fig. 7.1.
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TABLE 7.1: Client–Server vs Peer-to-Peer Networking Architectures

PLATFORM

REQUIREMENTS PEER-TO-PEER CLIENT–SERVER

Collaboration sessions:

Best quality of

communication

Point-to-point

communication, direct

exchange of data, no extra

reroutes,

Extra rerouting through

the server module

Centralized physician

management

Does not support centralized

control

Centralized user and

network management

Security schema Distributed security schema,

difficult to set up and

manage

Centralized security

schema, easy to control

Administrative control No need of a central

administrator, limited

responsibilities

The existence of an

administrator is crucial,

various and essential

responsibilities

Use of a centralized

medical database

No centralized control over

the database

Server can provide

centralized control of

database access list, easy

data distribution

Expandability Significantly easy to expand,

low complexity, ad hoc

infrastructure

High complexity on

expanding architecture,

Slow-moving on new

adaptations

Availability High level of availability due

to distributed architecture

Low level of availability in

case of traffic or server

malfunction, i.e., system

crash, denial of service
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FIGURE 7.1: Communication sequence diagram of a collaborative session
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Assuming that physician A wishes to retrieve medical record data of a specific patient,

he/she fills up the related form with the patient’s name and the specific data and commits a

query to a middleware entity (called hereafter Collaboration Management Unit, CMU). Upon

receiving the data, physician A informs physician-B device about the patient’s name and the

committed SQL query. Physician B from his/her part follows a similar procedure and receives

the patient’s data as well. As soon as both physicians successfully retrieve the requested part

of the patient’s record, they can manipulate the data and exchange opinion about patient’s

condition.

7.4.3 Patient Record and Medical Image Transfer

Patient’s medical data are stored in an electronic health record database that connects with

the CMU middleware database. Most of computer-based patient systems follow the standards

for incident-based electronic health record (EHR) storage, including information such as de-

mographic data, medical history, and previous diagnoses and medical examinations (such as

medical images, ECG/EEG biosignals, etc). Medical images comply with the DICOM format

[4]; therefore, a DICOM viewer is incorporated in such platforms.

7.4.4 Video–Audio Communication

Most of the medical collaborative platforms enable video and audio conference as well as

message communication. On the lowest level of the applications, standards are responsible for

translating, sending, and receiving application’s information. Information can be transferred

over the Internet or corporate intranet using both TCP and UDP connections. TCP is used

primarily for data transport and call control, while UDP enables secondary connections for

transmitting and receiving audio and video. Winsock provides the interface to the network

stack and maps information between the programs and the network.

Most of the collaborative applications support H.323 for audio and video conferencing.

The ITU H.323 standard for audio and video conferencing provides a set of standard audio

and video codecs capable of encoding and decoding the input and output from audio and video

sources that is transmitted over various connection rates and networks that do not provide

a guaranteed quality of service. By using H.323, the application can support many different

modes of Internet telephony and can send and receive audio and video information to H.323-

compatible nodes. H.323 computers and equipment can carry real-time video, audio, and data,

or any combination of these elements. This standard is based on the Internet Engineering Task

Force (IETF) Real-Time Protocol (RTP) and Real-Time Control Protocol (RTCP), with ad-

ditional protocols for framing, call signaling, call control, data and audiovisual communications,

and for negotiating the information flow and sequencing.
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7.4.5 Workspace Management

The workspace of the doctor’s module consists of the basic image-processing tools offering the

capability of interaction in real time with his/her colleague located on the other end of the

session. Upon loading the medical images on the DICOM viewer, all editing taking place on

his/her side is automatically displayed on the image of the other party. Note that one part at a

time can have access to the editing tools.

The features of the tools mostly implemented are the following:

• Image comments. Doctors can comment the image by writing particular observations on

specific points of interest.

• Use of annotations. This feature enables user to draw geometrical schemes with his/her

mouse selection ROIs (region of interests) and relay this information to the other end.

• Multiple color channels Physicians are able to select different colors or spectrum channels

for image viewing.

• Contrast and brightness configuration. Medical personnel can set via scrollbars the contrast

and the brightness level of the medical image displayed.

• Image scaling (zoom-in, zoom-out). Medical personnel can increase and decrease the

zoom level of a picture via special buttons.

7.4.6 Image Compression

The most amount of bandwidth during the on-line collaboration sessions is consumed by

medical images. The data throughput is significantly enhanced if the images are compressed.

Many compression algorithms have been presented in the past. These can be classified to lossless

and lossy. In the former case the reconstructed image is identical to the uncompressed one while

in the latter there is loss of information. All the reviewed platforms have the capability of

transmitting lossless compressed images.

7.4.7 Security Issues

Specific attention in medical collaborative platforms is drawn toward the security requirements.

The transmission of sensitive medical data related to the patient heath record through a public

network arises the problem of communication privacy. Most of the approaches followed include

the incorporation of encryption algorithms that achieve confidentiality, authenticity, and in-

tegrity of the data and the adoption of PKI infrastructure for consistent user authorization and

authentication. The middleware CMU entity applies and manages the system’s security policy.

The policy is predetermined by the system administrator and authorized by the health orga-

nization that controls the system. The policy consists of specific rules assigning physicians to

authorization groups. The group definition is based on the geographical regions; i.e., the group
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FIGURE 7.2: A PKI-based security scheme

of North Aegean consists of physicians whose hospitals are placed in the North Aegean region,

group of South Aegean, etc. Each group has specific rights over patients’ data; i.e., a doctor that

belongs to the North Aegean group can access medical data stored on hospital databases placed

in that specific region. Since patients’ data are stored on databases, specific countermeasures

have to be taken to ensure data confidentiality. In order to meet this requirement each group

receives a username and password that provide read access to databases.

Note that during collaboration both physicians need to have access to data related to the

patient cross-examined. What happens in case that only one part of the communication has

access to that information? One possible solution is to allow the authorized doctor to forward the

information directly to the nonauthorized doctor. However, this solution would be inefficient in

terms of performance, since it would cause additional load to doctor’s device. A better approach

would include a daemon running on CMU machine dedicated to users’ access management.

The basic idea is to create a temporary user account for nonauthorized users with a specific

validity period. By using this account users can have access to the patient’s data during a specific

session. As soon as the session ends the temporary account is removed from the database. A

security scheme based on public key infrastructure (PKI) is depicted in Fig. 7.2.

7.5 CONCLUSIONS AND CHALLENGES FOR THE FUTURE
The chapter discusses the domain specific technological issues regarding medical collaboration

platforms. Considering the fact that physicians are not computer experts, it is of high importance

to build a user-friendly platform, adopting most of the desired functionality that users need

during a collaboration session. Taking into account the great amount of data that a medical
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record has, the platform requires medium bandwidth resources; however, the data throughput

may be enhanced by compression methods. Remaining future challenges are the enhancement of

the main functionalities in terms of speed, user friendliness, HCI, ergonomics, data compression

and security, and the transition to the mobile paradigm by implementing platforms to work on

personal digital assistants (PDAs) and smart phones.
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C H A P T E R 8

Distributed Telemedicine Based on

Wireless and Ad Hoc Networking

8.1 INTRODUCTION
The introduction of small and portable personal digital assistants (PDAs), mobile phones,

and wireless communication, in general, has already changed the way we communicate with

each other for everyday routine interaction. In the healthcare sector this reality enabled the

development of advanced wireless distributed telemedicine services for remote areas.

In recent years several telemedicine applications have been successfully implemented

over wired communication technologies like POTS (Plain Old Telephone Services), ISDN,

and xDSL. However, nowadays, modern wireless telecommunication means like the GSM, the

GPRS, and the UMTS mobile telephony standards, as well as satellite communications and

Wireless Local Area Network (WLAN) allow the operation of wireless telemedicine systems

freeing the medical personnel and/or the subject-monitored bounded to fixed locations [1].

Telemedicine applications, including those based on wireless technologies, span the areas

of emergency healthcare, telecardiology, teleradiology, telepathology, teledermatology, teleopht-

lalmology, and telepsychiatry. In addition, health telematics applications enabling the availability

of prompt and expert medical care have been exploited for the provision of healthcare services

at understaffed areas like rural health centers, ambulance vehicles, ships, trains, airplanes, as

well as for home monitoring [1].

The scope of the present chapter is twofold. It provides, in its first part, a concise report in

the enabling wireless technologies that are applied in the distributed and mobile telemedicine

sector [2]. The second part of the paper presents the special features for digital signals, images,

and videos transmission in mobile telemedicine systems and discusses the application of wireless

ad hoc networks in telemedicine. A wireless ad hoc network is a collection of two or more wireless

devices that have the possibility of wireless communication and networking without the help

of any infrastructure. The chapter presents the particular characteristics of communication

with ad hoc networks in mobile telemedicine applications and provides examples of such ad hoc

networking utilization.
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8.2 EMERGING MOBILE TELEMEDICINE TECHNOLOGIES
In this section we highlight the main wireless communications technologies that have been used

and are about to be used in mobile telemedicine systems, namely GSM/GPRS, satellite, 3G

(UMTS), DVB-H/T (Digital Video Broadcasting for Television/Handheld devices), WPAN

(Wireless Personal Area Network), and WLAN (Wireless Personal Area Network) [1]. These

systems are summarized in Table 8.1.

GSM is a system currently in use and is the second generation (2G) of the mobile

communication networks. When it is in the standard mode of operation, it provides data

transfer speeds of up to 9.6 kb/s. Through the years the HSCSD technique makes it possible

to increase the data transmission to 14.4 kb/s or even triple at 43.3 kb/s [3, 4].

The evolution of mobile telecommunication systems from 2G to 2.5G (iDEN 64 kb/s,

GPRS 171 kb/s, EDGE 384 kb/s) systems provides the possibility of faster data transfer rates,

thus enabling the development of telemedicine systems that require high data transfer rates and

are currently only feasible on wired communication networks [3].

The fast development of current 3G wireless communication and mobile network tech-

nologies will be the driving force for future developments in mobile telemedicine systems. 3G

wireless technology represents the convergence of various 2G wireless systems. One of the most

important aspects of 3G technology is its ability to unify existing cellular standards under one

umbrella [3].

In recent years other mobile network technologies such as WLANs and WPANs have

become popular. WLAN allows users to access a data network at high speeds of up to 54 Mb/s

as long as users are located within a relatively short range (typically 30–50 m indoors and 100–

500 m outdoors) of a WLAN base station (or antenna). In the US WLAN operates in two

unlicensed bands: a) 802.11b and 802.11g operate in the 2.4 GHz band, together with many

other devices including Bluetooth and cordless telephones and b) 802.11a (Wi-Fi 5.2 GHz)

operates in the 5.2 GHz band, which at this point is relatively free of interference from other

electrical devices operating in this band [5, 6].

WPANs are defined with IEEE standard 802.15. They are considered quite important for

the e-health sector, and though they are included in Table 8.1 they will be discussed separately

in the next chapter, which presents pervasive computing in e-health.

The recent surge research of mobile ad hoc networking will also trigger a parallel research

activity in the application of these emerging technologies for mobile telemedicine. It is expected

that 4G will integrate existing wireless technologies including UMTS, GSM, WLAN, WPAN,

and other newly developed wireless technologies into a seamless system. Some expected key

features of 4G networks are stated as: a) high usability b) support for telemedicine services at

low transmission cost, c) 4G provides personalized services in order to meet the demands of

different users for different services, and d) 4G systems provide facilities for integrating services.
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TABLE 8.1: Main Wireless Communication Networks/Standards

DATA CORRESPONDING

FREQUENCY TRANSFER TELEMEDICINE

SUBTYPE BAND RATES APPLICATIONSTYPE

IEEE 802.11a 5 GHz 54 Mb/s • Access to medical

IEEE 802.11b 2.4 GHz 11 Mb/s data in hospital

IEEE 802.11g 2.4 GHz 54 Mb/s environments

Wireless HIPERLAN 1 5 GHz 23.5 Mb/s • In hospital patient

LAN/PAN HIPERLAN 2 5 GHz 54 Mb/s telemonitoring

Bluetooth 2.4 GHz 1 Mb/s • Home care and

HomeRF 1.0 2.4 GHz 2 Mb/s smart homes

HomeRF 2.0 2.4 GHz 10 Mb/s applications

GSM-900 900 MHz 9.6–43.3 kb/s • Emergency

GSM GSM-1800 1800 MHz 9.6–43.3 kb/s telemedicine

GSM-1900 1900 MHz 9.6–43.3 kb/s • Patient

telemonitoring in

random locations

GPRS GPRS 900/1800/

1900 MHz

171.2 kb/s

3G/UMTS UMTS 2 Mb/s • High bandwidth

mobile telemedicine

ICO C, S band 2.4 kb/s

Globalstar L, S, C band 7.2 kb/s • Location based

Iridium L, Ka band 2.4 kb/s telemedicine

Cyberstar Ku, Ka band 400 kb/s– • High bandwidth

30 Mb/s telemedicine

Satellite Celestri Ka band, 155 Mb/s

40–50 GHz • Regional healthcare

Teledesic Ka band 16 kb/s–64

Mb/s

networking

infrastructure

Skybridge Ku band 16 kb/s–2

Mb/s

DVB DVB-T 5/6/7/8 MHz 5–32 Mb/s

DVB-H 5/6/7/8 MHz 10 Mb/s
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The main technological characteristics of 4G systems are expected to be transmission

speeds higher than in 3G (min 50–100 Mb/s, average 200 Mb/s), system capacity larger than

in 3G by ten times, transmission costs per bit 1/10 to 1/100 of that of 3G, support for Internet

protocols (IPv6), various quality of service (QoS) providing many kinds of best effort multimedia

services corresponding to users demand, and user-friendly services where users can access many

services in a short time span as compared with other wireless systems of longer waiting times

for response.

4G advances will provide both mobile patients and citizens the choices that will fit their

lifestyle and make easier for them to interactively get the medical attention and advice they

need; when and where it is required and how they want it regardless of any geographical

barriers or mobility constraints. The concept of including high-speed data and other services

integrated with voice services is emerging as one of the main points of future telecommunication

and multimedia priorities with the relevant benefits to citizen-centered healthcare systems [3].

These creative methodologies will support the development of new and effective medical care

delivery systems into the 21st Century. The new wireless technologies will allow both physicians

and patients to roam freely, while maintaining access to critical patient.

Finally, DVB-T/H stands for digital video broadcasting for television/handheld devices,

and it is the standard for digital, terrestrial television in Europe and beyond. The MPEG-2

technology for data compression and multiplexing makes it possible to use the existing frequency

channels for a multiplied number of TV programs or equivalents. Furthermore, IP data can be

encapsulated directly into the MPEG-2 transport stream using the multiprotocol encapsulation

method (MPE), standardized within the DVB system. By this means, a DVB-T or DVB-H

network can be designed for mobile reception in order to deliver medical data and IP packet

streams [10].

8.3 DISTRIBUTED MOBILE TELEMEDICINE REQUIREMENTS
The range and complexity of telecommunications technology requirements vary with specific

medical or health applications. However, generically defined digital medical devices impose the

telecommunications performance requirements. Table 8.2 illustrates a sampling of several of

the more common digital medical devices that may be used in distributed telemedicine. Except

for the last few items contained in the table (starting with ultrasounds and running through full

motion video), the majority of vital sign medical devices require relatively low data transmission

rates [11].

Regarding the transmission of medical images, there are essentially no theoretical band-

width requirements, but lack of bandwidth needs longer transmission time. Yet, high-quality

medical images such as a single chest radiograph may require from 40 to 50 Megabytes. In
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TABLE 8.2: Data Rates of Typical Devices Used in Telemedicine

IMAGE RESOLUTION
DATA RATE

SPATIAL CONTRASTDIGITAL DEVICE REQUIRED

Digital blood pressure monitor

(sphygmomanometer)

− − <10 kb/s

Digital thermometer − − < 10 kb/s

Digital audio stethoscope and

integrated electrocardiogram

− − <10 kb/s

Ultrasound, cardiology,

radiology

512 × 512 ×8 256 KB (image size)

Magnetic resonance image 512 × 512 ×8 384 KB (image size)

Scanned x-ray 1024 × 1250 ×12 1.8 MB (image size)

Digital radiography 2048 × 2048 ×12 6 MB (image size)

Mammogram 4096 × 4096 ×12 24 MB (image size)

Compressed and full motion

video (e.g., ophthalmoscope,

proctoscope, etc.)

− − 384 kb/s to 1.544

Mb/s (speed)

practice, it is desirable to transmit medical images during a single patient visit, so as to at least

avoid a follow-up visit.

Medical image compression techniques have primarily focused on lossless methods, where

the image has to be reconstructed exactly from its compressed format due to the diagnostic use.

The medical compression issue has been thoroughly discussed in Chapter 4.

About the digital video compression, the DICOM committee has not yet adopted any

standard. The adoption of MPEG-2 is possible, but this is limited by the MPEG-2 require-

ment for constant delay method for frame synchronization. On the other hand, the transmission

of off-line video is still possible. It is important to distinguish among the requirements for real-

time video transmission, off-line video transmission, medical video and audio for diagnostic

applications, and nondiagnostic video and audio. Real-time video transmission for diagnostic

applications is clearly the most demanding. Off-line video transmission is essentially limited

by the requirement to provide patient–doctor interaction. Real-time diagnostic audio applica-

tions include the transmission of stethoscope audio or the transmission of the audio stream
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that accompanies the diagnostic video. Good quality diagnostic audio at 38–128 kb/s using

Dolby AC-2 has been achieved, while MPEG-1 Layer 2 audio (32–256 kb/s) or Dolby AC-3

(96–768 kb/s) may also be used. For nondiagnostic applications such as teleconferencing, H.261

(64 kpbs–1.92 Mb/s) and H.263 (15–64 kb/s) may be acceptable. A typical application will

require a diagnostic audio and video bitstream, in addition to a standard teleconferencing bit-

stream [1, 13, 14].

Reviewing literature, from 150 papers (including both conference and journal papers)

published under the mobile telemedicine from year 1979 until now, we selected 50 distributed

applications. These systems covered a significant component of the whole spectrum of health

telematics applications grouped under the wireless technologies of GSM/GPRS, satellite, radio,

and WLAN and into the areas of emergency healthcare, telecardiology, teleradiology, telepsy-

chology, teleopthalmology, and remote monitoring. The majority of these applications utilize

the GSM network and the areas of emergency telemedicine, remote monitoring, and telecar-

diology. Satellite links were also used in many telemedicine applications and most of them

were used for remote monitoring. Satellite systems have the advantage of worldwide coverage

and offer a variety of data transfer speeds, even though satellite links have the disadvantage of

high-operating cost. Finally, WLAN technology is an emerging technology already applied for

emergency telematics and teleradiology [1, 13–17].

8.4 AD HOC NETWORKS IN DISTRIBUTED MOBILE
TELEMEDICINE APPLICATIONS

Mobile ad hoc networks represent complex distributed systems that consist of wireless mobile

nodes, which can freely and dynamically self-organize into arbitrary and temporary, “ad hoc”

network topologies, allowing people and devices to seamlessly internetwork in areas with no pre-

existing communication infrastructure or centralized administration. In such an environment,

provision of medical data communication is currently dependent on low-bandwidth point-to-

point telemedicine systems. An easily field-deployable ad hoc wireless network or even a basic

sensor network could provide a significant improvement in real-time patient monitoring and

emergency communications capability in general [18, 19].

From the standards that have already presented for transmission in mobile telemedicine

networks, the ones that have the possibility to support ad hoc communication or could do it

through modifications and changes are: a) IEEE 802.11, b) HIPERLAN/2, c) Bluetooth, and d)

HomeRF [6, 7, 20]. The Bluetooth and HomeRF standards could not be compared with IEEE

802.11 and HIPERLAN/2 because their possibilities are more for a WPAN than for a WLAN.

In a prehospital environment such as a patient’s home it is important to capture his/her

clinical data and transfer them to a diagnostic center (DC) for earlier diagnosis, with reasonable

speed. A mobile ad hoc network with various devices such as PDAs, laptops, digital electrocar-

diogram machines, and cellular phones may be established in this case.
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The advancement of mobile ad hoc network technology has the potential to allow a

physician to get patient’s information anywhere and even before the patient reaches the hospital.

Timely access of patient’s information may fundamentally improve patient care in both pre- and

inhospital setting with doctors’ earlier access of patient information and thus intervention. For

example in prehospital environment, patient’s data such as the electrocardiogram of a patient

with chest pains, and other clinical data, are rarely send to hospital before the ambulance arrival

[21].

In addition, inhospital environment the doctors and the nurses want sometimes to com-

municate based on not constant infrastructure. Similarly, in hospital the visiting doctors and

the stretcher-bearers could communicate with the internal doctors and receive or transmit in-

formation through ad hoc networks [18, 22].

Another case that ad hoc networks use in mobile telemedicine systems is Wireless Sensor

Networks (WSNs). WSNs consist of a large number of tiny devices capable of executing sensing,

data processing, and communication tasks and as such can be applied in numerous user scenarios

in healthcare monitoring. WSNs consist of a subcategory of WPANs, and they will be presented

in the next chapter.
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C H A P T E R 9

Ambient Intelligence and Pervasive

Computing for Distributed

Networked E-Health Applications

9.1 INTRODUCTION
In this chapter we present the concepts of ambient intelligence and pervasive computing in

electronic healthcare systems. Both concepts refer to the availability of software applications

and medical information anywhere and anytime and the invisibility of computing; computing

modules are hidden in multimedia information appliances, which are used in everyday life

[1]. Pervasive healthcare systems refer mostly in patient remote monitoring or telemonitoring,

which is an important sector of distributed telemedicine. Patient telemonitoring involves the

sensing of a patient’s physiological and physical parameters and transmitting them to a remote

location, typically a medical center, where expert medical knowledge resides [11, 18].

A typical telemonitoring system has the ability to record physiological parameters and

provide information to the doctor in real time through a wireless connection, while it requires

sensors to measure parameters like arterial blood pressure, heart rate, electrocardiogram (ECG),

skin temperature, respiration, and glucose or patient position and activity [19]–[23]. Filtered

signals and medical data are either stored locally on a monitoring wearable device for later

transmission or directly transmitted, e.g., over the public phone network, to a medical center.

Such architecture is depicted in Fig. 9.1.

The vital signals that may be monitored by pervasive system and corresponding dependant

variables are presented in Table 9.1. Each biosignal provides different and complementary

information on a patient’s status, and for each specific person the anticipated range of signal

parameters is different. For example, heart rate may vary between 30 and 250 beats/min for

normal people in different circumstances; likewise, breathing rate could be between 5 and 50

breaths/min. electroencephalogram (EEG) and ECG are considerably more complex biosignals

with spectra up to 10 KHz. The voltage levels of the collected biosignals also vary from microvolts

(EEG) to millivolts (ECG). The biosignals’ characteristics are summed up in Table 9.2.
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FIGURE 9.1: A typical pervasive healthcare system architecture

9.2 ENABLING TECHNOLOGIES IN PERVASIVE HEALTHCARE
The development and the standardization of the mobile IEEE 802.x family protocols [7], along

with the, currently available, 2.5G and 3G networks and the positioning technologies provide

sufficient tools for the development of such “intelligent medical environments” realizing location

aware pervasive e-health services.

9.2.1 Networking Technologies

Regarding networking, there are two main enabling technologies according to their topology:

on-body (wearable) and off-body networks. Recent technological advances have made possible

a new generation of small, powerful, and mobile computing devices. A wearable computer

must be small and light enough to fit inside clothing. Occasionally, it is attached to a belt or

TABLE 9.1: Physiological Signals and Dependent Variables

SIGNAL DEPENDANT VARIABLES

ECG Heart rate, ventricular beat, ST segment, QT time

Noninvasive blood pressure Systolic, diastolic, mean, pulse rate

Respiration Breath rate, expired CO2

Pulse oximetry Pulse rate, pulse volume, oxygen saturation
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other accessory or is worn directly like a watch or glasses. An important factor in wearable

computing systems is how the various independent devices interconnect and share data. An

off-body network connects to other systems that the user does not wear or carry, and it is based

on a wireless local area network (WLAN) infrastructure, while an on-body or wireless personal

area network (WPAN) connects the devices themselves—the computers, peripherals, sensors,

and other subsystems—and runs at ad hoc mode. Tables 9.3 and 9.4 present the characteristics

of off-body and on-body networking technologies respectively.

WPANs are defined within the IEEE 802.15 standard. The most relevant protocols for

pervasive e-health systems are Bluetooth and ZigBee (IEEE 802.15.4 standard). Bluetooth

technology was originally proposed by Ericsson in 1994, as an alternative to cables that linked

mobile phone accessories. It is a wireless technology that enables any electrical device to com-

municate in the 2.5-GHz ISM (license free) frequency band [6]. It allows devices such as mobile

phones, headsets, personal digital assistants (PDAs) and portable computers to communicate

and send data to each other without the need for wires or cables to link the devices together. It

has been specifically designed as a low-cost, low-size, and low-power radio technology, which

is particularly suited to the short range of a personal area network (PAN). The main features of

Bluetooth are a) real-time data transfer usually possible between 10–100 m, b) support of point-

to-point wireless connections without cables, as well as point-to-multipoint connections to ena-

ble ad hoc local wireless networks, and c) data speed of 400 kb/s symmetrically or 700–150 kb/s

of data asymmetrically. On the other hand, ZigBee (IEEE 802.15.4 standard) has been de-

veloped as a low data rate solution with multimonth to multiyear battery life and very low

complexity. It is intended to operate in an unlicensed international frequency band. The maxi-

mum data rates for each band are 250, 40, and 20 kb/s. The 2.4-GHz band operates worldwide

while the sub-1-GHz band operates in North America, Europe, and Australia.

Pervasive healthcare systems set high demanding requirements regarding energy, size,

cost, mobility, connectivity, and coverage. Varying size and cost constraints directly result in

corresponding varying limits on the energy available, as well as on computing, storage, and

communication resources. Low power requirements are necessary also from safety considerations

since such systems run near or inside the body. Mobility is another major issue for pervasive

e-health applications because of the nature of users and applications and the easiness of the

connectivity to other available wireless networks. Both off-body and PANs must not have

line-of-sight (LoS) requirements.

9.2.2 Positioning Technologies

Pervasive services often require specific infrastructure for the estimation of the user’s loca-

tion. Several techniques that provide such estimation are currently available. The most promi-

nent are satellite-based (e.g., GPS) or terrestrial infrastructure-based (e.g., Cell-ID, TOA).
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Satellite-based positioning does not operate properly in deep canyons and indoors where cellular

coverage may be denser. Terrestrial-based positioning may be more imprecise with sparse de-

ployment of base stations in rural environments, where satellite visibility is better. Position-fixing

in indoor environments may also exploit other technologies such as WLAN. WLAN-based

positioning requires access points (AP) to be installed on the building (e.g., hospital) structure

and WLAN-equipped portable devices. In general, two types of WLAN positioning architec-

tures exist. In the centralized scheme a server calculates the position of a client based, e.g., on

triangulation/trilateration or scene analysis. Example of the centralized architecture is the Eka-

hau’s Positioning Engine [3], which provides absolute information (i.e., depicted on a floor plan,

building grid, or on a geographic coordinates system) and works for 802.11 and Bluetooth. The

distributed scheme relies on specialized software that runs on clients (e.g., PDAs). Each client

uses its own radio frequency (RF) measurements in order to calculate its position. Examples of

such architecture are the Microsoft RADAR [1] and the Nibble [2] systems. RADAR uses both

scene analysis and triangulation through the received signal’s attenuation. It has been developed

for 802.11 networks. It provides a positioning accuracy of 3–4 m, but with a precision of 50%. It

uses the scene analysis technique to estimate location and provides symbolic (the position of a

located object is determined in reference to the observer or another known object) and absolute

positioning information. The accuracy of the system can reach 3 m. Other proprietary radio-

or infrared-based positioning schemes also exist for indoor environments. Indicative examples

of such systems are the Active Badge and Active Bat systems. An extensive survey of similar

platforms can be found in [4].

9.3 PERVASIVE HEALTHCARE APPLICATIONS IN
CONTROLLED ENVIRONMENTS

The use of pervasive systems in controlled environments, such as hospitals, may be divided

into two broad categories. The first one relates to applications, enabling the mobile ubiqui-

tous delivery of medical data and implementations of mobile electronic health records (EHR),

accessible by PDA’s or Tablet PC’s in a hospital equipped with WLAN infrastructure [13].

Several research groups [11, 14, 15, 17] have experimented on the use of handheld comput-

ers of low cost and high portability, integrated through a wireless local computer network

within the IEEE 802.11 or Bluetooth standards. Regarding the medical data exchange, DI-

COM (www.dicom.org) and HL7 (www.hl7.org) standards are used in the data coding and

transmission via mobile client/server applications capable of managing health information.

On the other hand, pervasive systems are used for the monitoring and diagnosis of pa-

tients. A wide range of medical monitors and sensors may enable the mobile monitoring of

a patient, who is able to walk freely without being tied to the bed. Pervasive systems in hos-

pital environment are mostly based on Bluetooth communication technology. For example,
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Khoor et al. [10] have used the Bluetooth system for short-distance (10–20 m) data transmis-

sion of digitized ECGs together with relevant clinical data. Hall et al. have demonstrated a

Bluetooth-based platform for delivering critical health record information in emergency situ-

ations [11], while J. Andreasson et al. have developed a remote system for patient monitoring

using Bluetooth enabled sensors [12]. The above examples show that the merging of mobile

communications and the introduction of handhelds along with their associated technology has

potential to make a big impact in emergency medicine. Moreover, many market projections

indicate that mobile computer is both an emerging and enabling technology in healthcare [13].

9.4 PERVASIVE HEALTHCARE IN DISTRIBUTED
NONHOSPITAL SETTINGS—HOME CARE APPLICATIONS

Facilities for medical practice in nonhospital settings are limited by the availability of medi-

cal devices suitable for producing biosignals and other medical data. There are a number of

active research and commercial projects developing sensors and devices, which do not require

local intervention to enable contact with a clinician remote from the care environment. These

new systems provide automated connection with remote access and seamless transmission of

biological and other data upon request. Pervasive systems in nonhospital systems aim at better

managing of chronic care patients, controlling of health delivery costs, increasing quality of life

and quality of health services, and the provision of distinct possibility of predicting and thus

avoiding serious complications [8].

The patient or elder person mainly requires monitoring of his/her vital signals (i.e., ECG,

blood pressure, heart rate, breath rate, oxygen saturation, and perspiration). Patients recently

discharged from hospital after some form of intervention, for instance, after a cardiac incident,

cardiac surgery, or a diabetic comma are less secure and require enhanced care. The most

common forms of special home monitoring are ECG arrhythmia monitoring, post surgical

monitoring, respiratory and blood oxygen levels monitoring, and sleep apnoea monitoring.

In the case of diabetics, the monitoring of blood sugar levels resigns the patient to repeated

blood sampling, which is undesirable and invasive. One possible solution is the development of

implantable wireless sensor devices that would be able to give this information quickly, and in

a continuous fashion. Current conditions where home monitoring might be provided include

hypertension, diabetes (monitoring glucose), obesity and CHF (monitoring weight), asthma and

COPD (monitoring spirometry/peak flow), and, in the near future, conditions utilizing oximetry

monitoring. Other home-monitoring conditions might include preeclampsia, anorexia, low-

birth-weight infants, growth abnormalities, and arrhythmias. Most chronic health conditions

in children and adults could be managed and/or enhanced by home monitoring.

In most applications two monitoring modes are foreseen: the Batch and the Emergency

Mode. Batch mode refers to the every day monitoring process, where vital signs are acquired
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and transmitted periodically to a health-monitoring center. The received data are monitored

by the doctor on-duty and then stored into the patient’s electronic health record maintained

by a healthcare center. The emergency mode occurs because the patient does not feel well and,

thus, decides to initiate an out-of-schedule session, or because the monitoring device detects a

problem and automatically initiates the transfer of data to the corresponding center. Application

of emergency episode detection and the corresponding alarm processing are important for the

protection of the patient. An alarm represents a change in the status of a physiological condition

or a sensor reading state outside of agreed limits.

9.5 CONCLUSIONS AND FUTURE CHALLENGES
The technological advances of the last few years in mobile communications, location-aware and

context-aware computing have enabled the introduction of pervasive healthcare applications.

These applications may assist medical personnel and people with health-related problems in

two distinct ways. One concerns the remote monitoring of patients with chronic diseases,

involving diagnosis and monitoring using biosignal sensors and the patients’ history record, and

the immediate notification of a doctor or a medical center in the case of an emergency. The

other is toward dealing with the everyday practice in hospital settings, involving the monitoring

of the inpatient’s status and the mobile access to medical data.

However, the use of such pervasive healthcare raises several challenges. Personal data

security and location privacy are considered to be the most important. Furthermore, pervasive

healthcare systems are very critical systems, as they deal with a person’s health, and therefore

they raise high standards regarding reliability, scalability, privacy-enhancing, interoperability,

and configurability, among other things. On the other hand, since healthcare systems are in-

tended to be used by low or medium computer literate users, usability issues come to the

foreground.

Regardless of the remaining challenges, pervasive healthcare systems are anticipated to

be expanded in the near future by using the most recent technological advances in a more active

and direct way for offering more comprehensive and higher quality health services to citizens.
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C H A P T E R 1 0

Telemedicine and Virtual Reality

10.1 INTRODUCTION
When one thinks of research fields related to life sciences, virtual reality (VR) may not be the first

one that comes to mind, since it is usually related with the entertainment industry. However, the

advent of low-cost specialized motion capture devices and powerful graphics rendering hardware

have provided computers with advanced visualization capabilities, able to illustrate medical

information with a multitude of techniques. Formally, VR can be thought of as a collection

of capturing devices and interaction of hardware and software that caters for immersing and

navigating a user within a synthetic virtual environment, possibly with novel, naturalistic means

of interfacing, while also providing interaction capabilities with objects contained therein; in

the case of augmented reality (AR), this notion can be extended with images, video footage, or

models of real objects and environments [7, 9].

To fully immerse one into such a synthetic environment, usually takes more than a com-

puter screen and a mouse; instead, users typically wear helmets and gloves, used to provide

location-specific renderings of the virtual world in the form of a heads-up display (HUD), as

well as provide tactile feedback in case the user interacts with a particular object. These devices

also serve as input devices to the computer that renders the virtual environment, since they

collect information concerning the users’ gaze direction and capture their hand movements and

gestures; as a result users, who are represented via an “avatar” within the virtual environment,

can communicate their position, direction, and movement to the host computer and express

interest or manipulate a model of an object using the same interaction means as they would in

the physical world. The result of this naturalistic process is the complete immersion of the user

into the virtual environment, where complex or ancient buildings or remote locations are easy

to reproduce and offer as a setting. For example, models of ancient cities such as Pompeii or

Olympia, museums like the Louvre, or distant planets such as Mars are typical “destinations”

for the user of a virtual world. In science-related applications medical practitioners can plan

and test difficult operations, robots can be tele-operated in space, and science teachers can

demonstrate different forms of gravity in schools. As a result, VR is quickly catching up in

related fields, especially where visualization, navigation, and interaction with multidimensional

data are required.
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10.2 OVERVIEW OF VIRTUAL REALITY TECHNOLOGY
In general, the minimum set of features for VR applications are visualization and navigation

of data collected and rendered from a host computer. This information can be completely

synthetic, as in the case of architecture, or remotely captured and reconstructed, as is the case

with medical applications such as magnetic resonance imaging (MRI) or positron emission

tomography (PET) data [1].

The computer-generated environment within which the use agent exists consists of a

three-dimensional (3D) reconstruction, or rendering, of a containing environment, filled with

objects and possibly other user agents; to create such an environment, one typically needs

dedicated modeling software, even if models of real objects and environments are used. In order

to achieve greater realism and thus enhance the immersion experience, texture maps can be used

to reproduce the visual surface detail of a real object in the models, while real-time simulations

of dynamics allow objects to be moved within the virtual environment and interact with each

other following natural laws such as gravity and friction.

As mentioned before, the conventional method of working with computers, that is pro-

viding information via a mouse or keyboard and viewing results on a monitor, can hamper

immersion into a virtual world. Therefore, VR developers tend to replace this interface with

one that is more intuitive and allows interaction with everyday, human–human communication

concepts; this naturalistic interface typically consists of related hardware containing capture

sensors (cameras, IR, magnetic, etc.) for controlling user interaction within the virtual world

and feedback effectors (such as headphones, goggles, or force-feedback gloves) for the user [2].

10.3 MEDICAL APPLICATIONS OF VIRTUAL
REALITY TECHNOLOGY

In the field of medical applications, VR is usually put to use in surgical and nonsurgical training

and planning, medical imaging and visualization, and rehabilitation and behavioural evaluation

[9]. In the field of telemedicine, telesurgery and data visualization are the prevalent applications

of VR, since its real power is shown in situations where multidimensional, heterogeneous

information may be visualized collectively and transparently to the end user. In this framework,

it is the medical practitioners who are immersed into the virtual environment and either navigate

into 3D data sets such as MRI scans or transfer their knowledge and expertise into remote areas.

For example, situations where a patient cannot be moved to a hospital for examinations or surgery

or cases where specialists are located very far from the point of interest, e.g., an accident scene

can benefit from telesurgery or remote data visualization [7, 8, 10].

Putting VR technologies to work in the field of telesurgery brings in a number of major

advantages related to resources, safety, and interoperability. For example, there is a limited need
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to use corpses or experimental subjects that are typically costly to maintain. In addition to this,

new surgical techniques can be tested without putting both patients and practitioners to danger;

in this case, surgery progress can be monitored from a variety of viewpoints, even from within

internal organs. Finally, all transactions can be recorded and then recreated, so that annotation

and discussion in a later stage are possible.

In order to design and deploy usable VR applications in the field of telemedicine, one

must take into account the following requirements:

1. Display fidelity: High-resolution graphics are essential in order to illustrate reconstructed

organs in a truthful manner.

2. Reconstruction of organs: Modeled organs should have the same density and texture as

the real ones.

3. Organ reactions and dynamics: Modeled organs should be in the same positions and

have the same functionality as the real ones in simulated circumstances, for example,

bleeding.

4. Organ/object interaction: In cases of simulated probing or surgery, a dynamics simulation

should exist so that the modeled organs respond to pressure or cuts by the virtual

instruments.

5. Force or haptic feedback: Touching a virtual organ with a virtual instrument should be

communicated to the user via a glove or other feedback device [4, 5].

Another important field where VR applications can prove useful is exposure treatment

and rehabilitation. In these cases, novel and untested or dangerous techniques can be designed

and investigated before large-scale deployment. In exposure treatment, the patient is gradually

immersed in situations or subjected to stimuli that may be the cause of phobias or extreme

reactions (for example, acrophobia, the fear of height, or disorders in war veterans [11]), usually

via mounting a HUD. Monitoring devices that capture a variety of possible factors, e.g., respira-

tion, heart beat, gaze direction, etc. are connected to a host computer to help locate pathological

patterns or identify the source of the problem. After this happens, patients may be gradually

transferred to in vivo situations and exposed to real stimuli [3].

In a rehabilitation scenario, patients may be immersed in entertaining or collaborative VR

environments, thus improving their performance in related situation, while still catering for easy

monitoring and recording of their performance. In one of the best known practices [6], patients

with Parkinson’s in San Anselmo, California, wear head-mounted devices and are immersed

in an environment where virtual objects are places near their feet; trying to avoid these virtual

objects help patients improve their mobility skills, a factor which is severely debilitated by the
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particular disease. VR treatment, besides being safer and less costly, can assist in reducing related

medication; for example, if mobility disorders are reversed via the aforementioned technique,

drugs with questionable side effects, like Ldopa, cease to be required for treatment.

10.4 CONCLUSIONS
VR tools and techniques are being developed rapidly in the scientific, engineering, and medical

areas. This technology will directly affect medical practice. Computer simulation will allow

physicians to practice surgical procedures in a virtual environment in which there is no risk

to patients, and where mistakes can be recognized and rectified immediately by the computer.

Procedures can be reviewed from new, insightful perspectives that are not possible in the real

world.

The innovators in medical VR will be called upon to refine technical efficiency and

increase physical and psychological comfort and capability, while keeping an eye on reducing

costs for healthcare. The mandate is complex, but like VR technology itself, the possibilities are

very exciting. While the possibilities—and the need—for medical VR are immense, approaches

and solutions using new VR-based applications require diligent, cooperative efforts among

technology developers, medical practitioners, and medical consumers to establish where future

requirements and demand will lie.
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