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Foreword

Although a success may have many parents, true lasting success spawns
many offspring, and indeed this second book, Implementation and App-
lications of DSL Technology, is the well-endowed offspring of Golden,
Dedieu, and Jacobsen’s Fundamentals of DSL Technology. Each chapter
of this second book peers into blossoming subindustries, all born of the
once-mistermed “transitional” Digital Subscriber Line (DSL) industry (that
will soon clear $100 billion in total annual service revenue). The trio of DSL
editors has once again solicited, and then actually collected, contributions
from the world’s leading DSL experts to outline the expanding industry.

Once considered an afterthought to a DSL design, splitter circuits and
microfilters have become an industry unto themselves. The lead editors set
the tone for this second book by commencing with their speciality in this
area and writing the very first chapter. While inevitably voice service will go
digital, splitter circuits and their derivatives may well find use even when
analog voice eventually disappears.

DSL components have become instrumental to the consumer electron-
ics gateways of all serious semiconductor suppliers. In particular, as these
components shrink in size, their use in libraries and opportunities to mix
and match them with various other components become enabling to a
connected world. Chapter 2 by Damien Macq investigates this emerging
industry and the capabilities required of digital chipsets. The designers of
the very first Very High Bit-Rate DSL (VDSL) analog front-ends, Dr. Nick
Sands and Damien Macq, combine in Chapter 3 to explore analog design
for DSL. Analog designers can profit from this exposé on an area that is
still fraught with peril for those who may not appreciate the complexity of
the DSL design, particularly the analog linearity requirements.

DSL testing has become its own industry, and laboratories around the
world run thousands of different types of tests to qualify DSL equipment
for deployment to hundreds of millions of customers. Chapter 4 is written
by Jim Eyres and Alexander Stefanescu, and it shares their understanding
of this growing area. Chapter 4 leads naturally to the various types of test-
ing necessary for service qualification and deployment presented in the
next two chapters. Chapter 5, which addresses the evolution of testing and
provisioning of services from plain old telephone service (POTS) to DSL,
is contributed by Roger Faulkner, Dr. Ken Kerpez (Telcordia’s renowned

vii
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DSL expert), and editor Phil Golden. Chapter 6, by BT’s Nigel Evans and
Mark Fletcher, addresses loop qualification. BT contributions continue with
Rob Kirkby joining Ken Kerpez to discuss the regulator’s decree of spec-
trum management in Chapter 7. This area is particularly crucial to European
and Asian deployment because in these regions service competition for the
same pair is healthy, and the heavy footsteps of regulators raise fear among
even the most emboldened telcos.

In the future, no other area will have a greater impact on DSL growth
and health than dynamic spectrum management (DSM), which is now being
issued in standardized form from the American National Standards Institute
(ANSI). DSM paves the way to 100 Mbit/s DSLs and more bandwidth than
consumers’ current dreams. Dr. Taek Chung, formerly of ASSIA, the pio-
neering company in the DSM arena, describes DSM in Chapter 8.

Gavin Young of Cable & Wireless and Michael Brusca of incumbent
provider Verizon pool their expertise in Chapter 9 to describe networks for
multiple applications in the video, telephony, and Internet data areas and
the associated network architectures. The story of the evolution of the DSL
access multiplexer (DSLAM) architecture continues with the viewpoint of
Netgear’s Michael Clegg in Chapter 10. It is refreshing and significant that
this chapter comes from an equipment provider not traditionally viewed
as a telecommunications equipment vendor. Perhaps it signals more to
come in the telecommunications industry, in which innovation typically
has been sourced by upstarts, converts, and start-ups on the rise, while
mammoth telco vendors sometimes try to quash the new ideas before they
realize how to profit from them. Chapter 11 presents the basics of big telco
operations and administration as viewed by Marko Löeffelholz, Thomas
Haag, and Markus Freudenberger, who are from one of the biggest telcos
of all, Deutsche Telekom. This chapter might be a good introduction to
Chapter 8 for some readers, where the more adaptive additions to existing
operational systems are described.

It seems no aspect of telecommunications today can be discussed with-
out a thorough consideration of security. In Chapter 12, Amalfi’s Randy
Turner discusses security for DSL. Chapter 13, by Infineon’s Vladimir
Oksman, describes the packet transfer mechanism used in DSL, and Infi-
neon’s Ingo Volkening addresses voice over DSL in Chapter 14. Bonding
of DSLs to multiplex and demultiplex a single bit stream onto and from
several DSLs is reviewed by Alcatel’s Lane Moss and Hatteras’s Matt Squire
in Chapter 15. Whereas bonding is a higher-layer technique to harness
the bit rates of several loops for a single transceiver, vectoring offers a
physical layer approach to increase bit rates beyond those of a bonded
system. Chapter 16 considers the vector channel created by several lines
in a binder and the various mechansims to capture considerably higher
bandwidth than is possible with simple mutiplexing. The world experts at
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Aktino, Michail Tsatsanis and Thorkell Gudmundson, join force to explain
this rapidly growing area.

Finally, editor and barrister-to-be Dr. Krista S. Jacobsen is joined by stan-
dards icon Les Brown, standards-escapee and history buff Angus Carrick,
Dr. Ragnar Jonsson, and Dr. Sigurd Schelstraete to review the continuing
saga of standardization in DSL. Still vastly underappreciated by many, the
standards area has fundamentally determined present (and future) telecom-
munications profitability and opportunity. Rumor has it this last chapter was
written on napkins at the U.N. cafeteria in Geneva between the afternoon
Q4 meeting session determining the embedded operations channel (EOC)
mechanism and the evening’s contentious ad hoc to decide whether the
proper acronym is “eoc” or “EOC.”

This book is sure to be on the shelf of every self-respecting telecommu-
nications engineer in the world and completes the job initiated by the first
book, at least for now. The communications industry continues to morph
into every aspect of daily life in all corners of the planet, and those wired
connections are prerequisite to all the other connections. (Indeed, wireless
does not exist without first wires to at least one terminal.) This book helps
further that ubiquitous penetration and the pursuant technology founda-
tions. Special thanks to the many authors, and long live DSL!

John M. Cioffi
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Abstract Splitter design has been a somewhat unexpected issue in overall
Digital Subscriber Line (DSL) system design. Although apparently a quite
simple and indeed somewhat peripheral function, there are in reality sig-
nificant design issues. Furthermore splitters are fundamental to DSL’s core
advantage of utilizing the telephony network infrastructure. This chapter
attempts to explain the various issues that a splitter designer needs to con-
sider, and subsequently outlines a proven design technique that can be
easily adapted to any DSL splitter design.
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1.1 Introduction to the Splitter Function

Since the inception of the design and standardization of DSL systems, one of
the least studied aspects of DSL has been the splitter function. Apart from a
few notable exceptions such as [Cook 1995], very little has been published
on splitter functionality or design. The reasons for this apparent lack of
interest are diverse. One can consider that the splitter is almost always
a purely analog function that is part of a predominantly digital system,
and hence requires design techniques that might be of little use in other
aspects of DSL. In addition, an inherent knowledge of telephony i.e., (plain
old telephone service [POTS]) can be important in splitter design as will be
seen later in this chapter; however, technical literature on telephony is not
so widely available. Moreover, the basic functionality of the splitter is quite
easily understood, and this can lead to the belief that splitter design is a
trivial problem. Finally, some would suggest that the concept of a POTS
splitter is merely a temporary solution that will be used only until all voice
transmission is digitized from end-to-end.

One of the main goals of this chapter is to address some of the above
issues. The proceeding subsections of Section 1.1 will discuss splitter func-
tionality, both from a fundamental and a somewhat more detailed perspec-
tive. Section 1.2 will then explain how practical splitter configurations fit
into a DSL system. The different filters that can be implemented in a prac-
tical splitter are discussed in Sections 1.3 through 1.7 from the perspective
of requirements, and finally design techniques are explained in Section 1.8.
Before all of that however, the final point in the previous paragraph is now
addressed. Despite the fact that there is an undeniable trend toward digi-
tized voice in the future, at present most of the deployments of services such
as Voice-over-IP (VoIP) (see Chapter 14) are in quite early stages. The vast
majority of existing DSL deployments use splitters, and this will continue to
be the case for some time. Furthermore, in the short term, the significance
of the splitter function is likely to increase due to at least two factors:

1. DSL chipsets have achieved consistent increases in density over
time that have not been matched by the splitter function. In newer
chipsets a traditionally implemented splitter function will dominate
the size of the Asymmetric Digital Subscriber Line (ADSL) physical
layer footprint,∗ which will be crucial in many local exchange de-
ployments and also in remote terminals (see Section 1.2). Significant
advances in so-called active splitter technology are addressing this
issue (see Section 1.8).

∗ The entire physical layer may not be on a single board (see Section 1.2).
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2. At present much commercial DSL is based upon a “best effort Inter-
net” service. As this evolves (see Chapter 9) the effect of poorly
designed splitters on DSL transmission will become critical. This will
be accentuated by the deployment of home network technology etc.
This will be further discussed in Section 1.4.

1.1.1 Coexistence of DSL with Low-Frequency Services
One of the key advantages of DSL technology is that it generally utilizes
an existing network infrastructure (see chapter 5 of [Golden 2006]), i.e.,
the copper network. Rather than trying to immediately replace the services
previously provided on the network in question, most deployments of DSL
to date involve a coexistence of the DSL service and the legacy service on
the same line. In practical terms, the most widespread deployment of DSL
to date is an “ADSL over POTS,”∗ although in many countries an “ADSL
over Integrated Services Digital Network (ISDN)” service is also offered.
Very High Bit-Rate Digital Subscriber Line (VDSL) services are being offered
over POTS and ISDN, much like ADSL. A feature of almost all of the new
flavours of DSL that are proposed in the standardization bodies is that they
have an option to coexist with POTS. The fundamental reason that DSL
can coexist with some legacy services has to do with the fact that they
can be transmitted using different frequency bands. For any given service,
the maximum power that can be used over any given frequency band is
usually specified by a power spectral density (PSD) template (see chapter 5
of [Golden 2006]). In the case of POTS, for instance, the transmission will
generally be up to around 4 kHz. The most common version of ADSL
however (as defined by Annex A of [G.992.1]), does not transmit significant
energy below 25 kHz. Hence, one can consider the PSD diagram shown
in Figure 1.1. In the discussion that follows, an ADSL over POTS splitter is
used as an example; however, the principles involved are applicable to all
DSL splitters (except where explicitly mentioned). Because of the fact that
there is a significant† transition band between the upper frequency of the
POTS band and the lower frequency of the ADSL band, it is possible to
design a practical low pass filter (LPF) that will pass the POTS with very
little attenuation, but will heavily attenuate the DSL signal. It is of course
also possible to design a high pass filter (HPF) to perform the converse
operation. The DSL splitter function is made up of these two filters. The
splitter functionality can be thought of in terms of Figure 1.2. It should be

∗ This means that ADSL and POTS coexist on the same line. It is not to be confused with “Voice
over DSL,” which indicates that digitized voice is being sent using DSL technology.

† Significant here means that the width of the transition band is at least comparable (in terms of
order of magnitude) to the upper frequency of the POTS band.
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400 Hz 25 kHz3.4 kHz

PSD

Frequency

Figure 1.1 Example of frequency spectra used for POTS and ADSL.

noted that this block diagram represents the splitter function rather than
any physical equipment configuration.

1.1.2 Functionality of the Splitter
As is evident from Figure 1.2, the basic function of the splitter is to prevent
the DSL signal from interacting with the POTS terminal equipment (and
wiring), while ensuring that the DSL equipment is electrically isolated from
the POTS signals. This function is necessary due to the potential inter-
ference between the two services. Some sources of this interference (for
both the case of a POTS and an ISDN splitter) are detailed in the following
subsections. Early attempts to deploy a form of “splitterless”∗ ADSL were
unsuccessful due in large part to these issues.

1.1.2.1 Protection of DSL from POTS or ISDN Interference

One fundamental problem here is that POTS equipment was generally
not designed with high-frequency performance in mind (see chapter 1
of [Golden 2006]). Typical specifications for the impedance of POTS

HPF

LPF

DSL
modem

POTS TE
(e.g., telephone)

Splitter

Twisted pair

Figure 1.2 Splitter functionality at either end of the loop.

∗ Although the concept here was to completely do away with the splitter function, revised pro-
posals included “microfilters” (see Section 1.2) that effectively implement the splitter function
anyway. For this reason, some microfilter deployments are still referred to as “splitterless ADSL.”
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equipment are only for the “off-hook” state, and do not mention frequen-
cies above the voiceband.∗ As detailed in section 1.1.5.7 of [Golden 2006],
one consequence of this can be that POTS terminals present a very low
impedance at frequencies used for DSL transmission. If the splitter were
not present, this would effectively short circuit the line at these frequencies
and thus destroy the DSL transmission. In addition, a POTS terminal could
also send signals at frequencies higher than 200 kHz that could interfere
with DSL; however, in practice this is somewhat less likely. Nevertheless
the steady-state behavior of splitters is quite well studied, and is typically
well specified by the standards bodies.†

In addition, POTS phenomena such as ring trip and on- or off-hook
transitions (see chapter 1 of [Golden 2006]) can result in transient signals
that can cause errors in DSL transmission. This issue is discussed in Section
1.4. In the case of ISDN, the potential impact on DSL is due principally
to its static spectral characteristic. Because of the fact that most ISDN
systems were developed and specified before the widespread populariza-
tion of DSL, the out of band PSD requirements for ISDN are potentially
“unfriendly” to DSL transmission. Hence, the splitter is needed to provide
the required isolation. Some newer ISDN systems effectively integrate the
splitter low pass filter into the ISDN terminal, in what are known as “DSL
friendly ISDN systems.”

1.1.2.2 Protection of POTS or ISDN from DSL Interference

Again a major issue here is that POTS equipment was generally not
designed with high-frequency performance in mind. Most modern POTS
terminals employ solid-state devices that in some cases could potentially
demodulate high-frequency DSL signals resulting in unwanted signals in
the audible band (this is generally up to around 20 kHz). For example, one
common requirement on POTS equipment is that they be polarity indepen-
dent, virtually ensuring that a diode bridge (and hence a potential demod-
ulator) is employed in the line interface. It should be noted that some EMC
filtering is usually incorporated in POTS terminals for protection against
radio signals, and this will provide some measure of protection from DSL.

1.1.2.3 Protection of DSL from Common Mode Interference

As is detailed in chapter 13 of [Golden 2006], common mode interference
can cause issues for DSL performance. Many splitter designs will implement
some form of common mode protection (usually a common mode choke)

∗ Revising these specifications is worthwhile; however, a huge amount of legacy POTS terminals
are still in use.

† There are some notable exceptions for this, such as an occasional lack of a balance specification
for the splitter in the DSL band.
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that seeks to prevent common mode signals originating from the POTS
terminal equipment or the customer premise wiring from affecting the DSL
transmission. Although this is not part of the splitter function in terms of
the block diagram of Figure 1.2, it can be extremely useful. It is particularly
beneficial when the customer premise wiring is poorly balanced, and the
benefit is accentuated when high-frequency services (such as HomePNA)
are present on the home wiring.

1.2 Physical Location of the Splitter Function

Although Figure 1.2 shows each splitter as a high pass and a low pass filter
that are separate from any terminal equipment, in reality this may not be the
case. In particular, certain parts of the splitter can be implemented within
terminal equipment (e.g., DSL modems will have a high pass filter at the
input), and furthermore functions appearing as blocks in Figure 1.2 may
be practically implemented as multiple different filters (see Section 1.2.2.2).
The following subsections will review the practical splitter configurations
that are (and will be) deployed.

1.2.1 Network Side
The network side splitter will always be physically “close”∗ to the Digital
Subscriber Line Access Multiplexer (DSLAM). There are three basic cate-
gories to consider, as shown in Figure 1.3. One common point that should
be noted about network side splitter implementations in general is that
issues of size and density tend to be extremely important.

1.2.1.1 Local Exchange Splitters

In a large number of existing DSL deployments, the splitter and DSLAM are
physically situated in a telephony exchange. This is a particularly elegant
solution if the same service provider is supplying the POTS and the DSL,
as then all of the relevant terminal equipment on the network side is in
the same building. For some smaller local exchanges, however, the DSLAM
(with or without the splitter) may be located in a building “close”† to the
local exchange due to space constraints. This is often true for exchanges
that terminate lines being used by more than one service provider (i.e., line
sharing). A local exchange splitter can be located in a “splitter rack,” i.e.,
metallic housing whose main function is to hold the splitter boards and
provide the appropriate connectivity. It can also be located in the same

∗ This generally means within about 200 m.
† This generally means within a few hundred meters.
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Figure 1.3 Physical locations of network side splitters.

housing as the DSLAM, insuring that the length of wire between the splitter
and the DSL card is very short (a long line can cause performance issues for
DSL). A third possible location for the splitter is within the main distribution
frame (see chapter 1 of [Golden 2006]). This is especially popular in line
sharing deployments, at least in part because it facilitates the routing of
cables.

1.2.1.2 Remote Terminal Splitter, Colocated with the POTS
Line Card

As mentioned in chapter 1 of [Golden 2006], there are certain deployments
where the POTS customer is “fed” from a remote exchange that is usu-
ally connected to a local exchange via a high speed link. The most com-
mon example of this is the digital loop carrier (DLC). This is generally
used where there is significant geographical dispersion of customers, as
it can significantly increase the effective range of the POTS. In this case,
a compact DSLAM and splitter combination will reside very close to the
remote exchange, either in the same physical structure or within a few
meters. For some remote exchanges, the existing POTS line card can be
replaced with a so-called DSL ready POTS line card. This enables a much
more controlled∗ POTS environment than would be typical with legacy
POTS equipment and hence can greatly simplify the splitter requirements.

∗ For example, the ringing generator would not produce harmonics at DSL frequencies, a relatively
common issue with traditional ringing generators used in POTS systems.
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If this is not the case, i.e., the POTS line card is similar to that used in a
traditional local exchange, then from a splitter perspective this is electri-
cally identical to the case where all the network equipment is in the local
exchange.∗

1.2.1.3 Remote Terminal Splitter, Not Colocated with the
POTS Line Card

This is the configuration shown in Figure 1.3c, and is generally used for
shorter range DSL services such as VDSL. From an electrical perspective,
the important point to note here is that there is a significant length of line
between the network side splitter and the POTS line card. As will be seen in
Section 1.3, this can have some impacts on the specification of the splitter,
especially from the perspective of loss requirements.

1.2.2 Customer Side
In a broad sense, one can categorize all customer side splitters by means
of two configurations:

1. Master splitter configuration
2. Distributed filter† configuration

1.2.2.1 Master Splitters
The master (or “central”) splitter configuration is shown in Figure 1.4, and
was used for almost all early ADSL deployments. The key point here is
that the master splitter resides beside the demarcation point (as defined
in chapter 1 of [Golden 2006]) of the premise, and is always a three-
port device. A master splitter will usually be on the network side of the
demarcation point, meaning that the splitter should be installed, owned,
and maintained by the network operator. The actual physical location of
the demarcation point can vary; however, it is worth noting that in many
networks it may not be readily identifiable or accessible from the customer’s
perspective. The fact that the network operator will in general‡ have to
install a master splitter at the customer premise is a very significant disad-
vantage of this configuration. With the popularization of “plug and play”
DSL modems, installation of the master splitter becomes the predominant

∗ Because the “local loop” effectively starts from the remote exchange.
† Also known variously as “in-line” filters or “microfilters.”
‡ This is not always the case. Certain networks have readily identifiable demarcation points at

which the customer can install the master splitter.
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Figure 1.4 Master splitter configuration.

need for “truck roll,” i.e., the deployment of service-provider-employed
technicians to a customer premise to aid with DSL installation. With the
growing numbers of DSLs, it is evident that truck roll could prove extremely
expensive and problematic (in terms of resources) for a successful DSL
provider. The desire to eliminate the need for truck roll was among the
primary motivations for the attempted standardization of “splitterless DSL”
mentioned in Section 1.1.2. The actual physical housing and form of mas-
ter splitters will in general be very much network dependent, because of
factors explained in chapter 1 of [Golden 2006].

1.2.2.2 Distributed Filters

The distributed filter configuration is shown in Figure 1.5. As implied above,
the initial motivation in having this type of configuration came from the
desire to have a “self-install” splitter configuration. In late 1997, a group of
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Figure 1.5 Distributed filter configuration.
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computer manufacturers, ADSL vendors, and service providers formed the
Universal ADSL Working Group (UAWG) to develop a specification for a
low rate version ADSL known as “ADSL-lite.” This was to use less power
than standard ADSL∗ (as defined in [G.992.1]), and would enable a lower
rate service to be deployed without any splitter at the customer side.† It
quickly became clear however that this was unrealistic, due in large part to
the technical issues described in Section 1.1.2.1. The fundamental problem
was that the potential behavior of POTS terminal equipment at DSL frequen-
cies means that some form of isolation is required for DSL to work well
in the majority of installations. Hence, the UAWG defined a topology very
similar to that shown in Figure 1.5, where each POTS terminal equipment
is effectively isolated from the DSL by a low pass filter. The work of the
UAWG became the basis of the International Telecommunications Union
(ITU) G.lite standard [G.992.2], and these low pass filters became known as
“microfilters,” so-called because they were simple (typically second order)
and hence relatively small filters. The apparent choice for service providers
was thus between a full rate ADSL service that necessitated a master splitter
and hence truck roll, or a lower rate ADSL-lite service with self-install filters.
In reality, the majority of operators combined the two: deployment of full
rate ADSL with self-install filters. It was considered that by increasing the
order (and hence the complexity) of the so-called microfilters, they could
provide enough isolation to allow full rate ADSL to be deployed with a
self-install configuration. For this reason, standardization groups such as
T1E1.4 and European Telecommunications Standards Institute (ETSI) have
produced [T1.421-2001] and [TS101 952-1-5] respectively, to specify filters
that can be deployed with full rate ADSL in the configuration shown in
Figure 1.5. These are known as “distributed filters” in Europe and “in-line
filters” in the United States. In physical terms, these filters will usually be
two-port devices (a line and a phone port); however, they can also include
a DSL port to allow direct connection of a DSL modem at various locations
around the house. Their housing can be network dependent as they will
often fit into the phone sockets in the premise (the form of these often
being country dependent). In addition, the so-called wall mount filters are
available, as well as “dual line” filters for POTS terminal equipment that
uses two lines. Despite the fact that the configuration shown in Figure 1.5
is used in the vast majority of existing ADSL deployments, it does have
the disadvantage that the DSL transmission is directly connected to the
customer premise wiring. As explained in chapter 1 of [Golden 2006], this

∗ This was the main motivation of the computer chip manufacturers. Decreasing the bandwidth
(and hence the power), and also not using trellis coding, significantly reduces the number of
MIPS necessary in the processor.

† It should be noted that “splitterless” ADSL is a misnomer even in its original definition, as there
was always a splitter defined at the network side.
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can cause significant issues for DSL performance. This is likely to become
more pronounced with the deployment of higher frequency DSLs (such as
VDSL) and home network systems. Further issues with this configuration
relating to impedance loading are explained in Section 1.9.4.

1.3 Low Pass Filter
for POTS—Steady-State Behavior

The low pass filter used for full rate ADSL will typically be between fifth and
eighth order to meet the necessary electrical standards. The performance
of the low pass filter is hugely significant because of the fact that the POTS
passes through it. As mentioned earlier, one of the key advantages to DSL
is the ability to coexist peacefully with the low-frequency services that are
already deployed on twisted pair lines. A good low pass filter design allows
this to be the case.

1.3.1 DC Behavior
The DC (direct current) behavior of the low pass filter is important for a
number of reasons. As has been mentioned in chapter 1 of [Golden 2006],
DC signalling is used quite extensively in POTS systems [EN 300 0001]. The
following POTS features are relevant to the DC behavior of splitters:

• Distinction between a “live” POTS line and a “dormant” line is the
amount of DC in the loop (the former will have a current value
above a certain threshold).

• All POTS terminal equipment need a minimum amount of DC and
voltage in the off-hook case to function correctly.

• Voice transceiver sensitivities in many POTS terminal equipment are
related to the DC in the loop, i.e., a low DC value can indicate a
long loop causing the POTS equipment to increase the gain of the
speech amplifiers to compensate for loop attenuation.

• Much of the POTS loop testing is carried out at DC, and will generally
be done through the splitter (see Chapter 5).

For these reasons, it is clear that the DC characteristic of the splitter must
be kept below a certain limit. In many of the existing splitter specifications,
this limit is set to match the characteristic of a resistor. This is unnecessarily
restrictive, however, as it can be shown that other characteristics are fully
compatible with POTSs. In crude terms, the fact that any positive character-
istic is acceptable is due to the fact that the “reach” of POTS will in general
be far greater than that of ADSL. The difference in line length is then used as
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a margin that allows for some DC loss in the splitter low pass filter. A similar
concept is used when setting voiceband insertion loss limits for the splitter
(see next section). An interesting point to note here concerns the case of a
splitter at a remote terminal, where the POTS line card is in a local exchange
(as detailed in Section 1.2.1.3). In this situation, one could consider a very
long POTS line with the splitter effectively inserted at some point, a few
kilometers from the local exchange. Of course, here there would no longer
be a margin, and any further loss introduced by the splitter could cause
issues with the POTS. At the time of writing, this scenario has not been
envisaged in any of the major splitter standards. In addition, the DC behav-
ior of any low pass filter must be such that it will continue to operate in
the presence of the large DC steady-state currents (generally up to about
100 mA) that can be present on POTS lines.

1.3.2 Requirements for Voice Signals

1.3.2.1 Voice-Band Insertion Loss

Voice transmission in telephony usually takes place between 200 Hz and
4 kHz. The most obvious requirement for the low pass filter here is a limit in
the amount of voice signal that it can attenuate. For ease of measurement,
and also due to the fact that many networks use complex impedance mod-
els for lines and terminal equipment at voice frequencies (the terminating
impedances of the low pass filter), an insertion loss requirement is gener-
ally used. Typically, around 2 dB of insertion loss per splitter is allowed.
As well as limiting the insertion loss, it is also desirable to limit the inser-
tion loss distortion. This is to prevent a splitter that would say have 0.1 dB
insertion loss at 1 kHz and 2 dB at 3 kHz, which would mean that some
parts of the voice would be attenuated significantly∗more than others. Fur-
thermore, because of the fact that the filter will generally have complex
terminating impedances, a negative limit on the insertion loss (i.e., a gain
limit) must also be set.† Hence a typical specification for insertion loss is
that the value cannot exceed ±1 dB at 1 kHz, with a maximum distortion
of 1 dB over the 200 Hz–4 kHz band.

1.3.2.2 Voice-Band Return Loss

As explained in chapter 2 of [Golden 2006], for a distributed (rather than
a lumped) medium, impedance mismatches in the transmission path of

∗ Significantly is not well defined here, because POTS performance is inherently subjective. It is
related to whether or not a typical user would notice the effect.

† The default case for measuring insertion loss, i.e., without the filter present, will not be that of
maximum power transfer when complex impedances are used (see chapter 2 of [Golden 2006]).
Hence, a passive device can cause an “insertion gain.”
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Figure 1.6 Impedance mismatches.

a signal will cause reflection of signals, as shown in Figure 1.6. Further-
more, the magnitude of the reflections is directly related to the difference
between the incident impedance and the characteristic impedance of the
transmission medium before the mismatch. In terms of voice transmission,
these reflections will be heard as audible feedback. It is clear that insertion
of low pass filters into the voice transmission path could potentially add
more significant impedance mismatches. The effect of these mismatches
will either cause sidetone or echo, depending on the round trip delay of
the signal. To limit the effect of audible feedback, it is thus necessary to
specify the input impedance of the low pass filter at both ports. The ideal
situation would be that the filter would not change the impedance seen at
any point of the loop. The return loss of the input impedance of the filter
is specified against a reference impedance, and is shown in Figure 1.7,
this reference impedance should be the expected impedance at the other
port of the filter. Splitter return loss in Europe is generally specified as an
un-weighted piecewise linear (in decibels) requirement over the voice-
band. In the United States, a weighted requirement is used, with the
weightings corresponding to the expected sensitivities of the human ear to
different frequencies.

1.3.2.3 Group Delay

POTS transmission is evidently sensitive to delay, and so the group delay
(and more importantly the group delay distortion) should be specified.

270 Ω

750 Ω

150 nF

Figure 1.7 Example of reference impedance used for return loss measurement.
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In practical splitter designs, however, it is evident that the complexity of the
filter will almost always be limited by the attenuation rather than the group
delay. Indeed, for any minimum phase transfer function, the attenuation of
the filter with real impedance terminations is directly related to the phase
angle (and henceforth the group delay) by a Hilbert transform.

1.3.3 Requirements for On-Hook Signalling
The voice related requirements described in Section 1.3.2 are valid for the
off-hook case, when a POTS transmission is taking place.

As highlighted in chapter 1 of [Golden 2006], however, POTS signalling
can take place in the on-hook case also. The most common example of this
is calling line identification (CLI), e.g. [SIN 227] [SIN 242]. This will gener-
ally take place at frequencies between 200 Hz and 2.8 kHz, and involves
TE impedance models significantly different from those used in off-hook.
Indeed, one of the practical issues with some early deployments of ADSL
was the number of customers who complained that their caller ID service
stopped working after their broadband service was installed.∗

1.3.4 Higher Frequency Behavior
The most obvious requirement of the low pass filter at higher frequencies is
that it sufficiently isolates the DSL signal from the POTS terminal equipment.
As for voice-band loss, this requirement is generally given as an insertion
loss. In this case, the insertion loss is specified to be greater than a certain
curve over the range of the DSL transmission. The DSL band insertion loss
is usually termed the “isolation” of the low pass filter, and 55 dB is a typical
requirement across the band. This requirement is of course valid in both
the off-hook and the on-hook cases.

1.3.5 Balance
The balance of the low pass filter should also be specified throughout
the frequency range of any signals that are likely to be incident upon it,
to prevent conversion of common mode interference to differential mode
signals that could be processed by the terminal equipment. One possible
technique for measuring balance is shown in Figure 1.8. Here a common
mode signal is injected at one port of the splitter, and the differential mode
signal that results is measured. In a crude sense, the balance of the filter can

∗ This could be either due to a blocking of the CLI signal by the filter or due to interference
to the CLI receiver caused by DSL signals leaking through the filter (see Section 1.3.4). The
performance of the CLI receiver is generally not specified at DSL frequencies.
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Figure 1.8 This shows a test setup for an LCL (longitudinal conversion loss) mea-
surement at the POTS port. The other ports are in turn terminated with network
(b) with switch S both open and closed.

be thought of as a measure of how closely the splitter “arms” are matched
(see Figure 1.8).

1.3.6 Loading Effects
These are applicable only to customer side filters, and then only for the
distributed filter configuration of Figure 1.5. It is clear from Figure 1.5 that
a number of parallel low pass filters can be present in the distributed filter
configuration. It is evident from Figure 1.5 that a signal incident at the line
port of any of these low pass filters will also “see” the input impedance
of each of the others in parallel. It is thus evident that a low impedance
in the voice-band presented by one of the parallel filters (assuming it is
connected to an on-hook device) could degrade the voice transmission to
an off-hook POTS device that is connected to another filter. Hence, it is
important that the input impedance of distributed filters in the voice-band
remain high when the POTS device connected in is the on-hook state.

1.3.7 Other Steady-State POTS Requirements
These can include the following:

• Low pass filter must meet requirements on insulation resistance (i.e.,
the resistance between the tip and the ring at one port with the other
open circuited) and resistance to earth to be compatible with POTS
systems that include terminal equipment meeting similar require-
ments.
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• Steady-state behavior at ringing signal frequencies can be specified
so that ringing signals are passed without significant attenuation or
distortion.

• Low pass filter must not generate excessive noise or inter-modulation
distortion at either POTS or DSL frequencies.

1.4 Low Pass Filter for POTS—Transient Behavior

As mentioned in Section 1.1.2.1, the transient behavior of splitter is in gen-
eral very poorly specified. The following POTS features make the transient
behavior of the low pass filter important:

• Reversals in the polarity of the POTS feeding voltage are some-
times used to signal various events to POTS terminal equipment in
chapter 1 of [Golden 2006].

• Use of relays to generate ringing signals cause large transient signals,
in particular when the operation of the ring relay is not synchronized
to the phase of the ringing voltage.

• When a ringing phone is answered (a process known as “ring trip”),
it effectively puts a near short circuit across the pair. The shorting is
done by a mechanical switch, so transients similar to those caused
by ringing generation (as above) can be present. The difference is
that the number of transients is much lower, and the source of the
transients is the customer end of the loop.

• On- or off-hook transitions other than ring trip also cause transients;
however, these are in general less severe than those caused by ring
trip.

• Pulse (loop disconnect) dialing can cause large transient voltage
spikes.

Specifying fixed requirements based upon transient performance is diffi-
cult, as the effects of POTS transient signals on DSL performance can vary
significantly from modem to modem (both in terms of how sensitive the
receivers are to these transient signals and also how quickly the modem
can recover). One first step in setting effective transient requirements on
the splitter low pass filter would be to deduce circuit models for the POTS
phenomena described above. As mentioned earlier in this chapter, the
lack of specifications of splitter transient behavior may be tolerable when
DSL is offered to provide best effort Internet as a competitor to traditional
voice-band modems. As DSL provision evolves to other applications how-
ever, which of course it must compete with other technologies, the lack
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of specification of transition splitter behavior will become more critical if
not addressed. One can imagine a situation where the lifting of a phone
handset causes some errors in DSL transmission. If the DSL is providing
Internet service, then it is quite likely that these errors will be well toler-
ated (unless they are severe enough to take down the connection). For an
application such as real-time video, however, these errors would likely be
seen by the customer as visual interference. Practical Internet Protocol (IP)
video systems are usually protected by forward error correction systems at
the application layer (way beyond that implemented in the DSL physical
layer) that can mitigate these effects.

1.5 Low Pass Filter for ISDN
The low pass filter for ISDN differs most significantly from that used in
POTS by its passband. Typically, ISDN transmission has significant energy
up to about 80 kHz, and so the passband of the filter will extend to at least
a few kilohertz above this. The nature of the requirements is similar, if not
as complicated, as those for the POTS low pass filter. The principal reason
for this is the fact that ISDN systems use real impedance to model the line
and terminal equipment. DC must still be passed, however; the main issue
here is that the filter does not saturate in the presence of high DCs. Again a
passband insertion loss is specified, and also a passband return loss (how-
ever, the latter is not so critical as for POTS owing to the echo canceling
capability of ISDN transceivers). Group delay requirements are more strict
for an ISDN filter than for its POTS counterpart, as would be expected for
a digital transmission; however, they still do not tend to restrict the design
any more than the attenuation requirements already have. Balance and iso-
lation requirements are similar to those for POTS filters (the latter will of
course start at a higher frequency). Of course, none of the POTS pheno-
mena such as ringing and pulse dialing are present; however, switching at
ISDN terminals can produce voltage spikes whose effect on DSL has yet to
be determined. Although the majority of currently deployed ISDN splitters
perform their functions at least adequately, there have been a small amount
of instances reported of older ISDN terminals ceasing to operate in certain
configurations when splitters are installed. This can be a significant issue
because it typically requires replacement of the ISDN terminal equipment at
the customer side. In addition, some detrimental influence from ADSL into
ISDN in the presence of splitters has been reported in the standards bodies.
This was as a result of laboratory testing, during which short scratches in
established ISDN voice connections were evident during switching on or
off of the ADSL modem. These two issues would indicate that there is still
some work to be done in the standardization of ISDN splitters.
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1.6 Low Pass Combi-Filter for POTS and ISDN

For certain deployment scenarios (notably in Germany), low pass filters that
are intended to pass both POTS and ISDN are used. This basically involves
a combination of the requirements described in Sections 1.3, 1.4, and 1.5,
usually with some relaxation of POTS requirements to enable a more cost
effective design.

1.7 High Pass Filter

As mentioned at the start of Section 1.3, there will always be a high pass
filter at the input stage of a DSL modem. The high pass filter in the splitter
device is thus usually either first order (i.e., a blocking capacitor on each
line) or else will be nonexistent.

1.7.1 Blocking Capacitors
The issue of blocking capacitors has proven to be somewhat contentious
in splitter standardization. At the time of writing, the U.S. splitter stan-
dard in Annex E of [T1.413-1998] mandates blocking capacitors for the
network side splitter in general, but states that they may be “optional on
splitters integrated with the equipment closely associated with the ATU-C
(DSL modem).” The customer side splitter is defined without any high pass
(i.e., a direct electrical connection between the line and the ADSL port). In
addition, working group T1E1.4 has specified an additional network side
splitter for the line sharing application. This has options both with and
without the blocking capacitors. In Europe, the situation is equally com-
plicated. At the time of writing, blocking capacitors are mandated for all
ISDN splitters; however, they are optional for all POTS splitters. In addition,
for the case of POTS splitters, a higher order high pass filter is optional;
however, this is not widely deployed in practice.

1.7.1.1 Advantages of Blocking Capacitors

The blocking capacitors provide DC isolation between services, preventing
the DC from the POTS or IDSN service flowing into the DSL modem. Gen-
erally, the modem will have its own blocking capacitors anyway; however,
this is not always assured. If no capacitors were present (either in the split-
ter or in the modem), then the DC could cause significant damage to the
DSL modem and loss of functionality of the POTS or the ISDN service. The
capacitors also provide a low degree of AC isolation between services at
low frequencies. Again this can prevent interference; however, for network
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side splitters it also has advantages in a line sharing deployment, where dif-
ferent operators provide the POTS (or ISDN) and DSL service respectively.
In this case, if no blocking capacitors were present in the splitter, the DSL
operator would effectively have full low-frequency access to the line. This
situation has potential issues with privacy, as the DSL operator could eff-
ectively “listen” to the POTS transmission. It should be stated though that
the level of isolation provided by blocking capacitors would not typically
be sufficient to prevent this anyway. In the case of a customer premises
equipment (CPE) filter, the role of the series high pass filter is less impor-
tant. One reason for including some form of high pass filter is to present a
more controlled impedance to the low pass filter at the ADSL port (e.g., it
potentially enables the POTS to continue functioning in the case of a user
short circuiting the ADSL port of the splitter).

1.7.1.2 Disadvantages of Blocking Capacitors

The most publicized disadvantage of blocking capacitors doubtlessly relates
to test access. The presence of blocking capacitors prevents low-frequency
access to the line from the DSL port of the splitter. As explained in Chap-
ter 5, much of the line testing (e.g., fault detection) typically carried out by
a service provider uses signals at low frequencies. Hence, the presence of
blocking capacitors can be considered to prevent a service provider from
performing necessary testing on a line. The other main disadvantage to
blocking capacitors is their potential impact on the performance of DSL.
The capacitors (if present) will obviously be in the path of the DSL sig-
nal, and in particular, they can cause attenuation and phase distortion that
necessitates more equalization in the modem, if bit rate losses are to be
avoided. In addition, the blocking capacitors will influence the impedance
“seen” by the modem, which can potentially enhance echo signals. The
potential degradation to DSL performance can be greatly increased if a
higher order high pass filter is present in the splitter. It should be stated
though that in terms of performance degradation, the DSL modem design
can compensate for the presence of blocking capacitors. Crudely speaking,
the DSL modem will usually have blocking capacitors of its own at its input.
Boosting the value of these (usually by a factor of about two) should com-
pensate to a large extent for the fact that the blocking capacitors are present.
The situation is somewhat complicated by the potentially significant length
of line between the modem and the blocking capacitors, but nevertheless
adequate compensation should in general be possible. The practical prob-
lem then is that the modem designer must know whether the splitter to be
used will contain blocking capacitors or not. In the case where they are
optional in the relevant standard, this can cause confusion.
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Figure 1.9 Insertion loss of the high pass filter.

1.7.1.3 Requirements for the High Pass Filter

Assuming that only blocking capacitors of a specified value (and tolerance)
are used, it is clear that minimal electrical requirements are needed for the
high pass filter. In practice, an insertion loss requirement will generally be
set; however, reference to Figure 1.9 shows that this is in reality a require-
ment on impedance at the line side of the low pass filter. Again the potential
use of a higher order filter is problematic, as a whole range of electrical
requirements would now be potentially needed.

1.8 Passive Design Techniques

1.8.1 Introduction
As highlighted in the previous sections, a great number of constraints
have to be considered to design a splitter in accordance to its standard of
relevance. Although it can be argued that a splitter is mainly a passive filter
(the theory of which has been completely established three or four decades
ago), it turns out that off-the-shelf standard techniques [Sedra 1978],
[Williams 1988] which have been developed principally for lossless two-
ports terminated on resistive impedances cannot be applied directly. The
main reasons which make the splitter design a delicate issue are as follows:

• Splitter is a three-port, which is not equally terminated on its three
ports.

• POTS and line ports are in general terminated on complex impeda-
nces, which makes the “ideal” three-port not lossless.
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• Even for a two-port terminated on complex impedances there is no
available theory that gives the designer the best ladder RLC structure.

• Even by supposing that by optimization the three-port transfer func-
tion which fulfills all the constraints can be defined, component
structure extraction is an open problem for a lossy three-port.

• Many specifications are defined with the ADSL port either opened
or closed on its standard impedance.

• On-hook and off-hook requirements impose constraints when the
POTS is terminated with different impedances ranging from high-
impedance to a complex impedance close to 600 �.

• In some cases, specific constraints on the required splitter behavior
in on-hook and off-hook conditions make the design unrealizable
with standard components. The splitter design becomes not only
a theoretical issue but also a technological issue in which some
inductive components have to present values in henries depending
on the presence or absence of current; the ratio of these two values
can be as high as 5–10. Because these kinds of components are
not offered by traditional magnetic vendors, expertise in magnetic
component design is therefore required.

• Not all the constraints are listed in standard documents, in particular,
some DSLAM manufacturers test the equipments of splitter vendors
during the abrupt transient behaviors associated with telephony.
Quality of inductive components (absence of saturation during high
DC induced by ringing) and damping of attenuation poles (to have
smooth phase transition) play a major role which must not be under-
estimated by the designer.

• Fierce competition between splitter vendors and drastic rationaliza-
tion of the DSL market have pushed the splitter designers to develop
their solution with minimum coils possible.

• When dealing with active design, stability is a very delicate issue in
the presence of many possible termination conditions.

1.8.2 A Simple Example Showing Why the Ideal
Splitter Is in General Lossy

Let us suppose that we have to design a first-order splitter that has for the
moment its ADSL port open, simplifying the three-port design into a two-
port one. Let us suppose that this splitter has to be designed when the loads
at POTS and line ports are at the moment 600 �. Although very poor in
performance, this elementary splitter will give some intuitive insight. Let us
suppose also that we want a 3 dB cut-off frequency at 9 kHz. Starting from
a Butterworth design, which is a simple inductance of 1 H for a pulsation of
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Iport

VportLine port POTS port 600 Ω

ADSL port open

600 Ω L = 10.6 mH

Figure 1.10 Elementary first-order splitter when ADSL port is open.

1 rad/s and a load of 1 �, we find by de-normalization both in impedance
and frequency that

L = 600

2π× 9000
= 10.6 mH

This first-order splitter is shown in Figure 1.10.
The return loss is computed according to

RL = 20 log10

(∣∣∣∣∣
(Vport/Iport)+ 600

(Vport/Iport)− 600

∣∣∣∣∣
)

(1.1)

The return loss of elementary first-order splitter is shown in Figure 1.11.
Let us suppose now that the splitter has to be terminated on both line

port and POTS port with the so-called European harmonized impedance
ZR, which is represented in Figure 1.12.

The terminating impedance ZR can be expressed as

ZR(s) = R2 +
R1

1+ R1C1s
(1.2)

How to design a two-port terminated on ZR which has exactly both the

same return loss and insertion loss than its counterpart of Figure 1.11 is a

trivial problem that is solved by exchanging L with L× ZR(s)

R
for R = 600 �.

This is equivalent to replace the impedance L s by a new one of the form

L s −→ R2L s

R
+ R1

R
× L s

1+ R1C1s
(1.3)
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Figure 1.11 Return loss of elementary first-order splitter of Figure 1.10.

The right side of Equation 1.3 can be rewritten as

R2L s

R
+ R1

R
× L s

1+ R1C1s
= Ls s+ Lp s

1+ Lp

Rp
s

(1.4)

R2

R1

150 nF

270 Ω

750 Ω

C1

Figure 1.12 European harmonized impedance ZR.
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Lp = 13.3 mH

Ls = 4.8 mH

Rp = 118 Ω

Figure 1.13 New circuit replacing the inductance of Figure 1.10.

where

Ls =
R2

R
L

Lp =
R1

R
L

Rp =
L

RC1
(1.5)

The new circuit replacing the inductance L is easily obtained by elemen-
tary circuit synthesis; it is made of a series of an inductance Ls with another

inductance Lp having in parallel a resistance Rp as shown in Figure 1.13.

It is worth considering what happens in terms of adaptation of
impedance when we connect the new lossy circuit with a circuit mod-
eling the ADSL port. The new circuit with its terminations is shown in
Figure 1.14. The return loss is now computed using

RL = 20 log10

(∣∣∣∣∣
(Vport/Iport)+ ZR

(Vport/Iport)− ZR

∣∣∣∣∣
)

(1.6)

and has to be measured both from the line and the POTS port with the
ADSL port being connected or not. The return loss setup of the three-port
is shown in Figure 1.15.

One can see from this example that the ideal first lossless splitter
becomes lossy by exchanging the real terminations with the complex one.
In our peculiar case, the connection of the ADSL port does not seem to
complicate the design because the margin in return loss has been improved
(this is not the case in general). This example seems also to suggest that it is
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Figure 1.14 New elementary splitter associated with complex terminations.

relatively simple to design a splitter terminated with complex impedances;
just design a splitter terminated on 600 � then apply a de-normalization

in impedance by multiplying each impedance by
ZR(s)

R
. This method has

two drawbacks. First, it generates designs having twice as many coils
with respect to the real terminated splitter; second, the transformation of
capacitances leads to circuits which are no longer passive and would have
to be synthesized with active circuitry. To confirm this passive realizability

problem, let us suppose that we exchange 1
Cs

with 1
Cs

ZR(s)

R
.

Starting from Equation 1.2, we find that

1

Cs

ZR(s)

R
=
(

R1 + R2

R

)
1

Cs

⎛
⎜⎝1+ R1

R1+R2
R2C2s

1+ R2C2s

⎞
⎟⎠ = k

1

Cs

1+ τ1s

1+ τ2s
(1.7)
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Figure 1.15 Return loss of circuit of Figure 1.14 when theADSL port is connected
or not.

with

k = R1

R1 + R2
τ2 = R2C2 τ1 =

R1

R1 + R2
τ2 (1.8)

From Equation 1.8, it results that τ1 < τ2. Therefore, the poles and zeroes of

1
Cs

ZR(s)

R
, which are sketched in Figure 1.16, do not alternate on the jω-axis

making the passive synthesis impossible, as well known from elementary
circuit theory.

The conclusions that can be drawn from this simple example are as
follows:

• Impedance matching as required in DSL standards where the split-
ters need to become “transparent” imposes the presence of lossy
circuits when the terminations are complex.

• Simple transformations of real impedance terminated splitters
into complex impedance terminated splitters by impedance
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0−1/t2−1/t1 jw

Figure 1.16 Poles and zeroes of 1
Cs

ZR(s)

R
.

re-normalization does not work both for economical and for passive
synthesis realizability problems.

• Splitter design has to rely on specific optimization techniques owing
to the large number of practical constraints.

1.8.3 Structure and Complexity for Splitter Design
In terms of area and cost, the inductive components are very significant
considerations in splitter design. In general, good quality coils are chosen at
the central office (CO) side (for reasons to be explained later), and therefore
their price cannot be reduced below a significant limit. For instance, coils
that are implemented at the CO splitter side undergo large ringing voltages;
to avoid saturation of their magnetic core, these coils are usually ferrite pot
cores which are of relatively big size (RM4 to RM6 format). Even for millions
of pieces, the unit price of these POTS core after bobbin winding ranges
between 30 and 60 cents. The budget of a CO splitter is in the range of 2–3
dollars per port, so minimization of the number of coils is of paramount
importance. This is directly related to the splitter order.

To begin an optimization process, the following procedure can be useful
in practice:

• First evaluate the complexity (order) as if the splitter were a two-port
terminated on real impedances. Then design a first splitter architec-
ture as a Cauer filter terminated on 600 � impedances.

• For complex impedance terminations, adapt the previous splitter
structure by allowing only an additional extra coil which is damped
by a resistor as explained for the one order splitter, i.e., by transfor-
mation of the line port inductance by de-normalization in impedance

of the form L s
ZR

600
.

• Use a dedicated optimization technique to adjust the components
of the modified splitter to fulfill all the constraints relative to the
required standard.

From this rudimentary technique of synthesis, one can see that the price
paid for complex impedance adaptation is simply one extra coil. Although
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there is no proof that this technique is optimal in complexity, many empiri-
cal attempts to decrease this complexity have failed. Comparisons of splitter
manufacturer solutions show that manufacturers implement filters of the
same complexity for the same level of performance. Decrease of complexity
is at the expense of the relaxation of some requirement, in general, the level
of rejection at the beginning of the ADSL band.

1.8.3.1 First Assessment of the Splitter as a Real Impedance
Terminated Two-Port

The ratio between the beginning of the ADSL band and the end of the
POTS band is a good starting point. If 12 kHz is taken as the end of
the POTS bandwidth (in order not to reject possible pulse metering sig-
nals) and 32 kHz for the beginning of the ADSL band, this ratio is close to
�s = 2.7. The level of rejection needed in the ADSL band is also important.

It can be initially assumed that the splitter has a real termination impedance,
and that the sharpest transition band is required. It is well known from
filter theory that the lowest order structure is elliptic (Cauer’s structure).
Assuming a reflection coefficient ρ about 10 percent, which would induce
a return loss of about 20 dB in the POTS bandwidth, the smallest even
order needed to provide a rejection of 55 dB at the normalized stop band
pulsation �s = 2.7 can be found from elliptic filter tables. Cauer filters are

tabulated according to the convention

C n ρ θ

where C stands for Cauer, n is the order, ρ is the reflection coefficient
which fixes the ripple in the passband as RdB = −10 log 10(1 − ρ2) (or

equivalently the return loss in the passband as RLdB = −10 log 10(ρ2)),

and θ is the modular angle linked to �s by the relation

sin(θ) = 1

�s

For �s = 2.7, θ = 22◦, the rejection capabilities of even-order Cauer filters

C04 10 22, C06 10 22, C08 10 22, etc. from Cauer’s tables can be compared.
C04 10 22 exhibits a rejection of 49 dB, while C06 10 22 allows 90 dB of
rejection. A sixth order is therefore enough to design the splitter if it were
terminated with real impedances. It can be argued that it is certainly enough
to implement the odd order C05 10 22 filter which according to the Zverev
tables [Zverev 1967] provides a sufficient 69 dB of rejection. Although of
lower order, this filter does not consume less inductors than its sixth-order
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Line port

Line port

POTS port

POTS port

(a) Fifth-order Cauer structure with high impedance at high frequencies at line port

(b) Sixth-order Cauer structure with high impedance at high frequencies at line port

Figure 1.17 Comparison of consumption of coils for odd- and even-order Cauer
structures with the constraint of high impedance at infinity for the line port.

counterpart. Because the line port has to be high impedance at infinite freq-
uencies, the line has to begin with a series inductor, therefore the C05 10 22
filter of interest consumes two more coils∗ than its C06 10 22 counterpart,
as shown in Figure 1.17.

1.8.3.2 Modification of the Structure for Adaptation to Complex
Impedance Terminations

After computation of the real impedance terminated splitter, the line port
series inductor L1 is transformed as explained in Figure 1.18 by following

the rule explained for the first-order splitter, i.e.,

Ls1 =
R2

R
L1 Lp1 =

R1

R
L1 Rp1 =

L1

R1C1
(1.9)

where R1, R2, C1 are relative to the impedance ZR shown in Figure 1.12. To

add a degree of freedom a capacitance Cp1 can be put in parallel with Lp1

and Cp1, this can improve the return loss performance of the splitter. The

parallel of Rp1, Lp1, and Cp1 will be considered in this chapter as a phase

∗ By applying special coupling techniques, the six coils of the CO5 10 22 filter can be reduced
to four coils; however, two coils would require extra winding, making the design no more
economical than that of the C06 10 22.
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(a) Sixth-order Cauer filter
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Figure 1.18 Transformation of Cauer structure to allow impedance matching.

corrector circuit or corrector. Of course, the proposed circuit is not unique;
the corrector can be placed at different places in the ladder.

1.8.3.3 Optimization of the Circuit

Let θ be the vector, the components of which are the set of capaci-
tances, resistances, and inductances that describe the splitter architecture.
Let n be the dimension of θ . The problem to be solved is to find θ∗,
which minimizes cost function C(θ) : Rn −→ R subject to m constraints
gi(θ) ≤ 0, i = 1, . . . , m where g : Rn −→ R. The m constraints are about a
tenth relative to the return loss and insertion loss functions measured from
each of the three ports for different load conditions for different bands
of frequencies. The cost function can be for instance a penalty function
related to the splitter level of rejection in the ADSL band while all the other
return loss and insertion functions are constrained through their admissible
maximum. The algorithm of optimization (if nontrapped in a local minima)
will give the best level of rejection in the ADSL band (compliant or not
to the standard), while all the other functions will be constrained such
that their performances are standard compliant. This multiconstraint can
be posed in different ways and an arsenal of well-known constraint opti-
mization techniques can be used. Among them is the method of feasible
directions, which is an optimization algorithm that improves the cost func-
tion without violating the constraints. The main problem is to avoid being
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trapped in a local minima. Another problem for the designer is the amount
of code that must be developed; most methods use gradient techniques or
second-order derivatives when using quasi-Newton methods.

One of the simplest methods of optimization that offers a good trade-off
between extremely good capabilities to avoid local minima and simplicity
of implementation is the simulated annealing method, which has been
successfully used in many phases of circuit design. As its name suggests,
the simulated annealing exploits an analogy between the way in which
a metal cools and freezes into a minimum energy crystalline structure
(the annealing process) and the search for parameters which offer a mini-
mum for a cost function. The major advantage of this method over other
methods lies in its ability to avoid being trapped in local minima. The
algorithm employs a random search which not only accepts changes that
decrease the cost function but also accepts, if some conditions hold, an
increase of the cost function. This peculiarity is essential and gives the
algorithm its ability to pass “above” saddle points of the cost function.
Given a temperature T which is high at the beginning of the “cooling
process” and which follows a certain decreasing profile to be defined,
the algorithm accepts a change in parameters δθ , which increase the
cost function C(θ + �θ) = C(θ) + |�C| by a positive value |�C| with a
probability

p = exp

(−|�C|
T

)
(1.10)

In other words, the bigger the increase of the cost function, the weaker
the probability of parameter change acceptance.

The implementation of the simulated annealing is remarkably easy in
contrast to all the other methods. Compared to other methods it could be
said that the simplicity of computation per iteration is paid by the num-
ber of iterations needed for convergence. The structure of the simulated
annealing algorithm is given in Figure 1.19. A case study is presented in
Section 1.8.4.

1.8.4 Case Study for the Design of an ETSI CO Splitter
The goal of this subsection is to detail part of the design of a CO splitter
in which a great number of constraints have to be fulfilled. To exhibit
a great number of constraints we have chosen to design a “universal”
ETSI splitter, the goal of which is to be compliant either with option
A or option B of the ETSI TS 101-1952-1-1 technical specification. The
method can be used for any kind of splitter terminated with complex
impedances.
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Figure 1.19 Organigramme of the simulated annealing algorithm.

Basically, a splitter compliant either with option A or option B has to
exhibit a return loss of about 18 dB on the POTS band and an insertion of
55 dB all along the ADSL band. As explained in the previous subsection,
this would correspond to a Cauer filter C06 10 22 if the splitter would be
terminated with resistive terminations.
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Table 1.1 Initial Guess for Filter between Resistive Terminations
of 600 �. The Components Are Relative to the Circuit
of Figure 1.18a

Component Normalized Value De-normalized Value
L1 0.8180 H 6.5 mH
L2 1.429 H 11.4 mH
L3 1.352 H 10.8 mH
Ct1 1.654 F 36.5 nF
Ct2 1.792 F 39.6 nF
Ct3 0.9540 F 21.1 nF
C2 0.08586 F 1.9 nF
C3 0.0486 F 1.1 nF

For the normalized C06 10 22 filter, the values of the components are
shown in Figure 1.18a. These values are listed in Table 1.1 before
and after de-normalization. The de-normalization is both in impeda-
nce and in frequency. The de-normalization impedance is 600 � and the
de-normalization frequency is 12 kHz.

By using Equation 1.9, the splitter can be modified for complex
impedance terminations ZR. These initial values are given in Table 1.2.

To add more freedom, a capacitor is inserted in parallel with the corrector
with a random value of 70 nF.

Table 1.2 Initial Guess for Filter
between Complex Terminations ZR.

The Components Are Relative to the
Circuit of Figure 1.18b

Component Value
Ls 2.9 mH
Lp 8.1 mH
Rp 72 �

Cp 70 nF
L2 11.4 mH
L3 10.8 mH
Ct1 36.5 nF
Ct2 39.6 nF
Ct3 21.1 nF
C2 1.9 nF
C3 1.1 nF
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Nine constraints have been taken into account. They are not all
encompassing, but being the most severe they include most of the other
constraints. These constraints are as follows:

• Four constraints are linked with the return loss function measured
from both POTS and line ports, the ADSL being opened or closed on
the ADSL modem impedance (e.g., ZADSL−1 of ETSI TS 101 952-1-1).

The reference setup is shown in Figure 1.20 as well as the return
loss template.

• Two constraints are linked to the insertion loss measured in off-hook
mode at 1000 Hz. The insertion loss should be less than 1 dB for
both POTS and line port terminated either with 600 � or ZR, the

ADSL being opened or closed on its ADSL modem impedance. The
reference setup is shown in Figure 1.21.

• Two additional constraints are related to the insertion loss deviation
in off-hook mode in the POTS band that should be less than ±1
dB with respect to the insertion loss measured at 1000 Hz for both
POTS and line port terminated either with 600 � or ZR, the ADSL

being opened or closed on its ADSL modem impedance. The POTS
band considered is in the range 200 Hz–4 kHz. The reference setup
is shown in Figure 1.21.

• One additional constraint is the level of rejection in the ADSL band
that in option A should be above 55 dB between 200 Hz and 4 kHz.
The reference setup is shown in Figure 1.22.

Once the constraints are defined, the cost function that is to be mini-
mized remains to be defined. There is a slight difficulty here with respect to
the general constrained optimization framework that has been presented
previously; the simulated annealing is more suited for nonconstrained
optimizations. Therefore, the constraints have to be cast into the cost
function. The nine constraints can be expressed as

gi(θ) ≤ 0, i = 1, . . . , 9

The four return loss functions, which are constrained as shown in
Figure 1.20, are defined as RLi( f ), i = 1, . . . , 4. Additionally, TPL( f )

is defined as the return loss template function. The four functions gi(θ),

i = 1, . . . , 4 can be defined as

gi(θ) = max
f∈S

(
TPL( f )− RLi(θ , f )

)
, i = 1, . . . , 4



Dedieu/Implementation and Applications of DSL Technology AU3423_C001 Final Proof Page 36 20.9.2007 05:35pm

36 Implementation and Applications of DSL Technology

0.47 mH

100 Ω

54.5 nF 54.5 nF
Iport

VportLine port

0.47 mH

100 Ω

Line port Vport

Iport

(a) Return loss setup for measurement from line port

54.5 nF 54.5 nF

POTS port

ADSL load

ADSL load

150 nF 150 nF

150 nF150 nF

750 Ω 750 Ω

750 Ω750 Ω

270 Ω 270 Ω

270 Ω270 Ω

POTS port

Low-pass circuit

(b) Return loss setup for measurement from POTS port

Low-pass circuit

Frequency (Hz)—Log. scale

300 500 2000 3400

Minimum
return loss (dB)

18

14
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Figure 1.20 Return loss setup for ETSI TS 101 952-1-1 option B splitter.

where

S = [300 Hz, 3400 Hz]

The two insertion functions to be computed as shown in the reference
setup of Figure 1.21 are defined as ILi( f ), i = 5, . . . , 6. The two constraints

at 1000 Hz can be expressed as

gi(θ) =
(
ILi(θ , 1000 Hz)− 1

)
, i = 5, . . . , 6
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Figure 1.21 Insertion loss setup for ETSI TS 101 952-1-1 option B splitter. The
insertion loss measured at 1000 Hz should be less than 1 dB in configuration (a)
or (b). The insertion loss deviation in the POTS band 200 Hz—4 kHz should be in
the range ±1 dB with respect to insertion loss at 1000 Hz.

0.47 mH

100 Ω

54.5 nF 54.5 nF

Line port POTS port

ADSL load

150 nF 150 nF

750 Ω 750 Ω
Low-pass circuit

47 nF47 nF

150 Ω150 Ω 120 Ω120 Ω

Figure 1.22 Insertion loss in ADSL band. For ETSI TS 101 952-1-1 option B the
insertion loss has to be greater than 55 dB on the band 32–1100 kHz.
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The two constraints on the deviation of the insertion loss in passband can
be expressed as

gi(θ) = max
f∈V

(
|ILi−2(θ , f )− ILi−2(θ , 1000 Hz)| − 1

)
, i = 7, . . . , 8

where

V = [200 Hz, 4000 Hz]
The insertion loss in the ADSL band to be measured with the reference
setup of Figure 1.22 is defined as IL9(θ , f ). The ninth constraint can be

expressed as

g9(θ) = max
f∈W

(
55− IL9(θ , f )

)
, i = 1, . . . , 4

where

W = [32 kHz, 1100 kHz]
One possible solution for the implementation of the simulated annealing
algorithm is to introduce a cost function C(θ) suited for the minimax opt-
imization of the form

minimize C(θ) = max
1≤i≤9

wigi(θ)

where wi are weights which compensate for the disparities of the different

gi ranges.

Other variants are possible. In a variant implemented below, the gi

functions are set to zero as soon as the constraints are fulfilled with a pre-
definite margin and the cost function is such that the minimization problem
becomes

minimize C(θ) =
∑

w
2
i
f

2
i

(θ)

where

fi = gi + |thresholdi| if
(
gi + |thresholdi|

)
> 0

and

fi = 0 if
(
gi + |thresholdi|

)
≤ 0
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Figure 1.23 Cost function behavior in function of iterations of the simulated
algorithm.

From the initial guess defined in Table 1.2,∗ Figure 1.22 shows the behav-
ior of the cost function during the 16,000 first iterations of the simulated
annealing algorithm. After these 16,000 iterations, all the constraints are
fulfilled with margin. The initial temperature was set to 1000 and a linear
decreasing profile was chosen in such a way that at the end of the process,
the temperature decreases to 20 percent.

The results after optimization are given in Figures 1.23 through 1.28.
Parasitic resistance has been introduced in series with the inductances. As
a rule of thumb which has been shown to be quite accurate in practice,
each inductance has been modelled with a series resistance in ohms which
is half of the inductance value in millihenries. The parasitic capacitances
have been neglected; however, care has to be taken when winding the
bobbins, depending on the technique used these parasitic capacitances can
vary from a tenth of a picofarad on a Ls up to one hundred of picofarads

and impact the rejection at the end of the ADSL band. The component
values after convergence are shown in Table 1.3, and a proposed balanced
realization of the splitter is shown in Figure 1.29.

∗ We add three resistances of 30 k� in parallel with Ls, L2, and L3 to avoid abrupt phase transition.
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Figure 1.24 Option B return loss margin is 1.5 dB after convergence.

0 500 1000 1500 2000 2500 3000 3500 4000
−2

−1.5

−1

−0.5

0

0.5
ETSI TS 101 952-1-1

Frequency (Hz)

In
se

rt
io

n 
lo

ss
 in

 P
O

T
S

 b
an

d

IL—Modem present
IL—Modem absent 
Bounds with modem

Figure 1.25 Insertion loss in POTS band after convergence.
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Figure 1.26 Option A return loss margin is 2.3 dB after convergence.
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Figure 1.27 Isolation in ADSL band (option B template).
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Figure 1.28 Isolation in ADSL band (option A template).

Table 1.3 Final Values of Components
of Figure 1.18b after Convergence of the
Simulated Annealing Algorithm

Component Value
Ls 5.2641 mH
Lp 33.9831 mH
Rp 184.1662 �

Cp 192.8722 nF
L2 3.4466 mH
L3 3.6595 mH
Ct1 14.0315 nF
Ct2 15.0036 nF
Ct3 8.3661 nF
C2 6.9112 nF
C3 4.0202 nF
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Figure 1.29 Balanced circuit version.

1.9 Active Design

1.9.1 Introduction
Although passive circuits have been shown capable of solving the splitter
design problem, they suffer from some inherent drawbacks: they are bulky,
heavy, expensive, and can be subject to relatively quick aging. They suffer
also from some limitations of performance when both return loss and inser-
tion loss have to be optimized with some margin with respect to standards
dealing with complex impedance terminated networks. Nominal passive
designs are very close to the specifications with poor margins, meaning
that many times the specifications have to be slightly relaxed so that an
entire manufacturer splitter batch can pass the specifications when mag-
netic component tolerance of ±7 percent applies. It can be even stated
that splitter specifications (ETSI or American National Standards Institute
[ANSI] documents) have evolved in such a way that the required perfor-
mance is close to the boundaries of what is feasible with a state-of-the-art
passive design state rather than what would be necessary to preserve the
quality of service of the POTS network.

To improve the splitter design with respect to filter performance, cost,
and size, some attempts have been made to develop active circuitry.
Early attempts [Cook 1995] were essentially focused on filter performance
improvement when the isolation requirement in ADSL band was higher
than the present requirement. These early attempts were made using dis-
crete active electronics. Resulting active splitters were shown to provide
isolation better than 60 dB in the ADSL band and return loss better than
20 dB in the POTS band, outperforming passive designs. They were also
shown to outperform their passive counterpart in terms of comfort of
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listening especially in the presence of room noise [Cook 1995]. However,
these active designs were still bulky and much more expensive than their
passive counterparts. The extra constraint of external power requirement
discouraged the market to trade performance against cost, size, and power
constraint. As it could be expected, most of the discrete electronics–based
active designs stayed at the prototype level. However, there is now a
tendency to develop solid-state specific circuit with the aim of decreasing
the size of the splitter in such a way that it becomes part of the DSLAM.
Recent research and development has been reported in [Dedieu 2004] and
[Sackinger 2006].

Although the domain of filter design is a very mature domain, it is far
from obvious with regard to the development of a fully active circuit. The
main reasons that prevent an easy integration are as follows:

• Most active design documented techniques rely on the gyrator prin-
ciple where currents are exchanged with voltages and vice versa
making possible the exchange of an inductor by a capacitor [Chen
1995] [Dedieu 1991]. An inductor is said to be emulated or simulated
by a couple made of a gyrator plus a capacitor. Unfortunately, as the
AC and DC are coupled on the same twisted pair it is impossible to
implement the gyrator principle directly because a capacitor across
the DC path would block the signalling DC during off-hook. As a
result, an adaptation of the gyrator principle has to be found to find
a way to decouple the DC path from the AC path. The result is that
most of the solutions found until now are “unconventional.”

• There is a considerable heterogeneity of AC and DC signals flowing
through the twisted pair. As a result, different ranges of voltages and
currents have to be foreseen across the active elements. For instance,
AC transients between tip and ring can be greater than 200 V peak-
to-peak during ringing. These very low frequency signals can induce
high currents close to DC as high as 200 mA. There also exists a con-
siderable heterogeneity in the line impedance conditions which can
range from high impedance to very low impedance. Table 1.4 gives
a first idea of these different signalling and impedance conditions
during on-hook and off-hook modes.

• Until now it has not been possible to provide a fully integrated
splitter owing to the range of AC and DC signals that would have to
be covered by a full solid-state device. As a result, implementations
have been made with a mix of passive and active circuits with a
minimal number of coils (one). State-of-the-art placement of the
passive circuits allows a monitoring of AC and DC voltage and cur-
rent ranges in such a way that the active circuits are never saturated
during quiescent or transient behavior. Optimization techniques
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Table 1.4 Most Common Signals and Line Termination in Both On-Hook
and Off-Hook Mode

Off-Hook State
DC Depends on

line length
20 mA typ. 100 mA

max.
DC termination Country

dependant
600 � at CO

typ.
300–600 �

at CPE typ.
POTS signals Dyn. is

country
dependant

3 V
peak-to-peak

max.

Freq. range: 200 Hz–
4 kHz

AC POTS
termination

US 900 � Europe (ETSI
Harm. Imp.)

Germany UK

CO, 600 �

CPE
270 � + (750

� // 150 nF)
220 � +

(820 � //
115 nF)

320 � +
(1050 � //
230 nF)

ADSL signals 20 V
peak-to-
peak max.

Freq. range: Upstream:
32–132 kHz

Downstream:
132 kHz–
1.1 MHz

ADSL termina-
tion

100 � typ.

On-Hook State
DC Max. autho-

rized value
100–500 µA

max.
1–10 µA typ.

is country
dependant

DC termination Country
dependant

600 � at CO
typ.

Receiver
model at
CPE:

1 M� //5 nF

Ringing
signals

Country
dependant

200 V peak-
to-peak max.

Freq. range: 25–60 Hz

ADSL signals 20 V peak-
to-peak
max.

Freq. range: Upstream:
32–132 kHz

Downstream:
132 kHz–
1.1 MHz

ADSL termina-
tion

100 � typ.

which are used to tune the passive and active component parame-
ters have also to ensure that the signals never exceed their nominal
range of operation for any condition off-hook or on-hook, or for
abrupt passages between on-hook and off-hook.

• A potential danger with active circuits is the possible triggering
of oscillations for some specific abrupt change of line conditions.
For instance, if the design is not unconditionally stable, oscillations
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can occur [Chen 1991] when passing from an off-hook mode to an
on-hook mode or vice versa. With integrated circuits, it can easily
happen that a part of their batch is slightly de-tuned and that a num-
ber of circuits are not free of oscillation for some line conditions. For
instance, for a very long line the active system can oscillate although
this was never the case for a short line. In practice, this oscillation
problem can be a nightmare for the designer.

• Because of problems of integration precision, the circuits need to
embed precise calibration techniques using, for instance, digital trig-
gers that allow the circuit to be maintained in its nominal zone. Cali-
bration is also necessary to ensure good LCL properties in particular
when active circuits have to be balanced on tip and ring. Splitter
calibration is not a problem that should be underestimated because
it has a direct impact on cost.

The goal of this section is to present the few active splitter developments
which have been documented. More academic research and innovative
solutions are certainly needed on this subject which would profit from the
collaborative talent of several designers.

1.9.2 Cook and Sheppard Gyrator
The solution proposed by Cook and Sheppard [Cook 1995] is an elegant
solution, which provides an unconventional impedance converter. Cook
and Sheppard were able to find a structure of two-port which converts a real
impedance R0 into a complex one Z(s) without loading the DC path with

an ohmic or capacitive load in contrast of what a conventional impedance
converter would do. To succeed, Cook and Sheppard used a transformer
and decoupled the active elements of the DC path by placing them into
the transformer secondary path. This avoids any loading of the DC path.

Before investigating the Cook and Sheppard gyrator, let us define a
floating impedance converter as the two-port of Figure 1.30. The impedance
converter is such that

V1

I1
= α(s)

V2

I2
(1.11)

The direction of the arrow in the schematic of Figure 1.30 indicates that
if the right port is loaded with R0, the left port will appear as a loading

impedance α(s) · R0.

The basic idea followed by Cook and Sheppard was therefore to design
a filter with real input and output impedance R0 using, for instance, Cauer’s
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V1 V2

I1 I2

R0
V1

I1

(a) (b)

?a(s) a(s)?V1
I1

= a(s) ⋅R0

Figure 1.30 (a) Impedance converter schematic. (b) Equivalent input impedance
when the right port is loaded with R0.

structures providing rejection in the ADSL band greater than 80 dB with low
order while giving a return loss against R0 above 20 dB in the POTS band.

By placing specific active impedance converters at both sides of their two-
port, they were able to obtain the same return loss above 20 dB against
the reference complex impedance Z(s) used in the United Kingdom at both
sides of their splitter. In other words, they were able to decouple the two
problems of obtaining both a good rejection in the ADSL band and a good
return loss on the POTS band against complex impedance by using two
impedance converters, as described in Figure 1.31.

The Cook and Sheppard impedance converter in its grounded version
is shown in Figure 1.32. The capacitor Cd is a decoupling capacitor, the

role of which is to block the DC. Its impedance being considerably lower
than R in the POTS band, the impedance of this blocking capacitor will be
neglected in the sequel. The following equations govern the behavior of
the circuit:

U1 = L1 · s · I1 −M · s · Ie U2 = L2 · s · Ie −M · s · I1 (1.12)

where L1 = L2 = L. Supposing that perfect coupling holds M =
√

L1L2 = L.

Z(s) / R0 Z(s) / R0R0 R0Cauer’s filter

ADSL
port

POTS
port

Line
port

Z(s) Z(s)

Figure 1.31 Cook and Sheppard proposed splitter system with impedance con-
verters.
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Figure 1.32 Grounded version of Cook and Sheppard impedance converter.

As R� R0, it can be considered that Ie � I1 and therefore

I2 =
V2

R0
≈ I1 (1.13)

As 1
Cds
� R for frequencies in the POTS band and beyond, and Vε ≈ 0, it

can be stated that

R · Ie ≈ V2 (1.14)

Elementary circuit investigation shows that

Ve =
(

R

(
Z(s)

R0
− 1

))
Ie + RIe = R · Z(s)

R0
· Ie (1.15)

Injecting the results of Equation 1.14 into Equation 1.15, it can be seen
that

Ve ≈
Z(s)

R0
· V2 (1.16)

Furthermore

V1 = U1 + Ve + U2 (1.17)

By introducing Equation 1.12 into Equation 1.17 with L1 = L2 = L and

M = L, it can be shown that

V1 = U1 + Ve + U2 = L sI1 − L sIe + Ve + L sIe − L sI1 = Ve (1.18)
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By using Equation 1.16, Equation 1.18 becomes

V1 = Ve ≈
Z(s)

R0
· V2 (1.19)

By dividing both members of Equation 1.19 by I1 and by taking account

that I2 ≈ I1, it can be shown that

V1

I1
≈ Z(s)

R0
· V2

I2
= Z(s)

R0
· R0 = Z(s) (1.20)

Therefore, the two-port of Figure 1.20 has the desired property of transform-
ing a real impedance R0, loading the right port, into a complex impedance

Z(s) which is the input impedance of the left port.
As an example of Cook and Sheppard impedance converter, let R0 =

300 � and let us consider the United Kingdom reference impedance Z(s),
the schematic of which is given in Figure 1.33.

Hence

Z(s) = R2 +
R1

1+ R1C1 s
= 320+ 1050

1+ 2.415× 10−4 s

and therefore the impedance converter parameter α(s) is such that

α(s) = Z(s)

R0
= 1.067+ 3.5

1+ 2.415× 10−4 s

Taking R = 100 k�, the network to be synthesized for the feedback
circuit of the operational amplifier of Figure 1.33 is such that its impedance
obeys

R2

R1

C1

320 Ω

1050 Ω

230 nF

Figure 1.33 United Kingdom reference impedance Z(s).
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R2

R1

C1

6.8 kΩ

360 kΩ

680 pF

Zf(s)

Figure 1.34 Zf(s) feedback impedance.

Zf(s) =
(

R

(
Z(s)

R0
− 1

))
= 6.7× 104 + 350× 103

1+ 2.415× 10−4 s

By taking components in the normalized series E24, Zf(s) can be mod-

eled with a precision close to ±3 percent by the circuit of Figure 1.34.
Taking Cd = 150 nF, the complete impedance converter circuit is shown

in Figure 1.35.
The floating version of the impedance converter of Figure 1.35 has been

proposed by Cook and Sheppard [Cook 1995]. The structure of this floating
impedance converter is shown in Figure 1.36.

An example of filter transformation is given in [Cook 1997]. The pas-
sive filter of Figure 1.37 which has a reference impedance of 300 � is
transformed into the splitter of Figure 1.38 which has a reference impedance
of Z(s). Two main modifications were made with respect to the general
scheme of Figure 1.31. To reduce the amount of high-frequency ADSL signal
received by the impedance converter close to the line port, the impedance
converter was shifted on the left side of the transformer made of L3 and

L3p. This had the consequence to lower the return loss on the line side and

−

+

Ve

Impedance converter

Z(s) 680 pF6.8 kΩ

360 kΩ

100 kΩ

150 nF

300 Ω300 Ω

a(s) = Z(s)/300

Figure 1.35 Grounded version of Cook and Sheppard impedance converter with
component values.
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300 Ω300 Ω

a(s) = Z(s)/300

− +

100 kΩ

100 kΩ

100 kΩ

100 kΩ

150 nF150 nF

L

L

2L

Figure 1.36 Floating version of Cook and Sheppard impedance converter.

C1 =  6.2 nF C2 = 8 nF

C1p = C1 C2p = C2

L1p = L1 L2p = L2 L3p = L3

Ct1 = 38 nF Ct2 = 133 nF Ct3 = 133 nF Ct4 = 41 nF
(300 Ω) (300 Ω)

L1 = 2.23 mH L2 = 3.12 mH L3 = 2.33 mH

Figure 1.37 Low-pass filter of cut-off frequency fc = 6 kHz and stop-band fre-

quency fs = 21.4 kHz. Level of rejection is 100 dB in the ADSL band. Return Loss

is greater than 27 dB on 200–3400 Hz.

C1 = 6.2 nF C2 = 8 nF

C1p = C1 C2p = C2

L1p= L1 L2p= L2

L1= 2.23 mH L2 = 3.12 mH
Z(s) / 300

Ct1a = 76 nF C t2a= 267 nF Ct3a = 267 nF

Ct1b =  Ct1a C t2b= Ct2a Ct3b = Ct3a

Z(s)/300

Ra = 68 Ω

Rb = Ra

Ct4a = 82 nF Ct4b = Ct4a

Line
port

POTS
port

ADSL
port

Lra = 7.65 mH

Lrb = Lra

R1 = 2.2 kΩ

R1p = R1

L3 = 2.33 mH

L3p = L3

Figure 1.38 Splitter realized from the low pass filter of Figure 1.37.
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imposed the presence of the transformer made of relative big coupled Lra

and Lrb inductors in parallel with 68 � resistances to enhance the return

loss performance. The introduction of the damping resistors R1 and R2 is

the second main modification. R1 and R2 are included to damp the paral-

lel resonance of the transformer made of L1 and L1p, and C1 and C1p. This

damping ensures stability of the active splitter in the stopband when the fil-
ter is “adversely terminated” (including short or open-circuits) [Cook 1997].
It should be noted that the capacitor Ct4 has been split into two capacitors

Ct4a and Ct4b. They appear in series with an ADSL transformer, which has

an impedance close to zero in the POTS band.
In [Cook 1995], it is shown that the introduction of the active filter

such as described in Figure 1.38 not only improves measurable quantities
such as return loss, rejection in the ADSL band, and sidetone masking
rating but also increases drastically comfort of listening. In particular, a
customer opinion study was carried out according to a computed aided
telephone network assessment program described in [CCITT Blue Book].
It is worth noting that the subjective opinion was such that it was quite
difficult for a listener to make the difference between a situation where
the ADSL path was on or off when the active splitter was connected. On
the contrary, the subjective opinion was that the presence of a passive
splitter lead to a deterioration of the listening comfort especially when
the room noise was high in presence of the ADSL path. Despite their
inherent advantages, the splitters developed by Cook and Sheppard were
not deployed in mass of the extra cost of the active devices.

1.9.3 Silicon Integrated Splitters
As an example of integrated approach, the main principle which guided the
designers of a mixed active–passive splitter remote powered with the line
current [Krummenacher 2002] and [Dedieu 2004] is now presented. The
architecture of the mixed passive–active circuit is shown in Figure 1.39. An
active circuit made of two application-specific integrated circuits (ASICs)
is embedded into a passive circuit reduced to one transformer and two
capacitors. Each ASIC consists of a programmable active admittance which
was designed to enhance the passive circuit capabilities. The frequency-
selective active admittance is achieved by driving a voltage-controlled
current source with a transconductor–capacitor circuit implementing a
fourth-order Laplace transfer function (four poles and four zeroes). The
device is self-powered through the DC line current in off-hook mode. A
biasing current of 10 µA only allows the transmission of class signals in
on-hook mode. Precise calibration of all relevant DC and AC parameters of
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ASIC 1

ASIC 2

L1

C1 C2
Line port POTS port

CADSLCADSL

ADSL port

Active part

L1

Figure 1.39 Mixed active–passive splitter.

the circuit is performed during testing and stored in the on-chip Electroni-
cally Erasable Programmable Read-Only Memory (EEPROM). The general
features of the circuit are as follows:

• No external supply required
• Programmable AC response covering European and U.S. line

impedance
• Embedded on-hook off-hook detection circuit
• Low-voltage low-power EEPROM Complementary Metal–Oxide–

Semiconductor (CMOS) integration
• Low cost

During on-hook, the active circuits are switched off and are equivalent to
resistors of about 50 �. During off-hook, the active circuits are switched-on
and are equivalent to a fourth-order impedance such that

Z(s) = Rrect + Roh

1+ B1s+ B2s2 + B3s3 + B4s4

1+ A1s+ A2s2 + A3s3 + A4s4
= N(s)

D(s)
(1.21)

The term Rrect is a resistor because of a rectifier, the role of which is to

power the active circuit with the right voltage direction according to the
incoming direction of DC. Typically, Rrect is around 10 �. The term Roh

is a small resistor, which is about 2.5 �. The parameters Ai’s and Bi’s in

Equation 1.21 are tuned in such a way that |Z(jω)| reaches its maximum at
the beginning of the ADSL band where a good rejection is needed. The Ai’s

and Bi’s are also chosen in such a way that the two-port embedding the two

ASICs exhibits passivity. The behavior of |Z(jω)| is shown in Figure 1.40;
the maximum is reached around 34 kHz. The global transfer function for
both on-hook and off-hook modes is shown in Figure 1.41. The on-hook
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transfer function is due to the passive circuit while the off-hook one results
from the enhancing of the passive circuit by the active circuitry.

The heart of each ASIC is a fourth-order impedance, the model of which
is depicted in Figure 1.42 [Krummenacher 2002].

The fourth-order admittance is a voltage-controlled current source.
The voltage which controls the source is the voltage V, which is the
voltage across each ASIC. The four amplifiers on the left of Figure 1.42 are
Operational Transconductance Amplifiers (OTA). Each OTA has a differen-
tial input voltage �V(t) and converts this differential input voltage into an
output current which obeys the following equation:

i(t) = gm�V(t) (1.22)

The quantity gm is referred to the transconductance of the amplifier. It will

be shown that this transconductance can be controlled to program the
so-called OTA. As Roh is small and Iy is considerably greater than the cur-

rents entering the capacitors C11, C21, C31, and C41, it can be easily shown

by elementary circuit analysis that

Iy =
1

Roh

1+ A1s+ A2s2 + A3s3 + A4s4

1+ B1s+ B2s2 + B3s3 + B4s4
(1.23)

where the Ai’s and Bi’s are linked to the gmi’s i = 1, . . . , 4, Cij’s i = 1, . . . , 4,

j = 1, . . . , 2, Roh of Figure 1.42 according to

C11 = g1A1 (1.24)

A >>1
+

+

+
C11

C12

C21

C22

C31

C32

C41

gm1 gm2 gm3

+
gm4

Vdrop +

+

−

−

−

− −−

−

+ Voffset

V

Iy = Y(s).V

Roh

Iy

Figure 1.42 Realization of fourth order admittance.
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C12 = g1B1 − C11 (1.25)

C21 =
A2g1g2

(C11 + C12)
(1.26)

C22 =
B2g1g2

(C11 + C12)
− C21 (1.27)

C31 =
A3g1g2g3

(C11 + C12)(C21 + C22)
(1.28)

C32 =
B3g1g2g3

(C11 + C12)(C21 + C22)
− C31 (1.29)

C41 =
A4g1g2g3g4

(C11 + C12)(C21 + C22)(C31 + C32)
(1.30)

C42 =
B4g1g2g3g4

(C11 + C12)(C21 + C22)(C31 + C32)
− C41 (1.31)

Precise calibration of all relevant DC and AC parameters of the circuit is
performed during testing and stored into an on-chip EEPROM. An internal
transient suppressor provides smooth transition from on-hook to off-hook
mode and reduces cyclic redundancy check (CRC) errors on the ADSL traf-
fic during POTS transients. Four programming modes are available that
correspond to four transfer functions covering the main splitter standards.
Mode 0 covers the POTS “complex” European impedance so-called ETSI-A;
mode 1 covers the ETSI option-B impedance. Modes 2 and 3 cover respec-
tively the ANSI ITU-T G992.1 E2 and ANSI ITU-T G992.1 E4 requirements.
Figures 1.43 and 1.44 show good agreement between model and measure-
ments for a specific ASIC. Circuit layout is shown in Figure 1.45.

1.9.4 CPE-Specific Design Problems
Although it is in general easier to design CPE splitters because they require
less isolation, it is worth mentioning some specific problems. Very simple
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Figure 1.45 Circuit layout.

splitters with low isolation have been deployed worldwide with very
inexpensive passive technology. As previously mentioned, this very simple
technology can cause degradation of the POTS when several telephones
are connected to the same line. As a second consequence, “one-dollar”
splitters having poor isolation in the ADSL band can be responsible for poor
impedance matching with the ADSL termination, which in turn degrades
the ADSL rate. With triple-play applications requiring more bandwidth,
low-cost CPE splitters can degrade the effectiveness of the ADSL link.
In short, if minimal care is not taken with the design of the CPE splitters,
the quality of both POTS and ADSL service can be deteriorated because of
impedance matching problems both for the POTS and ADSL terminations.
Both ETSI and ANSI standards have not been too demanding with the
requirements of CPE splitters, and some national telcos have strengthened
the requirements for their ADSL CPE splitters. This is the case for British
Telecom, France Telecom, and Belgacom for instance. The [SIN 346] Sup-
pliers’ Information Note from British Telecom is one good example of extra
requirements, which are asked of splitter manufacturers. It turns out that it
is far from obvious to design splitters which are fully compliant with these
new national standards. It is worth mentioning here some efforts that have
been made by splitter manufacturers to improve their CPE splitters. The
solutions presented use either passive or active circuits.

The impedance matching problem with POTS terminations when sev-
eral telephones are connected to the same line can be easily explained
using Figure 1.46. In this figure, it has been supposed that a cheap 600 �

splitter is simply made of a second-order filter (one transformer plus a
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Figure 1.46 Model of one splitter associated with one telephone off-hook. In
parallel are three splitters associated with on-hook telephones. The ADSL path has
not been represented for simplification.

capacitor). It has been assumed that one telephone is off-hook and that
three telephones are on-hook. The off-hook telephone exhibits an AC
impedance of 600 �, the other telephones which are on-hook are sup-
posed to be modeled with an AC impedance made of two resistors and
one capacitor such as proposed in the [TS 101 952-1-1]. The splitter con-
nected to the off-hook telephone has been designed to match a 600 �

impedance. With only that splitter connected to the line, its return loss
would be fine. However, the 600 � input impedance “sees” three other
splitters in parallel, which are connected to roughly 10 k� impedances. If
the input impedance of each on-hook telephone-associated splitter is as-

sumed to be about 10 k�, the three telephones would present a 10
3

k�

impedance in parallel with 600 � and the return loss (although degraded)
would still be fine. However, what actually happens is that each on-hook
telephone- associated splitter presents an input impedance which is lower
than 10 k� due to the presence of the splitter input capacitor seen in par-
allel with the 10 k� impedance. As a result, the return loss is completely
out of specifications as shown in Figure 1.47.
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Figure 1.47 Example of return loss degradation when up to three splitters asso-
ciated to on-hook telephones are connected in parallel to one splitter associated
with one telephone off-hook.

To maintain a good return loss when several splitters are protecting tele-
phones connected to the same line, a specific isolation mechanism needs
to be implemented. Two basic mechanisms using passive or active switches
are generally used. A first mechanism introduced by [Kiko 1999] [Kiko 2001]
consists in switching off the capacitors between tip and ring. The switch
can be either active or passive (Reed relay triggered with line current). The
mechanism is illustrated in Figure 1.48. During on-hook mode, the line cur-
rent is weak and considerably below a certain current threshold ith. The

input impedance during on-hook is therefore mainly fixed by L1, L′
1
, and

the small capacitor Cf. When the line current ic is above an ith, the Reed

relays close and the splitter takes its nominal shape.
Advantages of the solution are as follows:

1. During on-hook the caller ID signals in the POTS band are sent with
only small attenuation to the TE.

2. When an active switch is used, its electronic noise during on-hook
is partially filtered by the capacitor Cf in DSL band.
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Figure 1.48 Switch between tip and ring [Kiko 1999]. The splitter architecture is
suited for complex impedance network.

3. Threshold between on-hook and off-hook need not be very precise.
A threshold of 14 mA, for instance, ensures to be above caller ID
DC. The off-hook DC being above 20 mA, there is a wide range for
the threshold.

4. Low cost Reed relays solutions can be cast into L1 as shown in

Figure 1.49.

Drawbacks of the solution are as follows:

1. Rejection in on-hook mode is very poor because of the following:

(a) Filter total capacitance between tip and ring has been decreased
from C1 + C3 + Cf to Cf (from off-hook to on-hook)

(b) High impedance of the TE

2. As a consequence there is possible injection of ADSL noise during
ringing

3. Poor rejection in on-hook mode has forced splitter manufacturers
to find a solution for a new DC-sensitive inductor which exhibits
a large value during on-hook (typ. 40 mH) and a small value dur-
ing off-hook (typ. 5 mH). This special inductor has an extra cost
[Kiko 2002].

A second principle of operation has already been proposed by France
Telecom [Rayer 2000]. It consists in putting an active switch in series with
the inductance L1 as shown on Figure 1.50.
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Figure 1.49 Example of Reed relay cast into a drum core L as shown in Excelsus
Tech. patent [Kiko 1999].When the DC exceeds ith, the two blades of the Reed relay

are in contact and allow the switching-on of one of the capacitors of Figure 1.48.
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Figure 1.50 Active switch in series with inductor L1 as proposed in [Rayer 2000].

The switch can be as simple as two diodes in parallel having opposite directions.
The switch is usually balanced on tip and ring (two active switches).
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Figure 1.50 shows a switch which is high impedance (infinite impedance)
for ic < ioff where ioff is the level of off-hook current (typ. 20 µA).

Advantages of the solution are as follows:

1. Isolation of off-hook phone is excellent (provided that the switch
is high impedance enough during on-hook).

2. L1 does not need special crafting to exhibit a large value during

off-hook.
3. Architecture is simpler than the previous one and does not require

Reed relay material inside the inductors.

Drawbacks of the solution are as follows:

1. Value of the DC during off-hook is not so well known in advance.
For instance in the United Kingdom, the insulation resistance
between leads is not specified, hence a value of resistance is not
specified. Instead, loop insulation resistance as a function of bleed
current, defined in terms of the ringer equivalence number (REN)
of the TE, is specified.

(a) When REN= 0, the current drawn by the TE shall not be greater
than 5 µA.

(b) When 0 < REN ≤ 4, the current drawn by the TE shall not be
greater than 30×REN µA.

Because various RENs can be used, the level of DC in on-hook can
be theoretically in the range of 5–120 µA, therefore the switch has
to be designed in such a way that its impedances are high enough
in this range. The switch has to be designed with a monotonic
variation of its impedance with respect to the DC.

2. Passing Caller ID (CLI) signals are inherently more problematic with
this architecture than that described in Figure 1.48. In particular, if
the termination during CLI mode is such that the range of DC is not
well above the DC off-hook current, the switch remains open and
the CLI current cannot reach the TE.

3. Active elements in series as shown in Figure 1.50 can demodulate
ADSL signals because of nonlinear effects. The impact of the filter
on the number of CRC errors in the ADSL path has to be carefully
checked.
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1.10 Conclusion

Although an overall trend in telecommunications is clearly toward the dig-
itization of voice, the splitter function will remain in a huge number of
existing and new deployments of DSL. This chapter has explained the role
of the splitter, and detailed the various contraints that a splitter designer
should be aware of. Furthermore, it has presented a technique that can
be applied to design splitters meeting the major specifications. Additional
issues that have not been fully addressed by the standards bodies are dis-
cussed along with their potential effects on next generation DSL services.
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Abstract This chapter is developing the challenges associated with the
design of Asymmetric Digital Subscriber Line (ADSL) integrated circuits (ICs).
After a brief overview of the last fifteen years of silicon developments, the
key design challenges are highlighted by extracting system architecture and
building blocks requirements from the high-level system specifications and
the ADSL Standards. A compilation of implementations options published in
the literature is provided. Chipset roadmaps are developed, demonstrating
the leverage of the design andprocess advances on theproduct performance,
power, cost, and features. Both ends of the line as well as other product
derivatives like remote digital loop carrier (DLC) and other Multiunit product
derivatives (MxU) are considered.

2.1 Fifteen Bumpy Years of DSL IC Developments

Using Digital Subscriber Line (DSL) technology to exploit the bandwidth of
the telephone line well beyond a few hundred kilohertz was already a very
hot R&D topic by the end of the 1980s, with the very aggressive but not yet
fully articulated target to break the barrier of a few megabits per second
on the local loop. This would suddenly transform the already installed
telephone twisted pairs into a global broadband access network, paving the
way for a completely new panoply of consumer businesses in areas such
as video-on-demand, remote games, and video-conferencing. Many people
predicted that this would result in a second life with a golden future for
the lucky owners of this old but broadly deployed copper network. Others
predicted that this would result in another failure following the unequal
worldwide success of ISDN. At that time, it was obvious that whichever
DSL standard or application would eventually emerge, a massive worldwide
deployment of the technology would largely rely on the successful design
of a brand-new family of custom integrated circuits (ICs). These custom
ICs would have to explore new design techniques and take the maximum
benefits from leading edge processes, to meet all cost, horsepower, and
power consumption targets of this new product.

Looking back to the very first integrated solutions available from the
mid-1990s [Amrany 1992], [Kuczynski 1993], [Chang 1995], [Macq 1998],
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and [Reusens 2001], they appear today quite ugly, in most cases
implementing limited and proprietary flavors of the standard. The square
centimeters and watts required for the digital chips were forcing designers
to look for unusual and expensive chipset partitioning using custom pack-
ages, while the analog chips were pushed to operate too close or beyond
the limits of what was feasible in the best process available at that time in
terms of linearity, resolution, and power dissipation. These early solutions,
quickly optimized in terms of cost, power, and standard compliance, were
mostly developed by rather big incumbent telco providers and produced
in relatively small quantities. Their biggest merit was probably to help to
demonstrate the intrinsic capabilities and the relative robustness of the new
technology in various field trials during the mid-1990s, mostly in the United
States and Asia. Fortunately, for these young DSL product precursors, a
killer application rapidly emerged at the same time; the unprecedented
success of Internet suddenly boosted the demand for higher bandwidth up
to the last mile, thus fueling capital for massive R&D efforts from the mid-
1990s. From 1997, new chipset families appeared on the market, offering
full interoperability and good performance at a reasonable cost and within
the very tight power budget [Kiss 1999]. New IC players entered the market
at that time with standard compliant ADSL discrete multitone (DMT) prod-
ucts. The following years were truly glory days for some ADSL IC players,
with spectacularly successful IPOs, vertiginous stock valuations for some
fabless semiconductor companies, and revenues multiplied by 600 percent
or even 1000 percent on a year-to-year basis. No one could accurately
predict where and how the huge DSL chipset orders were supposed to
be deployed, and even how many technicians would be required in the
field to support this deployment. Any demand forecast was systematically
beaten quarter after quarter. The bubble finally burst at the end of 2000.
From that time, a rather drastic consolidation occurred for the numerous
IC companies still alive on the DSL playground. Nonetheless, more recent
times have seen emerging DSL markets in Asia (first in Japan, Korea,
and later in China) and new product requirements leading toward higher
speed (from ADSL2+ to VDSL) and longer reach. These disruptive market
evolutions are opportunities for a few top DSL IC players to prosper again.

This chapter presents some highlights and issues associated with the
design of ADSL ICs. In the first part, some orders of magnitude in terms
of horsepower, linearity, and signal-to-noise ratio are extracted from the
system specifications, leading to a few considerations regarding the chipset
requirements, mostly for the digital subsystem (the analog is covered in
Chapter 3). In the second part of this chapter, various implementation
options available in the open literature are briefly described and compared.
Finally, the major trends in the DSL chipset integration are discussed, with
emphasis on product, voltage, and technology roadmaps for the ICs. Both
ends of the line will be considered: the central office (CO) side (covering
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as well other product derivatives like remote digital loop carrier (DLC)
and other Multiunit product derivatives (MxU)) and the customer premises
equipment (CPE) side.

2.2 A Preliminary Chipset Complexity
Assessment from System Specifications

A quick evaluation of the main challenges associated with the design of
a DMT ADSL modem can be extracted from a first overview on the high-
level system specifications. The Shannon criterion dictates that the bit-rate
increase, necessary to break the megabits per second barrier, requires
extending the signal bandwidth well beyond the 4 kHz of a conventional
voice band modem. The first DMT ADSL modem utilizes bandwidth up to
1.1 MHz. For illustrative purposes, a DMT ADSL modem could be viewed
as the parallel combination of 256 narrowband modems regularly spread
along the frequency axis between DC (direct current) and 1.1 MHz, each
one centered around a carrier frequency of n × fBW with fBW equal to

4.3125 kHz and n an integer taking values between 0 and 255. Each carrier
is quadrature amplitude modulation QAM-modulated with a maximum of
15 bits per symbol, i.e., 60 kbps/carrier for a 4 kHz symbol rate. This fre-
quency multiplexing of 256 narrowband modems could lead theoretically
to an aggregate upstream and downstream bit rate of 256 × 60 kbps, i.e.,
close to 15 Mbps.

Figure 2.1 illustrates the major building blocks of the digital portion of an
ADSL DMT modem; further details on the functions of each of these blocks

Figure 2.1 ADSL DMT block diagram.
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may be found in chapter 7 of [Golden 2006]. In the transmit direction,
the data bytes coming from the system interface are first scrambled, then
encoded by the Reed–Solomon engine, interleaved and mapped through a
16-states Wei trellis encoder onto the appropriate QAM constellation point.
The different QAM-encoded tones are then multiplied by the gain scaling
coefficient, before being sent to the IFFT block. A cyclic extension is added
to the symbol in the time domain. This signal is then processed by a combi-
nation of interpolators and filter stages to satisfy out-of-band power spectral
density requirements in the POTS band (digital high-pass filter) and in the
receive band (digital high-pass filter or low-pass filter), before being sent
to the Digital to Analog (D/A) converter.

On the receiver side, after Analog to Digital (A/D) conversion the signal
is first decimated and filtered to eliminate the quantization noise as well as
any other undesired out-of-band component. In the case of echo-cancelled
systems or systems with a reduced guard band between the transmit and
the receive channels, a part of the downstream signal overlaps within the
upstream channel. An echo cancellation block is then required to eliminate
the residual echo of the transmit signal, which is already partially attenuated
in the analog block by the hybrid and some other analog echo cancellation
mechanisms. This echo cancellation block is often split into two compo-
nents implemented respectively in the time and in the frequency domains.
A time domain equalizer shortens the channel impulse response, and then
the signal goes through the Fast Fourier Transformer (FFT). After FFT con-
version and elimination of the cyclic prefix, a frequency domain equalizer
(FEQ) tunes the different carriers in phase and amplitude, compensating
for the dispersion owing to the telephone line and the analog compo-
nents. A rotor may compensate as well for residual frequency mismatch
between the clocks references of the modems connected at both sides of
the line. The demapper, combined with a trellis decoder, makes a decision
on the constellation points, and the retrieved data bytes are then sent to
the deinterleaver, following which the Reed–Solomon decoder decodes the
codeword and the resulting bytes are finally descrambled before being sent
back to the system interface.

2.2.1 Digital Signal Processing Requirements
A rough analysis of the digital signal processing (DSP) processing require-
ments to support the ADSL datapump operations can be estimated by look-
ing at the multiplication operations and evaluating the aggregate number
of Million Multiplications–Accumulations Per Second (MMACS) required for
each submodule [Cioffi 1993], [Wiese 2000], and [Naveh 1999]. Relying on
optimized hardware design and efficient software coding style, a simplis-
tic assumption is that there is enough parallel processing, pipelining, and
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auxiliary resources to keep each hardwired multiplier fully loaded, in such a
way that each clock cycle allows a complete multiplication operation. This
simplification has obviously its own limitations. For example, it will not pro-
vide a very accurate estimation of highly parallel operations required for
a Reed–Solomon encoder and decoder or for the Viterbi algorithm. Also,
straightforward architecture optimizations will often be applied to relax
the MACS requirement of some fixed and dedicated blocs. For example,
interpolation or decimation filters with limited programmability require-
ments will preferably be implemented without multipliers, by selecting
properly the coefficients in such a way that only add and shift operations
are needed.

That being said, analyzing the remote side can approximate a worst-case
computation requirement. Indeed, from the system asymmetry the remote
receiver handles eight times more traffic than the CO receiver, and the bulk
of the transceiver complexity resides essentially on the receiver, because it
has to handle difficult tasks like channel equalization and echo cancellation.
We will look at a generic echo-cancelling ADSL system, operating at 8 Mbps
downstream and 800 kbps upstream, on a 1.1 MHz bandwidth and with a
4 kHz symbol rate. The same method could be applied to any other DSL
flavor (ADSL2+, SHDSL, VDSL, etc.) to compare the intrinsic DSP complex-
ity of these systems.

2.2.1.1 Filters, Decimation, and Interpolation

The data processing required between the A/D–D/A converters and the
DMT engine is very dependant on the overall transceiver architecture,
especially the type of converter used, and the amount of filtering already
provided by the analog front-end (AFE). We will assume that the system
uses a Nyquist A/D converter, relying on an oversampling rate of four
to relax the analog filtering requirements, leading to a sampling rate of
8.8 MHz. The filters and decimation by a factor of four could be imple-
mented as in [Kiss 1999] with two sinx/x finite impulse response (FIR) fil-
ters, with 15 and 59 coefficients, respectively. Each filter also decimates the
signal sampling frequency by two, leading to a total requirement of around
15×8.8×106+59×4.4×106, or 391 million operations per second. In our
case, it can be assumed that each operation leads to a single 16-bit shift-add
operation, and we can calculate the equivalent 16-bits MACS operation as
391,000,000/16 or around 25 MMACS. The data processing on the trans-
mit direction of the remote side involves interpolation and some filtering
to reduce the Inverse Fast Fourier Transform (IFFT) sidelobes out of the
upstream band. Because of the reduced bandwidth on the upstream chan-
nel, the amount of processing required is obviously lower; a rough estimate
is 5–10 MMACS.
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2.2.1.2 TEQ

A time domain equalizer (TEQ) is required in a DMT ADSL system to
attenuate the intersymbol interference (ISI) resulting from channel dis-
persion. Channel dispersion in the ADSL band results in an impulse
response generally much longer than the cyclic prefix inserted between
the DMT symbols. The TEQ will shorten the effective impulse response
in such a way that most of the interference is included within the cyclic
prefix. At the remote side of the DSL, a typical TEQ is implemented
by an adaptive 32-tap FIR filter running at the Nyquist frequency of
2.2 MHz, and will therefore require up to 2.2 × 32, or approximately 70
MMACS.

2.2.1.3 FFT and IFFT

The 2N-point real to complex FFT required for an N-carrier DMT symbol
can be computed from an N-point complex to a complex FFT, followed by a
post-processing stage, leading to N/2× log2(N) complex multiplications for

the FFT and N/2 other complex multiplications for the post-processing stage
per DMT symbol. Note that the multiplier size is often larger than 16 bits,
typically it is 20 bits for the data and 16–18 bits for the twiddle coefficients.
For the FFT in the CPE receiver, this leads to a total of 2N× [log2(N)+ 1]
multiplications per symbol, or 18 MMACS for a 4 kHz symbol rate and 256
carriers. The IFFT will process a reduced number of carriers and will only
require from 2 to 4 MMACS.

2.2.1.4 FEQ and Rotor

An FEQ is used to align the received carriers (representing constellation
points) on the X and Y axes of the complex plane, compensating for carrier-
specific channel distortion. N complex multiplications are required, or a
total of 4 MMACS (250 carriers, 4 real multiplication per carrier). A rotor
can be used as well to compensate for the misalignments between the
received signal frequency and the local oscillator. This subsystem consists
of a feedback loop that includes the FFT and the demapper, and will closely
monitor the phase of a dedicated tone selected as pilot. A measured phase
error is calculated, and fed into an integrator filter whose output is used as a
measure of the phase error to apply to each tone. This operation will again
require N complex operations, or an extra 4 MMACS. On the transmit side,
gain scaling is provided, requiring the multiplication of the 30 tones by a
real number. Because of the lower bandwidth in the upstream direction
this last component can be neglected.
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2.2.1.5 Echo Cancelling
A digital echo canceller, combined with an analog hybrid and some high-
pass filtering in the case of partial frequency division multiplexing (FDM),
can provide an overall echo attenuation beyond 60 dB. This function may
be split between the frequency domain and the time domain, as demon-
strated in [Naveh 1999]. The frequency component requires N complex mul-
tiplications per symbol, or 4 MMACS for 250 carriers, while the circular
echo synthesizer [Naveh 1999] is implemented as an FIR filter and requires
around 7000 MAC per symbol or 28 MMACS.

2.2.1.6 Transmit and Receive Forward Error Correction
Blocks, Viterbi Decoder, and Adaptation of the Filters

The modem is completed with the scrambler and descrambler, interleaver
and deinterleaver, mapper with a Wei–Treillis encoder and demapper
combined with a Viterbi decoder. The aggregated million instructions
per second (MIPS) or MACS required for these operations is much more
implementation dependant and difficult to estimate because they do not
rely principally on multipliers as was the case for the previous blocks.
Because a deeper architectural analysis of these blocks would go far
beyond the scope of this simple complexity evaluation, we will simply
double the aggregate horsepower requirement to cover these mandatory
features of the modem, as suggested in [Wiese 2000].

2.2.1.7 Discussion

Table 2.1 summarizes the different “equivalent MMACS” estimates for the
remote modem. A total of about 320–400 MMACS is required for the entire
modem, from the A/D–D/A converter up to the system interface. A similar
estimation for the CO modem would lead to a lower estimate of 250–300
MMACS. These numbers should only be used to get a first indication of the
intrinsic capabilities of a given hardware platform.

Table 2.1 Computing Requirements ADSL Modem, in Million
Multiplications–Accumulations per Second (MMACS)

ADSL CPE ADSL CO
Digital filters 35 35
Time equalizer 70 35
FFT/IFFT 25 25
Frequency equalizer 10 5
Echo cancellation 30 20
Viterbi, Reed–Solomon, TC-layer ∼150–230 ∼130–180
Total ∼320–400 ∼250–300
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At the time of the first ADSL technology developments in the early
1990s, there were no DSP cores powerful enough to provide that level
of performance. Also, leading-edge cell-based application-specific inte-
grated circuits (ASICs) implemented with latest Complementary Metal–
Oxide–Semiconductor (CMOS) technology with 1.2–0.7 µm gate lengths
would only run at frequencies close to 50 MHz, requiring a high level
of parallelism to provide the processing power required per DSL chan-
nel. A three to four chip solution was therefore typically envisaged from
the AFE interface up to the system interface. These early ADSL imple-
mentations were often derived from complex and expensive hardware
systems, built with a mixture of standard off-the-shelf components, field
programmable gate-arrays (FPGAs) and standalone DSPs. This evolu-
tionary process strongly influenced the initial chipset partitioning and
architecture choices. A certain degree of programmability was obvi-
ously mandatory to track the ADSL standard evolutions, or (even more
tediously) the various standards “flavors.” The programmability was also
often welcome at a time when verification methodologies and tools for
this kind of complex system were generally much less mature than today,
and not yet efficiently embedded in the computer-aided design (CAD)
tool flows. A first family of products was assembled from a set of cus-
tom engines running in parallel and handling the various subsystems of
the complete DSL modem, without relying on a conventional DSP core
[Kuczynski 1993] and [Kiss 1999]. A quite representative example of this
first approach is detailed in Section 2.3.1.2. Other products would be
developed around efficient DSP cores that were available in-house. Dedi-
cated hardware accelerators provided support [Amrany 1992] as illustrated
in Section 2.3.1.1. One of the major challenges for the IC design teams
in charge of this architectural migration is to continuously meet or sur-
pass the next product generation requirements in terms of cost, power
consumption, and performances and features. They must also preserve
interoperability with the existing products and all previous generations
already deployed in the field. This sometimes leads to tricky trade-offs
on the level of reuse for existing blocs, architectures, and algorithms; to
continue to guarantee interoperability with legacy products, their various
firmware versions, and any other software component already developed
by the customer on older versions of the product. The barrier for any
new player entering this very competitive market thus becomes higher
and higher. The fickleness of existing product acceptance in the field
necessitates programmable architectures, without any sacrifice in cost or
power to quickly adapt the solution for interoperability with all deployed
legacy solutions. It is also necessary to be able to present a convincing
roadmap with new features and product differentiations in terms of reach
and aggregate bit rate. To illustrate this, the solution proposed by a more
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recent DSL player is briefly discussed in Section 2.3.1.3 [Clarke 2001] and
[Wilson 2002].

As of today, numerous solutions for the implementation of the digi-
tal part of the ADSL system are deployed in the field. A fair comparison
between all of these architectures is close to impossible and would be
highly controversial. The success of a given solution or supplier is no longer
measured only in terms of the technical performance of a modem. It also
strongly depends on the overall business strategy of the company and its
capability to react appropriately to a rapidly evolving and demanding mar-
ket. The DSL modem or datapump is becoming more and more of a subset,
a feature embedded in a complex system combining voice, data, cells or
packet processing, control, and management. Leading DSL IC players are
required to be able to propose global solution (IC, hardware, and software)
for a DSLAM at the CO or an all-in-one home gateway on the CPE side (e.g.,
DSL in voice, wireless, and data networking out).

2.2.2 Analog System Requirements
A detailed analysis of the technical challenges for a DSL AFE is presented
in Chapter 3. The goal of the designer is to build a flexible and adaptive
engine capable of digitizing (in both transmit and receive directions) the
quite unfriendly DMT signal in a totally transparent way. Specifically, this
entails having intrinsic noise and distortion levels significantly below the
telephone line noise on nearly all possible line conditions for bandwidths
on the order of megahertz. As illustrated in [Chang 1995], the DMT-based
ADSL standard provided a very tough challenge for the first integrated AFE
(Figure 2.2), designed back in the early 1990s. On the receive side, the
combination of the dynamic range requirements for the very high crest fac-
tor of the DMT signal, the high signal-to-noise ratio requirements per DMT
carrier, and the amount of echo still present at the A/D input translate into
a very stringent requirement for the A/D and D/A converters. A resolution
of 12–14 effective number of bits is required, this is an accuracy usually
achievable only with sigma–delta converters. A sampling frequency above
4.4 or 8.8 MHz and a the signal bandwidth of 1.1 MHz is more in line with
the speed of pipeline or subranging architectures, usually reaching 10–11
bits in production (without calibration). On the transmit side, regardless of
which multiplexing method is selected by the system engineer, highly lin-
ear filters with up to 60–70 dB are required. Spurious free dynamic range
(SFDR) is required to eliminate out-of-band signal or noise components.
Additionally, these filters are constrained not to add excessive internal ther-
mal noise components. Continuous-time approaches have been preferred
so far over switched-type filters owing to potentially extended signal band-
width. Finally, a low-noise highly linear line driver is needed, capable of
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Figure 2.2 ADSL analog front-end generic block diagram.

efficiently transmitting up to 100 mW of power at the CO side of the link,
while accommodating the impressive DMT peaks standing 15 dB above the
root mean squared signal.

2.3 Chipset Implementations

These next sections present and try to compare different solutions proposed
in the literature, with some circuit details, and advantages and drawbacks
perceived from these architectures for implementations at both ends of
the line. General trends in the design of broadband communication prod-
ucts were highlighted by [Samueli 1999] and [Cloetens 2001]. At the early
deployment stage of a technology, parallel dedicated architectures (custom
hardwired) are often preferred over centralized programmable solutions
(DSP core-based solutions). This is due to the very large computational
requirements of most of these systems. The amount of parallelism and pro-
grammability planned for a given chipset generation often results from a
delicate trade-off between the additional power required for highly cen-
tralized and programmable engines and the cost penalty for the larger area
expected from more parallel systems. This trade-off evolves from one pro-
cess to the next, tending over time toward more and more programmable
architectures and relying on a reduced set of hardware coprocessors. This
is a very welcomed consequence of Moore’s law (Figures 2.8 and 2.9) that
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mainly impacts the digital parts of the DSL modem. As a side effect, the
system cost, area, and power become dominated by the analog part of the
chipset or other analog discrete components; the digital cost and power
eventually becomes insignificant in the complete solution. Another dimen-
sion to explore during the definition of an optimal chipset partitioning is
the opportunity for a complete integration on a single die. In the case
of DSL, high resolution analog functions have to be integrated with com-
plex digital circuitry that is switching at very high-clock frequencies. For
cost reasons, a pure digital CMOS process will often be preferred for this
mixed-signal solution at the expense of options like double poly for capa-
citors. For the same cost reason, the design of the analog components inte-
grated with a complex digital subsystem will have to be extremely robust
as any parametric failure owing to analog performance variation across
temperature, voltage, and process range will impact negatively on the pro-
duction yield. The analog characteristics do not scale very well with the
process; for the high sensitivity requirements of DSL products, the ana-
log components size is ultimately determined by the amount of thermal
noise tolerated in the system or in some cases by the capacitor match-
ing. Also, the lower power supply required by the smaller geometries of
advanced digital process reduces the overall dynamic range of the sen-
sitive analog portion of the chip, and impacts negatively on the power
consumption. The lower power supply also jeopardizes the future inte-
gration of higher voltage components such as the line driver if no addi-
tional process options can be considered (e.g., dual gate oxide). Finally,
there are potential silicon re-spins owing to tedious second-order analog
problems that are sometimes difficult to apprehend, simulate, or even to
validate. These may end up penalizing heavily the overall product strat-
egy success by delaying the start of production and dramatically increas-
ing the development cost. The latter is largely owing to the prohibitive
mask set price below 0.18 µm CMOS geometries. All these considerations
will often justify the decision to keep the analog portion of the ADSL
system on a separate die. This allows the selection of the most appro-
priate analog process in terms of cost, performance, and stability. This
will also normally offer mature noise, distortion, and matching models.
A System In Package (SiP) approach that consists of a combination of
multiple dies and discrete components on a single package can often offer
an attractive alternative in the quest for a single chip DSL solution.

2.3.1 Digital Signal Processing Examples
The first category of DSL IC solutions was the result of the long maturing
of the very early solutions that took place over more than five successive
chipset generations. A second category of more recent chipsets tries to take
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the maximum benefits from the latest DSP architecture evolutions toward
very long instruction word/single instruction multiple data (VLIW/SIMD)
engines to offer the higher flexibility required from a new entrant. This
entails supporting any legacy product already deployed and also offering
an attractive migration path toward enhanced product in terms of reach,
speed, or multistandard support. The chipsets from the first category are
based on either custom DSP engines [Amrany 1992] that are capable of
handling one or two DSL channels, or on a set of dedicated hardwired
processors [Kuczynski 1993] and [Kiss 1999] that are being set up during
initialization through status registers and controlled globally by a medium-
performance microcontroller. These two examples illustrate how massively
parallel architectures can lead to power-efficient solutions, driven at fairly
low-clock speed (lower than or close to 100 MHz), while preserving enough
programmability to support the necessary platform evolutions. More recent
solutions built around centralized powerful DSP engines will run at much
higher speed (higher than 500 MHz in 0.13 or 0.09 µ CMOS) and are capable
of handling multiple DSLs on a unique hardware platform.

2.3.1.1 A Flexible and Distributed DSP Approach

As early as 1992, Amrany et al. [Amrany 1992] presented quite an innovative
way to reach the required horsepower of a DSL modem without sacrific-
ing the programmability of the solution. The idea is to build a “single fully
programmable application-specific fast-signal processor” based on a hierar-
chy of custom programmable processors. This hierarchy of processors, the
so-called General Adaptive FIR Filter (GAFF), is capable of handling the
full duplex operation for early carrierless amplitude and phase (CAP) ver-
sions of ADSL, including echo cancellation, decision feedback equalization,
and Tomlinson precoding. For more complex processing, multiple GAFF
processors are connected through a time division multiplexed bus allow-
ing complete system and interconnect reconfiguration. At the bottom of the
hierarchical engine, a set of three LIW/SIMD engines, called the FIR engines
(FE), perform highly parallel operations such as complex multiplication or
coefficient updates. Above the FEs, an FIR processor defines the sequence
of operation handled by all FEs. A binary processor feeds the data in and
out of the FEs, performs binary operations such as data slicing, and defines
the connectivity to the time division multiplexed (TDM) bus. Finally, an
external processor interface is used to manage the real-time control, code
downloads, and any type of monitoring. The total transistor count was
240 K. In a CMOS 0.9 µ process, the chip ran at 33 MHz and the set of
three FE executed 100 MMACS, with 30 million additional MACS supplied
by the binary processor. This early system supported, for example, a 190-tap
echo canceller with 100 percent update rate at 257 Kbaud symbol rate.
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2.3.1.2 Custom Programmable Processor

In [Kiss 1999], Kiss et al. presented “SACHEM,” a single digital component
capable of handling the complete digital processing of the DMT modulation
scheme and the transmission convergence layer. The same engine is used
for both CO and remote applications. Overall, SACHEM is assembled from
a set of dedicated hardwired engines. It has some level of programma-
bility to handle all different modes of operations required at the CO or
the customer premise side, and enough observability with access to local
memories and test loops around multiple engines. The massively parallel
component requires a rather low-clock frequency to run the entire ADSL
modem, and the distributed structure with local memories and local pro-
cessing limits the power that would be wasted driving the longer buses of
a more centralized architecture. Finally, lowering, for example, the supply
voltage below the nominal values of the process can further reduce power
consumption.

Connected to the AFE, a first engine called a “DSP interface” handles
decimation, time equalization, and interpolation. Most of the filters in
this block are built from fixed structures with possible by-pass and pro-
grammable coefficients to handle different sampling rate options, sup-
porting CO or customer premises operation. The DSP interface handles
sampling rates up to 8.8 MHz in the AFE.

The core of the modem is built around a second engine, handling
the FFT, rotor, frequency equalization, and fine gain tuning functions.
This block is a programmable machine with its own instruction set, and
a dedicated pipeline multiplier-accumulator arithmetic logic unit, with
two 18 × 20-bit fixed point multipliers. Rotors are added to compensate
for the misalignments between the received signal frequency and the
local oscillator on the receive side, and in the transmit direction to adjust
the desired transmit frequency. Other dedicated engines handle the con-
stellation decoding with a Viterbi decoder, the mapper and demapper,
some monitor functions to calculate coefficient updates for the frequency
and time equalizers, and a digital phase locked loop (PLL). Dedicated
engines also handle the TC (transmission convergence)-layer after the
demapper with rectangular interleaving, the Reed–Solomon decoder, some
hardwired scramblers and descramblers, and finally, all ATM-TC opera-
tions (with provisions for bit error rate (BER) measurement). To design
such a custom, dedicated, and optimized engine with enough confidence
to get it right the first time, advanced high-level modelling approaches
were defined that combined C++, behavioral VHDL (Very high speed
integrated circuit Hardware Description Language), and gate-level simula-
tions. These models were used within a complete simulation environment,
relying on behavioral, gate-level, or the mapped database on a hardware
emulator. The same simulation environment also allowed the software
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engineers to be involved very early with the system validation and the
overall software development, well before the chip was sent to the silicon
foundry.

2.3.1.3 A Centralized Architecture: Single DSP Approach

In [Wilson 2002], Wilson presents the architecture of FIREPATHTM, a custom
DSP processor used at the core of a 12-channel DSL digital transceiver for
CO applications. This DSP core was originally targeted at bulk data process-
ing, for applications where large amount of data is acted upon repeatedly
by the same algorithm. The overall structure is based on two identical 64-bit
data paths running in parallel, with 64-bit general purpose register sets and
associated 8-bits predicate registers. The engine is a LIW/SIMD machine
capable of processing 128-bit instructions. Operations in the SIMD data
paths are predicated on a byte-by-byte basis, allowing the machine to con-
ditionally execute operations on individual bytes without branching. The
two paths share a set of general-purpose registers and each path has a
dedicated set of multiply-accumulate registers. The DSP could run up to
8 × 16-bit MAC operation per clock tick (7 cycle multiply), while a deep
pipeline (7 stages) allowed the issuing of MAC instructions back-to-back.
Specific instructions were defined for communications algorithms such as
Galois field arithmetic. The orthogonal simple two-way long instruction
simplifies the task of the compiler, and a C-code compiler was developed
for this engine. At 500 MHz, the DSP provides up to 4 million 16-bit MACS.
A 256-point complex FFT can be performed in 1290 cycles. The design is
fully captured in register transfer level (RTL), 100 percent cell-based, assem-
bled with an in-house standard cell library, and has partial pre-placement
and routing.

2.3.1.4 Comments

The previous examples illustrate the wide diversity in digital implementa-
tions, from fully programmable [Amrany 1992] and [Wilson 2002] to more
customized [Kuczynski 1993] and [Kiss 1999], or from low frequency dis-
tributed [Amrany 1992], [Kuczynski 1993], and [Kiss 1999] to high-speed
centralized [Wilson 2002] solutions. Once an architecture is developed and
validated in the field, there is a strong reluctance to further platform evo-
lutions, as minor hardware changes may sometime heavily impact the
software and firmware. There is less variety on the analog side, eventu-
ally leading to more similarity amongst the AFE architectures from different
vendors after two or three generations.

Some quite generic comments can nevertheless be made about the
three very different digital architecture examples presented previously.
Obviously, programmability is a must: chips already deployed in the field
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have to interoperate with new generation products from numerous vendors
that offer extra features in terms of reach and maximum bit rate. Hence,
sufficient flexibility for firmware upgrades is always valuable and neces-
sary. For CO applications, a highly centralized architecture built around a
single DSP (as presented in [Wilson 2002]) is supposed to be cost effective
compared to a parallel solution using distributed DSP or other custom
engines, because the same hardware and program code can be shared
across multiple channels. Additionally, bigger memory blocks can be used,
leading overall to area-efficient memory sizes. In these architectures, the
level of integration expressed in terms of number of DSL channels per
chip is directly proportional to the number of MACS delivered by the
DSP core. As discussed earlier, because around 300 MACS are required
per DSL at the CO, a single DSP core such as FIREPATHTM clocked at
500 MHz could handle from 5 to 10 channels in parallel, depending on
the overhead required for the various breaks in the pipeline, the oper-
ation and management of the modem, and the higher level protocols.
This race for the higher speed on a single platform drives a rapid design
migration to the latest CMOS technology, which unfortunately is both
expensive and immature for early productions. Power consumption may
become a problem because faster versions of advanced processes may
present excessive leakage currents, especially in the high-temperature
environment of a DSLAM. Fortunately, the digital power becomes negligi-
ble in the aggregate power consumption per channel. As discussed later
in Section 2.4.1.1, digital power today represents close to 15 percent of
the overall power dissipation of a DSL channel. Another potential limita-
tion of a centralized architecture comes from reduced flexibility in cases
when the same core has to run different DSL flavors on a per channel
basis (e.g., a combination of “plain vanilla” ADSL, long reach ADSL, and
higher speed ADSL2+ for three distinct channels on the same DSP, or
even totally different flavors of DSL, like HDSL2 [High Bit-Rate Digital
Subscriber Line with 6 db noise margin] or SHDSL [Single-pair HDSL]), as
this would require the core to simultaneously load and manage different
code images and any unexpected event on a given channel, impacting
somewhat the pipeline loading and the overall DSP performance. A dis-
tributed system on the other end is by constructing a more straightforward
approach to treat each channel completely independent of the others.
For example, a robust reset strategy, with a hierarchy of independent
reset signals per DSL channel, can be easily defined. Finally, centralized
systems are by definition less easy to scale: the building of a CPE prod-
uct, requiring only a fraction of the horsepower of the corresponding
multiline CO chip, may lead to a totally different architecture. This limits
reusability in terms of code, macro blocks, development tools, and product
maturity.
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2.3.1.5 Verification, Validation, and Testability

As pointed out in different papers [Kiss 1999] and [Jahner 2001], the system
complexity of a DSL modem often requires the development of in-house
custom verification environments covering the different levels of the des-
ign, from behavioral down to gate level, also including software co-design
tools to allow other teams to be also involved with the complex verifica-
tion process. The complexity of the verification engineer’s job will increase
dramatically when the system is assembled with different modules reused
from previous designs and third parties. These can be developed under
different environments with a wide variety of design methodologies, RTL
languages (e.g., VHDL models in Verilog flows), and abstraction level (syn-
thesizable netlist mixed with hard macro). A hierarchical approach may be
adopted, allowing the abstraction of the different reused blocks as a set
of interconnected black-boxes and focusing the system verification pro-
cess on the higher level interconnections. The number of test case scenar-
ios will still explode at system level: up to 1000 test cases to be covered
are reported in [Jahner 2001]. Hardware emulation tools, although quite
expensive and sometimes difficult to set up, are used to help reduce the
verification time by a factor of up to 100 compared to behavioral simu-
lations, shortening a complete verification cycle from four months to less
than four days [Jahner 2001].

To allow the automatic test of such a complex system on a chip at
a reasonable cost, a combination of design-for-testability methodologies
can be considered. These include conventional scan inserted with auto-
matic test pattern generation (ATPG) tools, boundary scan, and also a set
of functional simulations for third party macros or any speed-sensitive
part of the design not completely covered by a scan path (because
the scan insertion could negatively affect the performance). The avail-
ability of DSP core and on-chip microcontrollers may be exploited to
develop fairly complex test cases to cover on-chip memories or other
macros.

Interaction between the system architects, who are expected to provide
complete and crystal clear specifications, and the logic designers, who are
supposed to generate 100 percent error-free blocks and interfaces, is always
critical and potentially subject to a lot of misunderstanding. For difficult
parts of the design, loop backs, backup modes of operation, backdoor
mechanisms to access the different memories or processors, and by-pass
modes should always be considered. With advanced digital CMOS pro-
cesses, the cost of the extra few gates required for most of these hidden
hardware capabilities is totally negligible compared to the potential advan-
tages they can provide. This can include the provision of a number of
“mission-critical” new features that are sometimes required to be added to
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a product already deployed in the field. These capabilities will also increase
the overall system observability, softening the validation job performed by
the system, test, and firmware engineers.

2.4 Chipset Roadmap

2.4.1 CO and CPE Products
Despite the built-in system asymmetry, early ADSL chipsets were often
designed in such a way that at least the most complex parts of the analog
or digital chips could be reused at both sides of the link, with configuration
registers defining the mode of operation [Chang 1995]. However, divergent
product roadmaps were rapidly envisaged to support the different product
architecture of CPE and CO equipment. The ADSL technology and other
DSL flavors are now more and more integrated within feature-rich prod-
ucts combining data and voice traffic on ATM or IP, and are capable of
interconnecting multiple access technologies inside and outside the house.
Furthermore, they are frequently associated with complex multiplexing and
aggregation functions in COs, remote digital loop carrier equipment, or
multidwelling units for business or consumer applications. The roadmap
complexity reflects the large variety of products relying today on broad-
band DSL technologies.

2.4.1.1 Central Office

On the CO side, the challenge is to concentrate on as many DSLs as possi-
ble in a confined environment, with typically less than 100 W available on
a single line card. Depending on the architecture of the DSLAM, DLC, or
MxU, various levels of system software features will also be required. These
handle, mix, multiplex, and aggregate cells, packets, or any proprietary raw
data traffic from all the DSLs. In some cases, POTS traffic could also be han-
dled on the same line card. Aggregated data will be sent to the backplane
or the uplink interfaces through high-speed serial interfaces. A line card
processor with a dedicated or embedded control interface will manage the
boot functionalities, monitor the DSL status, and report various line and traf-
fic parameters (as well as different alarms and errors status) to the upper
software layers. A line card today (Figure 2.3) may integrate from 48 up
to 96 DSL channels and be combined with a multiplexing and aggregation
subsystem interfacing with the uplink. A quite natural integration path is to
combine all line card functions in a single chip: the highest number of DSLs,
a cell or packet aggregator, and a line card controller. This chip should have
the ability to access a sizeable amount of external memory to handle all
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Figure 2.3 Portion of a CO reference design. (Courtesy GlobespanVirata.)

necessary packet or cell buffering requirements and would be connected to
the AFE with an efficient proprietary interface that is optimized in terms of
pin-count. The digital component will quickly migrate to the next leading
edge CMOS process to get greater channel densities, reducing cost, and
power. Integration between 8 and 24 DSL channels on a single chip was
recently reported by major DSL chipset suppliers (Figure 2.5).

The focus is also on power and density on the analog side: to integrate
as many low-power DSL channels as practical in a single device, permit-
ting the sharing of some common functions (references, PLL, etc.). Present
solutions may integrate all analog functions, with the exceptions of highly
dissipative line driver, line transformer, and line protection. In a multiline,
DSL codec between 4 and 12 analog channels are integrated on a single
device. For particular systems mixing POTS and DSL on the line card, a
mix between DSL and POTS subsystems could be investigated. This could
lead to a totally different partitioning, with a combined POTS plus DSL AFE
in a low-voltage analog CMOS process and a combined subscriber line
interface circuit (SLIC) plus DSL driver using a high-voltage bipolar process
[Zojer 2000].
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CO chipsets may also offer multistandard capabilities, and more gen-
erally, firmware upgradeability to cope with the changing nature of the
different ADSL standards, which are moving toward higher speeds and
longer reach (ADSL, ADSL2+, migrations to SHDSL, VDSL, etc.). This some-
times requires significant levels of programmability in the AFE as well, to
adjust filter bandwidths or sampling frequencies.

As of today, power dissipation is the barrier limiting the level of integra-
tion in most DSLAM architectures. This justifies special attention to different
power reduction techniques. This is not only at the chipset level (especially
around the line driver), but also at system level such as, for example, some
advanced power management techniques for optimizing the aggregate line
card power. Leading edge solutions today are consuming less than a watt
per ADSL channel, with close to 75 percent of this power being consumed
by the line driver (Figure 2.9).

Special attention should be paid as well to the reduction of the supply
voltages: each different supply requires a dedicated supply brick on the line
card, dissipating more power, and further limiting the achievable density.
Leading edge chipsets will typically require only three supplies, one for
the digital core (1.8· · ·1.2 V), one for the analog front-end and the digital
interfaces (3.3 V), and a symmetrical supply for the line driver (±12 V).
Figure 2.4 illustrates the line card density achievable today. Less than one

Figure 2.4 Hot spots on a DSL CO card: Infrared picture of a DSLAM board, clear
spots indicate hot area, mostly around the line driver and to a lesser extent around
the analog chips area (right side of the picture). (Courtesy GlobespanVirata.)
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Figure 2.5 Generic ADSL CO roadmap.

square inch is required to hold a complete DSL, from line protection up to
the ATM interface.

2.4.1.2 Customer Premises Equipment

On the CPE side, cost is driving the roadmap, leading to higher levels of
integration and broad product portfolios to address the numerous consumer
and professional markets. ADSL was once envisioned as a modem upgrade
that was to be directly connected to (or even inside) the PC, an incremental
(big) step after voiceband modems. A number of solutions combining ADSL
and a 56 Kbps modem on the same peripheral component interface (PCI)
board were even developed from 1998, and PC products pre-equipped with
combo DSL/V90 modems are still sold today. ADSL chipsets with integrated
PCI or universal serial bus (USB) interfaces are designed to address that par-
ticular market, and V90 capability may or may not be provided on the same
platform. The success of this concept is somewhat limited, though. This is
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probably due to line provisioning and interoperability problems associated
with early ADSL deployments. Today different network configuration al-
lows the sharing of a single DSL pipe between multiple users inside the
house or the office.

To target standalone DSL products, another chipset is needed. This
contains the necessary software and hardware components to offer an
Ethernet interface, with on-chip bridging or even routing capabilities and
generic interfaces to other access technologies (wireless LAN, HomePNA,
POTS, etc.).

The CPE analog front-end integrates nearly all analog functions, all
filters, and the line driver: the 13-dBm power required on the line can
be provided by a single 12 V or even 5 V device integrated on a CMOS
or BiCMOS (bipolar CMOS) process. Protection, line isolation, and voltage
scaling require close to 20 discrete components on the board, including the
line transformer.

The ADSL modem on the CPE side will eventually become a single or
dual chip solution with aggregate power consumption well below 1.5 W.
Figure 2.6 shows a typical integration roadmap at the CPE side, while
Figure 2.7 shows a typical example of a high-end ADSL CPE product.

Figure 2.6 Generic ADSL CPE roadmap.
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Figure 2.7 Picture CPE products: Reference design for an ADSL router. (Courtesy
Broadcom.)

2.4.2 Power and Cost Evolution
As already discussed earlier, the power and the cost of DSL continues to
drive further chipset enhancements. The very first solutions developed in
the early 1990s typically relied on two impressive and power hungry digital
chips implemented with a 0.7 µ CMOS process, an external controller, and
an AFE. The system was counting on an impressive number of discrete
components to complement the analog processing of the signal, especially
in terms of filtering with quite expensive inductors and capacitors, and also
with discrete low-noise amplifiers and line drivers. The overall power con-
sumption was well above 5 W, and the aggregate silicon area was greater
than 10 cm2 for each DSL channel. Fortunately, DSL enjoyed the benefits
of Moore’s law, bringing impressive cost and power reductions for all dig-
ital components as shown in Figure 2.8. The analog parts were improved
as discussed previously, though often in a less spectacular way. Currently,
leading edge ADSL implementations require less than a watt on the CO
side, with more than 70 percent of the power sunk by the line driver deliv-
ering 20 dBm to the line, and close to 1.5 W on the customer premise side,
mostly dissipated by the integrated AFE because of the very high sensitivity
required on the receiver side and the rather low efficiency achieved with
integrated class AB line drivers.
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Figure 2.8 ADSL IC cost and power evolution (compilation from various
datasheets and publications).

Figure 2.9 Relative power consumption: Power for a single DSL channel, a
1995 generation and a 2006 generation (compilation from various datasheets and
publications).
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2.5 Conclusions

Just at the end of the first decade of ADSL IC developments, designs have
reached a great level of maturity in terms of cost, power, integration, and
performance. A wide variety of DSL products is today deployed in the
field, for both consumer or business applications, and with a large degree
of interoperability between up to ten silicon vendors. Some growth is still
being observed despite the long downturn in the telecom industry and the
ADSL becoming a commodity market. This, of course, is not the end of
the story. A new battlefield has emerged lately with the need for higher
speed ADSL2+ and VDSL products. This is perceived for new entrants as
an opportunity to disrupt the market and challenge current ADSL players
with new chipset families, using sometimes different flavors of line coding.
At the same time, incumbent ADSL players tend to displace the need for the
new products by increasing the bit rate of existing solutions with firmware
upgrades, offering “turbo” ADSL2+ solutions capable of delivering 12, 16,
or 24 Mbps or even more, with products spectrally compliant and fully
interoperable with deployed ADSL products (largely DMT-based). A sec-
ond controversial area concerns longer reach, directly translatable in larger
deployment. This is another opportunity for product differentiation, with
systems capable of reaching CPE located up to 24 kft from the CO, and here
again firmware upgrades are by far the preferred solution, based on cur-
rently deployed ADSL platforms. A third opportunity is in the provision of
multistandard capabilities. Some chipset suppliers propose a unique plat-
form capable of supporting many ADSL flavors described in the annexes of
the standard, sometimes including symmetric capabilities, as long as each
supported product variant remains competitive in terms of cost, power, and
performance. This could be a nice value proposition for a customer with
the nice flexibility to deploy a DSL unique platform worldwide. All these
new features need to be duplicated at both sides of the link, and combined
with the optimization of existing products still supporting all legacy flavors
deployed in the field, explain the complexity of the current IC designs,
typically handled today by impressive teams of a few hundred talented
engineers.
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Abstract The functions in the Digital Subscriber Line (DSL) analog front-
end (AFE) can be grouped into three general areas: transmitter, receiver, and
hybrid. The transmitter transforms the digital representation of the transmit
signal into a form that can be launched into the twisted-pair cable. The
receiver senses the signal being transmitted from the far end of the loop
and digitizes it such that it can be processed, i.e., demodulated, by the
digital section. The hybrid couples the receiver and transmitter to the line
to minimize the amount of transmit signal superimposed on the receive
signal.

3.1 Introduction

The transmit signal is presented to the analog transmitter in the form of
a stream of words of 14–16 bits, updated at the sample rate, which will
typically be in the range of 2–70 MHz as shown in Figure 3.1. The digital-
to-analog converter (DAC) turns this digital stream into an analog signal.
Often, some additional spectrum shaping is needed, if for no other reason
than to suppress the image spectrum that is a consequence of the digital-
to-analog conversion. This function is performed by an analog filter after
the DAC; the filter order is typically anywhere between four and seven.
The final active stage of the transmitter is the line driver that amplifies the
generally low-level (1–2 V peak-to-peak) signal to the correct amplitude—
and hence power spectral density—suitable for launching onto the twisted
pair. The function of the hybrid with respect to the transmit function is
to pass as much of the transmit signal as possible onto the transformer
and line. Because the line driver must create an output voltage range (up
to 33 V peak-to-peak) in an integrated circuit (IC) process that might be
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Figure 3.1 Block diagram of DSL analog front-end, showing main functional
units.

incompatible with the rest of the analog system, this function might be im-
plemented in a different process technologies. Bipolar is the usual choice,
although much work has gone into integrated complementary metal-oxide
semiconductor (CMOS) line drivers for some DSL applications. The twisted-
pair cable is designed for differential operation; the line driver must create
a balanced differential signal. A transformer enables this process while also
providing isolation for the receiver from noise sources that couple onto the
line principally in the common mode. The transformer offers the added
advantage in that it has almost no response at DC (direct current). (An
ideal transformer has a zero at DC.) This feature assists with the plain old
telephone service (POTS) splitter function, forming in essence a high-pass
filter that blocks the baseband telephony signal.

As the signal propagates along the twisted pair, it is attenuated and
distorted by the nonidealities of the cable. Because the received signal
might be quite small, some amplification is needed to bring the signal up
to a size compatible with the 2–4 V input range of the analog-to-digital
converter (ADC), otherwise the desired signal will be dwarfed (or rivaled)
by the inherent quantization noise of the ADC. The system has to operate
on a wide range of loop lengths, and hence the amount of gain needed
depends on the particular loop on which the system operates. There-
fore, this amplifier must have variable gain that can be adjusted under
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software control during the initialization procedure. Gain values between
−10 and +40 dB, in steps of about 1 dB or sometimes less, are typical in
many DSL applications. An anti-alias filter removes signal and noise com-
ponents above the Nyquist rate to prevent folding of high-frequency noise
and interference down into the signal band. The ADC samples the analog
input signal in time (to provide a transition to discrete time) with a sample-
and-hold unit, and it quantizes the signal amplitude, i.e., the continuous
analog input is compared to a number of thresholds and a digital output
word is produced based on this comparison. The more thresholds that are
built into the ADC—the more dense they are—the more accurate a rep-
resentation of the input as the digital word, and hence the error between
the two is smaller. ADC designers refer to this error as quantization noise.
Because it is related deterministically to the input signal, it is not really
noise, but it behaves in most important ways like noise. Most ADCs used
in DSL transceivers have between 12- and 14-bits of resolution, i.e., 4,096–
16,384 thresholds. Having more thresholds available reduces the amount
of quantization noise; however, this leads to an increasing burden of circuit
design complexity, die area, and power consumption.

Nyquist’s sampling theorem dictates that if a signal is band-limited up to
some frequency f, then sampling at a rate of 2f or higher is sufficient to cap-
ture all significant features of the signal. All DSL systems have a defined (by
standard, see Chapter 17) maximum frequency, which imposes an upper
limit on the bandwidth used for transmission. Generally, the receiver will
need to sample at least twice this frequency, and in some applications it
may be a good decision to sample yet faster. Sampling at a rate higher than
2f is known as oversampling, to be described later.

The transmit signal developed by the line driver is necessarily large, and
the receive signal is usually small because of the attenuation caused by the
loop. This disparity in amplitudes leads to some significant challenges in
transceiver design. If the output impedance of the modem were identical to
the impedance of its load—the line and everything connected to it—then
a simple hybrid circuit would suffice to couple the transmitter, line, and
receiver together, and the transmit signal would be eliminated from the
receiver. This is rarely the case in practice. The complex impedance of a
lossy transmission line has a complicated dependence on frequency that is
not easily modeled. If there are gauge changes in the loop, such as at the
junction between the drop wire and the binder, reflections are created that
return to the transceiver; most inconvenient are the effects of bridged taps,
which are unterminated stubs that can lead to quite large echoes that return
to the transceiver with unknown delay. (See chapter 2 of [Golden 2006] for
more details of bridged taps.)

The extent to which the driving and load impedances differ causes ref-
lection of the transmitted wave, which returns to the receiver as an echo,
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i.e., an attenuated and distorted version of the transmitted signal. In its mild
form, this reflection causes interference that the transceiver must somehow
mitigate, either by confining the spectrum of the transmitted signal using
aggressive transmit filtering (such as used in pure frequency-division dup-
lexed systems), or by using some kind of adaptive canceling technique
in the receiver. Use of cancelation is required if the transmit and receive
spectra overlap. If the echo is so large as to saturate the receiver, then
digital cancelation techniques are at a loss; analog techniques must be
used.

Note that the seriousness of the echo problem is related to the transmit
power being used, the frequency band usage (duplexing method), and
the presence and details of the bridged taps and other discontinuities in
the loop plant. It has been reported that bridged taps are more likely to
be closer to the subscriber than the central office (CO). (See chapter 1 of
[Golden 2006].) For this reason, echo canceling will be more appropriate
for implementation in the customer premises equipment (CPE), although
if transmit levels, frequency band usage, and loop plant permit, it may not
be necessary.

The need for duplexing arises because one wire pair is used to send
information in both directions. Some way must be found to separate the
transmitted and received signals. Time-division duplexing (TDD) is in some
ways the simplest approach. The downstream and upstream transmitters are
allocated disjoint time durations in which they can use the channel; this
means that a hybrid is not needed in either transceiver because its trans-
mitter is dormant while its receiver is active, and vice versa. Furthermore,
power is saved because only the transmitter or receiver is turned on at any
time. Another way to separate transmit and receive signals is to allocate
a disjoint frequency band to each. This method is known as frequency-
division duplexing (FDD) and is the most widespread method of duplex-
ing used in DSL. A hybrid is needed, and analog filters in the transmit and
receive paths help to ensure that significant amounts of the transmit signal
do not leak into the receiver. If the plan of frequency usage requires sev-
eral upstream and downstream bands (such as in VDSL), the analog filtering
requirements become quite onerous. Another approach to FDD that obvi-
ates the need for analog filters is known as “digital duplexing” [Cioffi 1999].
In digitally duplexed systems, orthogonality between the transmitted and
received signals is obtained by maintaining time alignment at both ends of
the loop [Cioffi 1999]. (See chapter 7 of [Golden 2006] for details of digital
duplexing.) The lack of analog filtering, however, means that the receiver
is completely exposed to nonlinear distortion arising in the transmitter
that leaks into the receiver via imperfect hybrid return loss. In such sys-
tems, transmitter linearity and hybrid matching are of utmost importance
to achieve good receiver performance.
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To get the most use out of the twisted-pair channel, transmit and
receive spectra can be partially or completely overlapped, as is done
in one variant of ADSL. In this case, additional measures are needed
to remove the transmit signal, known as an echo canceler (EC). An
approximate replica of the echo signal is generated locally using the
transmit signal and a model of the echo channel. The approximation
of the echo is then subtracted from the received signal to yield, ide-
ally, just the part containing the signal from the far end of the loop.
In practice, of course, there is almost always some residual, uncanceled
echo. Echo-canceled systems hold the promise of the highest capacity,
because the available bandwidth is used more efficiently. However, it
is quite challenging to realize this promise: the EC itself has significant
implementation cost, and it must also be trained to learn the echo chan-
nel during initialization. The result is that the noise floor of the part
of the spectrum occupied by the transmit signal is often significantly
higher than the remainder, thereby reducing the gain in data rate that was
expected.

3.2 Implementation

When implementing the AFE, the general objective is to integrate as much
of the analog circuitry as possible into one monolithic package. Integra-
tion is the way to reduce costs (because only one package is needed) and
minimize board area, both of which are much desired by system designers.
Further, power consumption is reduced because there is less interchip com-
munication. The “single-chip transceiver” has long been the ultimate goal
of DSL modem designers. Much progress has been made since the early
days of DMT modems. Amati’s ADSL prototype, called “Prelude,” occupied
a case about the size of a conventional desktop computer, whereas today’s
DSL modems are typically composed of only three small IC chips and some
discrete components. The challenges in system integration usually involve
the functional density (transistors, etc.) and compatibility (memory ver-
sus logic, digital versus analog, large analog versus small). The amazing
improvements in functional density in CMOS technology suggest that it
should be possible to create the much sought after monolithic transceiver.
However, the two problems of signal compatibility remain, as alluded to
above. The first is that analog circuits are susceptible to noise generated by
a large active digital section on the same chip. For this reason, AFEs have
so far remained self-contained, i.e., isolated from the rest of the system.
The second conflict, within the analog system itself, was touched on in the
introduction of the line driver. For many DSL systems, up to 15–30 V has to
be developed at the output of the line driver. Voltages of this magnitude are
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not compatible with the current high-density technology of choice, which
is CMOS. Indeed, in the past, bipolar transistors were favored for analog
signal processing; more recently, CMOS has gained rapid acceptance due
to its high-density, low-power dissipation, simple manufacturing process,
and hence low cost, partly driven, it must be pointed out, by its massive
success for digital circuits. Analog designers have overcome their earlier
distaste for CMOS motivated largely by its low cost, but it is at a price in
terms of voltage tolerance, linearity, and the achievable noise floor. For this
reason, some designers have partitioned the system in a way that appears to
have the best of both worlds. The high-density, logic-rich, low-voltage parts
of the analog system (the ADC, DAC, and active filters) are implemented in
CMOS. A separate bipolar IC is devoted to the line driver (which requires
high-voltage tolerance and excellent linearity) and the receive amplifier
(once again, good linearity is needed with low noise).

It should be noted here that this issue is less significant with regard
to some of the DSL variants that use lower transmit power, such as
VDSL1 and VDSL2 (which may have maximum transmitted power levels
as low as +11.5 dBm). Similarly, the ADSL transmitter at the customer
end of the line (the CPE) uses only +13.5 dBm of power, compared to
the +20.4 dBm used by the ADSL transmitter located at the CO. Line
drivers integrated with the AFE have been reported for both ADSL
CPE [?], [Weinberger 2002], and [Oswal 2004] and VDSL [Moyal 2003]
transceivers.

3.3 DSL System Parameters That Drive
Analog Design

The AFE linearity and noise performance are critical for overall system
performance in terms of maximum rate and reach, determining ultimately
the percentage of telephone lines over which a reliable DSL service can
be provided by an operator. The amplitude variations of the received dis-
crete multitone (DMT) signal and the strong echo superimposed on it place
requirements of more than 100 dB of dynamic range and close to 75 dB of
linearity on the CPE receive path. The signal amplitude at the input of the
receiver is a complex function of the line characteristics, including the line
impedance (which affects the performance of the hybrid), the line length
(which can vary from 0 to 20 kft and, as a result, can cause signal attenu-
ation of more than 60 dB), and the presence of impedance discontinuities
such as bridged taps and wire gauge variations. The noise level at the line
interface is typically assumed to be −140 dBm/Hz, which corresponds to
31.6 nV/rtHz into the (assumed) 100 � line impedance, although some lines
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in the field can present much lower levels such as −145 dBm/Hz or even
lower in the downstream band. The noise generated by the AFE referred
to the line is expected to be 3–5 dB below these levels, while maintaining
reasonable power dissipation levels and a high level of integration with a
small silicon area. This is a very severe trade-off, especially for the customer
premises side.

To minimize interference, it is typical for regulators to apply limits to
the transmitted power spectral density (see Chapter 7). These limits vary
with frequency to protect certain services such as amateur radio. Each DSL
standard (ADSL, VDSL, etc.) specifies the frequency usage; for example,
certain bands are used for downstream, some bands are shared, and so on
(see Chapter 17). Each standard also specifies a maximum allowed transmit
power, which is usually expressed in dBm (dB relative to 1 mW). Typical
values for DSL systems range from +13.5 dBm for ADSL upstream transmis-
sions to +20.4 dBm for ADSL downstream transmissions and one variant
of VDSL2. This value can be related to the root-mean-square (rms) volt-
age and current required via the characteristic impedance of the twisted-
pair, usually assumed to be 100 � nominal, with a 10 percent tolerance
allowed. A key parameter of interest to the analog designer is the maxi-
mum voltage swing that the line driver should produce. This is related to
the mean-square voltage by the crest factor (CF), which is defined as the
ratio of the peak voltage to rms voltage. An alternative term is peak-to-
average ratio (PAR), which is just the CF expressed as a power ratio, i.e.,
PAR = 20 log10(CF) dB. It is one of the characteristics of DMT that this ratio

is rather high compared to other modulation schemes. (See chapter 7 of
[Golden 2006].) It is related to the large number (in the sense of the cen-
tral limit theorem of statistics) of subcarrier signals that are combined by
the inverse discrete Fourier transform (IDFT) to form the transmit signal;
usually more than 200 subcarriers are used. An extreme example would
be if all the subcarriers happened to have the same phase; the resulting
transmit waveform would have a peak of (in the case of 200 subcarriers)
200 times the average value. This is an extremely unlikely situation, and in
practice, a statistical approach is used, whereby the maximum peak volt-
age relative to the mean is constrained to some reasonable value (usually
14–15 dB) and larger voltages, when they occur, are clipped by the DAC.
Because the number of carriers being added together is large, the voltage
distribution is assumed to be approximately Gaussian, and the frequency
of the clip events can be computed. It is typical for clip events to be con-
strained to be less than one in 107 samples transmitted. The result is that
for ADSL, for example, the line driver must (occasionally) produce around
35 V peak-to-peak swing, compared with an average power of 100 mW,
which is equivalent to 3.3 Vrms.
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This requirement poses a challenge for the designer, because the com-
bination of large-signal voltages with low distortion and noise is a conflict.
It also means that the supply voltage will have to be large because the
output voltage of conventional amplifiers usually swings only between,
but not beyond, the power supplies. One approach is to use a step-up
transformer. The transformer is required anyway, to generate the balanced
signal suitable for the twisted-pair line, and by using an unequal turns ratio
(for example, 1:2 or 1:3), the required output voltage can be created on
the line by a smaller line driver output, with corresponding larger output
current, of course. The drawback is that signals on the line side of the
transformer (i.e., being received from the far end) are stepped down by
the same ratio. This may cause problems with the receiver design, because
all receiver noise sources must now be smaller by that ratio to comply
with the receiver noise budget, which is considered in more detail later.
The best choice will depend on the system details, and specifically on the
compromise between transmitter performance, line driver architecture, and
receiver noise budget.

There is one other consequence of the possible large supply voltage,
which has been touched on above in connection with the voltage toler-
ance of the various circuit technologies. In addition, line drivers are usu-
ally characterized by some power efficiency. The efficiency describes how
much power is drawn from the supply to deliver a given power to a load.
For conventional op-amp line drivers, the efficiency might be as low as
10 percent. Much research has been directed in the ADSL world, as well
as elsewhere, on how to improve this situation [Pierdomenico 2002] and
[Vecci 2003]. If the power efficiency is fixed, (for example, at 20 percent),
the requirement for a larger power supply voltage results in more power
dissipated by the system as a whole.

The relatively high peak-to-average ratio has consequences for the data
converters. The more detailed discussion on noise budgets for the trans-
mitter and receiver will show that the PAR comes into the noise budgets
in the general sense of requiring more dynamic range than, say, a sinu-
soidal signal (which has a PAR of 3 dB). Dynamic range is defined, rather
vaguely, as the ratio between the amplitudes of the largest signal that must
be accommodated and the smallest signal that must be resolved (detected).
Obviously, the noise in the system must be less than the latter. The larger the
PAR, for the same maximum amplitude, the closer the average power will
be to the noise floor, thus limiting the signal-to-noise ratio (SNR). In other
words, providing a given SNR with a signal of higher PAR (than a sinusoid)
requires more dynamic range (specifically, PAR− 3 dB) than to provide the
same SNR with a sinusoid.

The maximum signal bandwidth for a DSL service will be defined by
the relevant standard. For example, the upstream signal in annex A of
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ADSL1 occupies bandwidth from about 26 to 138 kHz, and the downstream
signal occupies up to 1.104 MHz. The other extreme is VDSL2, optional
service bandwidth up to 30 MHz has been proposed. The available band-
width imposes a lower bound on the sampling rate of the data converters
involved, the sampling rate must be at least twice the maximum band-
width of the signal. It may be advantageous to sample faster than this, i.e.,
to oversample. For the purely analog parts of the system the analog fil-
ters, amplifiers, etc., the maximum signal bandwidth has implications for
the bandwidth and slew rate that the individual circuits must support. For
ADSL line drivers, bandwidth of 40 MHz is typical.

Having discussed in general terms the influences on analog compo-
nent specifications, how does the designer arrive at more detailed design
objectives? Obviously, more converter resolution, higher bandwidth, and
lower noise will lead to better analog system performance, but in the real
world, the goal is to design a system that is just good enough to meet the
overall performance target, with good power and die size efficiency. One
approach is to construct an SNR template, or envelope, for the analog sys-
tem such that the effects of impairments arising from the analog circuits are
negligible in almost all reasonable conditions of operation. The objective is
to hide the analog noise and impairments as much as possible below the
inevitable effects of the channel and noise environment, thus minimizing
the effects of the analog system on the attainable data rate or detection
margin.

3.4 Transmitter Noise Budget

The SNR required for reliable communication with a given constellation
size 2b, where b ≥ 4, can be estimated using the gap approximation (see
chapter 6 of [Golden 2006])

SNR(b) = 3(b− 2)+ γm − γc + 14.5 dB (3.1)

where
b is the number of bits, γm is the margin, and γc is the coding gain.

A margin of 6 dB and coding gain of 3 dB are typical for DSL systems. For
the purposes of analog noise budget computation, an extra 9 dB margin is
assumed, yielding an overall transmitter SNR objective of

SNRtx(b) = 3b+ 20.5 dB

For most DSL systems, the largest constellations are those with 32,768 points
(i.e., b = 15), which results in a transmitter SNR objective of 65.5 dB.
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Note that because of the very strong dependence of loop attenuation on
frequency, it will not be necessary to support this SNR over the entire band;
line and receiver noise will be more significant at frequencies where atten-
uation is most severe. This SNR level should be regarded as a target that
should be met for some lower-frequency portion of the transmit band.

Some of the impairments inherent in the transmitter have already been
mentioned, including DAC quantization error, nonlinear distortion, circuit
noise, etc. For the purposes of computing a simplified transmitter noise
budget, four sources are considered:

1. Line driver noise
2. Line driver nonlinear distortion
3. DAC quantization noise (including the effects of dynamic nonlin-

earity)
4. DAC output noise

Obviously, if active filtering or other stages are also included in the sys-
tem, then their linearity and noise must share the noise budget with these
four main sources. To simplify the analysis, it will be assumed that each
source’s contribution to the total noise at the output of the transmitter may
be equal, although in practice the relative contributions may have to be
adjusted based on the details of the circuits involved. If the transmit power
spectral density (PSD) is −40 dBm/Hz, then for an SNR objective of 65.5 dB,
the total noise may be as high as −105.5 dBm/Hz. For all four sources to
combine equally to result in −105.5 dBm/Hz, each must be no greater than
−111.5 dBm/Hz when referred to the transmitter output on the line.

3.4.1 Line Driver Noise
A power level of −111.5 dBm/Hz referred to a line impedance of 100 � is
equivalent to a voltage spectral density of 841 nV/rtHz. A line driver might
have gain of 20 dB, so the input-referred voltage noise of the line driver
must be less than 84 nV/rtHz.

3.4.2 Line Driver Nonlinear Distortion
Amplifier distortion comes in many forms, but most relevant to line drivers
will be odd-order harmonic distortion arising from soft clipping associated
with the limits of the driver output swing. The most direct way to charac-
terize nonlinear distortion appropriate to DMT signals is the missing tone
power ratio (MTPR) [ADSL2]. Recall the transmitter SNR objective of 65.5 dB,
the MTPR for line driver linearity must therefore be greater than 71.5 dB.
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3.4.3 DAC Output Noise
This noise will be amplified by the line driver gain. Assuming a line driver
gain of 20 dB, the DAC output noise must be held below 84 nV/rtHz.

3.4.4 DAC Quantization Error
The contribution allowed from this source is 84 nV/rtHz referred to the
DAC output. Ideal DAC quantization noise can be expressed as a voltage
spectral density

vrms =
(

Vpp

2n

)√
1

12fs
V/
√

Hz (3.2)

where
n is the number of bits, and fs is the sample rate.

Vpp is the output voltage range. From this equation, the minimum n can

be computed as

n = log2

⎡
⎣ Vpp

84nV
√

12fs

⎤
⎦ (3.3)

If it is assumed that the DAC output range is 2 V peak-to-peak at sam-
ple rate of 2.2 MHz (which would be appropriate for downstream ADSL
transmission), the allowance for ideal DAC quantization noise can be
computed as 12.2 bits. Increasing the sample rate above the minimum
distributes the quantization noise over a larger bandwidth, thereby low-
ering the minimum n. This technique is known as oversampling and is
widely used.

In practice, the levels of a real DAC are not quite evenly distributed,
and the output stage suffers from large-signal distortion. If the actual noise
density is measured in the presence of a realistic signal (usually using the
MTPR), the effective number of bits (ENOB) can be computed from the
equation

ENOB = log2

⎡
⎣ Vpp

vrms, measured

√
12fs

⎤
⎦ (3.4)

Typical DACs in this range of resolution and sample rate achieve an ENOB
of about 0.5–1.5 worse than ideal, so for the simple example of an output
range of 2 V peak-to-peak at sample rate of 2.2 MHz, a DAC with 13 or 14
bits would be suitable.
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Figure 3.2 Transmit PSD with nonlinear distortion and its effect on receiver
performance.

Systems with overlapping spectra or those without analog filters to sep-
arate transmit and receive bands (for example, systems that use digital
duplexing) are subject to an additional constraint with regard to transmit-
ter linearity. The nonlinear distortion creates a wideband spectrum (not
spectrally confined to the transmit band) that leaks into the receiver as
a consequence of imperfect hybrid matching. This leakage will be most
serious on loops with bridged taps or wire gauge discontinuities. Echo
return-loss (ERL) is a measure of how much signal is reflected back from
the transmitter into the receiver. It may be severe as only 20 dB below the
transmitted signal. The implication for receiver performance is illustrated
in Figure 3.2. The uppermost curve represents the transmit PSD, which
is at −40 dBm/Hz. If transmitter linearity is characterized by an MTPR of
65 dB, the distortion in the transmitter causes the nonlinearity to appear at
−105 dBm/Hz. A worst-case ERL of 20 dB will cause this nonlinear inter-
ference to appear in the receiver with a PSD of −125 dBm/Hz, which may
be a serious obstacle to system performance. For this reason, transmitter
linearity and hybrid matching will be of great significance when designing
such systems.

3.5 Receiver Noise Budget

It is typical for system designers to assume that there is noise on the line at
−140 dBm/Hz, so the budget for receiver noise should be somewhat lower
than this. How much lower has to be a compromise between the increasing
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power consumption and complexity of designing low-noise circuits, and
in particular the receive amplifier (a programmable gain amplifier [PGA]
or low-noise amplifier [LNA]) and the inevitable impairments of the ADC?
Noise in the receiver comes from the transmitter via the attenuation of the
line, thermal noise in the high-gain PGA, the ADC, and from jitter in the
sampling clock. All of these sources will be referred to the signal level
at the termination of the line, and thus it will be the equivalent noise at
the receiver input caused by sampling clock jitter that is combined with
input-referred ADC impairments, etc.

If a sinusoid of frequency f is sampled with jitter σ , the SNR is given by

SNR( f ) = 1(
2π fσ

)2
The equivalent PSD at the receiver input can then be calculated as

Sjitter( f ) = (2π fσ
)2 ∣∣H( f )

∣∣2 Stx (3.5)

Because of the steep roll-off in H( f ) with increasing frequency, the jitter
PSD will be worst at low frequencies. More precisely, the effect of jitter
would likely be most severe at the frequencies at which the channel atten-
uation is least, notwithstanding the linear increasing factor in Equation 3.5.

As an example, consider the downstream band of ADSL, which is
shown diagrammatically in Figure 3.3. Channel attenuation might range
from 30 to 80 dB. At the low end of the band, around 140 kHz, the channel
attenuation could be 30 dB, yielding a receive PSD of −70 dBm/Hz. The
transmitter noise floor is 65 dB below this level, at −135.5 dBm/Hz. Close
to the maximum bit loading of 15 bits/subcarrier may be obtained as long
as the effects of jitter and any other receiver effects can be kept below
−142 dBm/Hz. To achieve this level, Equation 3.5 is used to solve for the
maximum jitter that can be tolerated:

20 log10

(
2π fσ

) = −142− (−40)+ 30 = −72 dB

The limit on sampling jitter is obtained with f = 140 kHz as

σ = 10−3.6

2π f
= 285 ps

The effects of PGA noise and ADC impairments may be assessed by
considering higher frequencies, at which the channel attenuation means
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Figure 3.3 Schematic representation of received signal power spectral density,
with associated noise spectra.

that sampling jitter will be less significant. If the total receiver noise bud-
geted for these sources is −146 dBm/Hz, then each may be as high
as −149 dBm/Hz. This level is equivalent to 10 nV/rtHz input-referred
noise. Further, assume that the total gain between the receiver input and
the ADC is 20 dB, and the ADC input range is 2 V, and the sample rate fs is

2.2 MHz. Equation 3.3 can be used again, this time with the required noise
PSD at the ADC input of 100 nV/rtHz

n = log2

⎡
⎣ Vpp

100nV
√

12fs

⎤
⎦ = 11.9 bits

As with the DAC, the actual resolution of the ADC will have to be somewhat
higher to allow for circuit imperfections. It is typical to allow 1–2 extra bits,
so the actual ADC resolution will have to be 13 or 14 bits with performance
(as characterized by the ENOB) to 12 bits.

As with the transmitter, other impairments such as nonlinear distortion
or circuit noise of possible active filter stages can be included to fit within
this noise budget of −146 dBm/Hz.
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3.6 Digital-to-Analog Converter

A DAC is designed for a certain resolution, i.e., the number of output levels
it can produce. Even an ideal DAC will introduce an error owing to finite
quantization. The difference between the unquantized input and the per-
fectly quantized output is referred to as quantization error, or somewhat
misleadingly as quantization noise.∗ If the DAC has resolution of n bits,
then it is capable of producing any of 2n levels, and the quantization error

has a uniform distribution U(0, lsb), which has variance (power) of lsb
2
/12.

The DAC has a defined full-scale voltage Vpp, so that the power of the

DMT signal, correctly scaled to minimize clipping is V
2
pp

/4CF
2
. Therefore,

the signal-to-quantization noise ratio (SQR) in decibels of an ideal DAC
with n-bit resolution (for a DMT signal) is

SQR = 10 log10

⎛
⎜⎝ 12V

2
pp

4CF2lsb
2

⎞
⎟⎠

= 10 log10

(
3

22n

CF
2

)

= 10 log10(3)+ 2n log10(2)− 2 log10(CF) dB

Thus, if CF = 5, the familiar approximation results:

SQR = 6n− 9.2 dB (3.6)

To achieve an SQR of 65 dB, at least 12.3-bit resolution is required,
assuming a perfect DAC. The forthcoming analysis will show that impair-
ments caused by component tolerances and mismatch lead to DAC perfor-
mance somewhat poorer than this, and it is common practice to provide
1–2 bits (extra bits of resolution sometimes known as “safety bits”) to allow
for these effects.

Transmit power control is an important feature for DSL systems to reduce
crosstalk (see chapter 3 of [Golden 2006]), particularly, in situations where
adjacent pairs serve CPEs with great disparity in range. The transmitted
PSD is reduced on those loops with relatively less attenuation (i.e., those
that are shorter). If DAC resolution is high, the PSD reduction may be

∗ The quantization error is correlated with the input signal, and so in the strict sense it is not
noise, but “quantization noise” has become the conventional term.
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done digitally by scaling the transmit signal before conversion to the ana-
log domain, most efficiently in the frequency domain, prior to the IDFT.
This provides for accurate control of the transmit power and further allows
shaped (nonuniform) PSD.

For high levels of cutback, however, the resulting postconversion PSD
might approach the DAC noise floor. In this situation, it is better to do
the large, uniform cutback in the analog domain, to maintain acceptable
SNR. This can be done conveniently in the current-steering DAC (see
Section 3.6.4.1) by scaling the reference current back by the appropriate
amount. In the case of the capacitor DAC (see Section 3.6.4.2), scaled
copies of the voltage references must be provided. An analog cutback
range of up to 20 dB, in steps of 3 dB, is a typical configuration.

3.6.1 DAC Impairments
If the DAC was perfect, it would produce evenly spaced output levels.
In practice, component mismatch causes the levels to be slightly uneven,
an effect known as differential nonlinearity (DNL). Further, output stage
limitations lead to increasing divergence between the output voltage and
the ideal as the extremes of the range are approached. This effect is called
integral nonlinearity (INL). At 14-bit resolution, worst-case INL of about
1.5–2 LSB and DNL of 0.25 LSB are typical in DACs for DSL applications.

In addition to these static nonlinearity parameters, the DAC has also
dynamic nonlinearity, for example, when the output stage slew rate is lim-
ited such that the settling time to reproduce a full-scale step differs from
that for a smaller step. This kind of impairment will be seen as degradation
of the DAC linearity performance as the input frequency is changed.

Thermal noise afflicts all electronic circuits. Careful attention must be
paid to the design of the output stage so that thermal noise does not
overwhelm the other noise sources. For DSL transceivers, this puts the
requirement at or below approximately 50 pA/rtHz.

3.6.2 Functional Performance Parameters
If the SQR of a DAC is measured, Equation 3.6 can be used in reverse to
derive the ENOB, which represents the noise-equivalent bit resolution of a
perfect DAC. Typical DACs used in DSL applications have an ENOB that is
0.5–2 bits less than their actual resolution.

For systems employing DMT, the most useful measurement of DAC per-
formance is the MTPR. It aims to take into account the CF and wideband
nature of multicarrier signals. Definitions vary; some use a multiplet of four
to eight orthogonal sinusoids, although others use higher number of carri-
ers, generated in a similar way to the DMT signal, via the IDFT. The essence
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of the method is that some predefined carriers are left out of the signal so
that spectral notches are created, which, in the absence of distortion and
noise, would be infinitely deep. The degree to which the notches are filled
in indicates amount distortion and noise, expressed as a power ratio relative
to neighboring carriers. Under the assumption that the noise and distortion
floor is approximately constant from one carrier to the next, it is directly
analogous to the noise floor seen by the DMT receiver.

3.6.3 Requirements
A tight requirement comes from the out-of-band noise and distortion com-
ponents, which are reflected into the receive band after some attenuation
through the hybrid. To a lesser extent, another constraint comes from the
maximum amount of noise tolerated on the line within the voice band to
protect the existing POTS, as specified by the applicable standard. Conse-
quently, expensive on-chip or even off-chip high-pass and low-pass filters
were added in early implementations to compensate for the limited DAC
performance. System simulations reported in [Siniscalchi 2001] show, for
example, that for a minimal hybrid rejection of 12 dB (generally, acc-
epted as a worst case on the CO side, whereas the customer premises side
could present even worse hybrid rejection performance), given a 22 dB line
driver gain, a noise level below −137 dBm/Hz is needed at the DAC out-
put, leading to 13.2 effective number of bits. Other sources [Moyal 1999]
similarly suggest to design the overall transmit path in such a way that
the echo signal does not degrade a line with −140 dBm/Hz noise, lead-
ing to an overall transmit signal-to-noise-and-distortion (SND) of at least
75 dB for all components, and close to 84 dB SND for the DAC, cor-
responding to 20 percent of the total transmit noise contribution. At the
time of writing, 13–14 bit DACs, some with up to four times oversam-
pling, are commonly adopted for CO DACs. On the customer premises
side, more than a 14-bit DAC may be needed, given the very low noise
conditions observed on that side of the line, though on a smaller signal
bandwidth.

3.6.4 DAC Architectures
Two types of DACs are usually adopted for DSL transceivers. The first cat-
egory uses different flavors of current-steering architecture, offering excel-
lent linearity with the improved matching performance of advanced CMOS
processes. A second category uses high-order sigma–delta modulators fol-
lowed by switched-capacitor and continuous-time filters. In either case,
an additional low-pass filter is required to eliminate the image spectrum
created by aliasing above the Nyquist frequency.
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3.6.4.1 Current-Steering

The current-steering DAC consists of a reference generator, current source
array, and the switch array. The array of current sources develops scaled
versions of the reference current that are connected to the load via the
switch array controlled by the digital input word. Full-scale current of
20 mA into a 50 � load, providing 1 Vpp output are typical parameters.
Figure 3.4 shows a simplified depiction of this arrangement. Not shown
is an additional array of complementary current sources that provides
cancelation of common-mode errors.

DACs of this type with resolution up to 14 bits run comfortably above
100 Msamples/s, with power dissipation in the range 100–150 mW and
MTPR values in the mid-to-high 60s [AD9744]. Extremely careful layout of
the current sources combined with advanced switching algorithms allows
compensation for first- and second-order spatial errors that create system-
atic current source mismatch in the matrix, and some designs include
dynamic techniques to improve unary source matching. An overall lin-
earity in the 14-bit range is currently reported by advanced designs (see,
for example, [Van der Plas 1999]). Dynamic performance is limited mostly
by the imperfect synchronization between all of the control signals at the
current switches. The dynamic performance can be enhanced by careful
layout definition and the careful placement of data latches within the cur-
rent source matrix. In [Cornil 1999], a 12-bit DAC is reported in a CMOS
0.5 µ process, with 8 MSB unary current sources and a weighted current
matrix for the 4 LSBs. The sampling clock is 8.8 MHz, and the device is

Figure 3.4 Current-steering DAC—simplified architecture.
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based on a 39 µA unary source. Another CMOS 0.6 µ implementation pro-
posed in [Hester 1999] reports 14-bit linearity, based on a calibrated 7 MSB
unary current source array, and another 7 LSB weighted current source
array.

3.6.4.2 Capacitor DAC

CMOS technology naturally lends itself to capacitors, in which the area of
the capacitor on the die determines the capacitance. If an array of capaci-
tors with binary weighted values is created, with switches that selectively
connect one plate to a voltage reference or ground, and the other plates are
all connected to the inverting terminal of an amplifier with capacitive feed-
back, then a capacitor DAC results [Sands 1999], as shown in Figure 3.5.
For the higher DAC resolution demanded in DSL applications, the ratio
of the largest capacitor to the smallest is rather large, so segmentation is
used. With segmentation, a smaller scaled replica of the voltage reference
is developed for the least significant bits, in this way, the disparity in the
capacitor sizes can be controlled.

Figure 3.5 Capacitor DAC with segmentation.
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3.6.4.3 Oversampled DACs and Noise Shaping—the Sigma–Delta
Converter

Oversampling and noise shaping are techniques that can be used with
either the current-steering or capacitor DAC architectures, in combination
with additional digital and analog filters, to increase the SQR in the signal
band at the expense of the SQR in other parts of the spectrum.

The previous discussion of DAC quantization noise indicated that the
noise has a fixed power determined only by the quantization step size
relative to the DAC output range. If the signal occupies only a fraction
of the DAC Nyquist band, then oversampling can be used. Oversampling
disperses the fixed quantization noise power over a wider bandwidth, thus
lowering its spectral density. Noise shaping moves the noise PSD into
unused spectrum, so that the in-band SNR can significantly enhance. An
analog postfilter is used to reduce the out-of-band quantization noise.

In the first step of oversampling and noise shaping, the high-precision
digital signal is applied to a feedback loop with a loop filter H(z) and a
quantizer that matches the resolution of the DAC. It is typical to treat quan-
tization error as noise that is uncorrelated with the signal. The model used
for system analysis is shown in the lower portion of Figure 3.6 [Jantzi 1993].
Ignoring the postfilter for the moment, the output sequence Y(z) can be
written in terms of the input sequence X(z), the quantization noise N(z),
and the filter transfer function

Y(z) = N(z)

1+ H(z)
+ H(z)X(z)

1+ H(z)

Figure 3.6 Oversampled DAC, with noise-equivalent system for analysis.
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The filter H(z) will be chosen so that its gain is large within the signal band
and small outside it. In this way, the noise and signal experience different
transfer functions: the signal gain is

Y(z)

X(z)
= H(z)

1+ H(z)

whereas the noise gain is

Y(z)

N(z)
= 1

1+ H(z)

In the signal band, H(z) is large, so the signal gain Y(z)/X(z) is close to
unity and Y(z)/N(z) is small. Out of band, H(z) is small, so the noise gain
is large. The effect of the filter is to redistribute the noise out of the signal
band, into unused spectrum.

A simple example illustrates how this procedure works. Assume the sig-
nal bandwidth is concentrated in the lowest fraction of the DAC Nyquist
band. A common choice for the filter is a simple integrator (i.e., an accu-
mulator)

H(z) = z−1

1− z−1

so that

Y(z)

X(z)
= z−1

and

Y(z)

N(z)
= 1− z−1

Thus, the noise gain has a null at DC, meaning that if only the very small
portion of the band near DC is used by the signal, then, in principle, the
SQR can be arbitrarily high. Finally, the importance of the analog postfilter
can be seen as the noise gain approaches unity at the Nyquist frequency
of the DAC. In most cases, a simple low-pass filter will do.

The use of oversampling and noise shaping can be considered a trade-
off between the sample rate and the effective number of bits. To add one
more bit-equivalent of DAC SQR performance requires increasing the sam-
ple rate by a factor of four, just by virtue of dispersing the quantization
noise over a wider bandwidth.
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An early implementation [Chang 1995] was based on a single-bit DAC,
built from a sixth-order modulator with multiple feedback loops and an
oversampling rate of 32, leading to a theoretical 88 dB SQR after the
modulator. Limitations from kT/C and amplifier noise in the analog switch-
capacitor filtering reduced overall accuracy to 12 bits. This limitation
required the addition of significant filtering on the transmit side to elimi-
nate all remaining out-of-band noise components. Another problem with
this type of 1-bit DAC is the presence of very high amplitude limit cycles at
close to half the sampling frequency. These strong tones are susceptible to
folding within the signal band by self-mixing or any mixing with the master
clock, owing to any nonlinearity in the continuous-time filter. Dithering
can be applied to reduce this effect, at the expense of increased back-
ground noise. Another approach is to work with higher resolution DACs,
as illustrated in [Moyal 1999], which provides some details on a 6-bit DAC
sampling at a 20.48 MHz with 15 dB/octave noise shaping. The converter
reaches an 84 dB SQR. The linearity of the current-steering 6-bit DAC is
improved by dynamic element matching techniques, which are designed
to shift the distortion caused by current mismatches beyond the useful
signal bandwidth.

Recent DSL implementations using either oversampling, current-steering,
or a combination of both principles generally fulfill the 14-bit SND req-
uirements in such a way that the high-pass filter, necessary to eliminate
out-of-band components at the CO side, can even become optional. This
high-pass filter was originally partly integrated on-chip, but to improve
linearity and accommodate noise constraints, an extra high-pass filter
was often required using expensive discrete components (capacitors and
inductors). The significant performance improvement of integrated DACs
has led to impressive area and power improvements for recent CO des-
igns, allowing very aggressive integration levels for these front-ends. For
example, recent products can combine up to 8 or 12 ADSL AFEs on the
same die, while the number of external discrete components is reduced
to a minimum. This is probably one of the most significant cost and area
gains observed in the analog portion of the latest generations of ADSL CO
products.

3.7 Filtering

Despite the general preference for digital signal processing, analog filters
are needed in both the transmitter and the receiver to provide additional
spectrum shaping, to correct undesirable features of the signal created by
the digital system, or to protect the receiver from external interference.

One of the defining properties of DSL is its coexistence on the same
pair with baseband services such as POTS or integrated services digital
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network (ISDN). Coexistence implies the need for a high-pass filter to protect
these baseband services from the DSL signals, and vice versa. The isolation
is usually accomplished using a passive network, incorporating the line-
coupling transformer as an inductive element and series capacitors that also
serve to block the DC that is used in telephony to signal off-hook and
other conditions. This simple network forms a second-order filter, more
attenuation may be obtained by using two more capacitors on the modem
side of the transformer. If a dual winding transformer is to be used, the
number of capacitors can be cut in half by inserting them in series between
the windings on each side. To obtain the best stop-band attenuation, the
corner frequency is set as close as possible to the DSL band, however,
attention must be paid to group delay distortion that occurs in the transition
band of this filter. The delay distortion can increase the length of the overall
impulse response of the combined channel formed by the transmitter, loop,
and receiver. See chapters 7 and 11 of [Golden 2006] for discussions of the
channel impulse response and time-domain equalizer issues.

Specific filter prototypes are determined by a compromise between
in-band flatness (typically 0.5–1 dB), steepness of roll-off, and complexity.
For the low-pass filter, phase linearity in the transition band is not normally
a significant concern, pass-band flatness and steepness of roll-off are the
two most important parameters. The Chebyshev prototype is a good choice
for this application.

Some level of filter tuning is desirable, not only to compensate for the
drift of the filter characteristics with temperature, supply voltage, or process,
but also to provide some amount of system-level adaptivity to specific line
conditions.

3.7.1 Transmit Filter
DSL standards incorporate PSD masks, which are profiles within which
the emitted power spectral density must fall (see Chapter 17). Outside the
transmit bands, the transmitted PSD must comply with much lower limits.
These limits are imposed to protect other services, such as other DSLs or
telephony, and to control crosstalk. The transmit gain scaling parameters in
the DMT transmitter provide gross control over the PSD in-band; however,
there are several mechanisms that cause spectral leakage out of the transmit
band. This unintended emission must be controlled to comply with the PSD
masks, and analog filtering may be the only way to adequately suppress
the transmitted PSD outside of the transmit band(s). Further, in situations
of poor return loss (such as on loops with bridged taps or nonuniform line
impedance), this out-of-band PSD falls into the receive band, and it will
thus degrade receiver performance because it appears as noise.
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There are three specific mechanisms by which the transmit signal leaks
out of its desired band. The DAC output response to an impulse at its
discrete-time input is an one-sample-width pulse of unit amplitude (in
other words, a zero-order-hold). In the frequency domain, this pulse has a
spectrum described by sinc( f/fs), and the conversion from discrete time to

continuous time means that this spectrum as defined in discrete time will
be aliased (images will be created) around frequencies nfs, with n as any

integer. Most DSL systems deployed to date have used a rectangular IDFT
symbol window (see chapter 7 of [Golden 2006]), whereby the cyclic prefix
is simply appended (prepended) to the start of the symbol. This procedure
causes spectral leakage for each tone at fi according to sinc(( f−fi)/fsymbol).

∗

Nonlinearities such as DAC quantization and amplifier distortion cause sig-
nal energy to leak from the intended band at a relative level indicated by
the MTPR specification.

In the case of the conventional rectangular IDFT window, the PSD of
the emitted spectrum can be written as

Stx

(
f
) = sinc

2

(
f

fs

)∑
<i>

Xi sinc
2

(
f− fi

fsymbol

)
+ X̄i

MTPR
(3.7)

where Xi is the PSD of a tone used in the transmit direction and X̄i is

the nominal transmit PSD. The last term of the expression represents the
generally flat PSD of transmitter noise and nonlinearity.

As an example, consider the upper portion of the ADSL upstream trans-
mit spectrum shown in Figure 3.7.

The spectral mask specified in ITU-T Recommendation G.992.1 [ADSL1]
is also shown. To comply with this mask, approximately 20 dB more attenu-
ation than that provided by the rectangular window is required at 307 kHz.
Use of a filter design program such as [FilterPro] shows that a third-order
Chebyshev filter will provide this level of attenuation. Because bridged taps
and gauge discontinuities are more likely at the CPE, the effect of transmit-
ter nonlinearity on receiver performance must also be considered. If the
transmitter MTPR is assumed to be 65 dB, this places the unfiltered non-
linear floor at a level as high as −34.5 dBm/Hz − 65 dB = −100 dBm/Hz.
Assuming a worst-case return loss of 14 dB, if no transmit filter is present,
the nonlinear effects appear in the receiver at −114 dBm/Hz. The third-
order transmit filter reduces this effect to −134 dBm/Hz at 307 kHz.

∗ More recent systems (notably, VDSL and VDSL2) employ more sophisticated transmit window-
ing, in which the beginning and end of the symbol have “soft” edges. See chapter 13 of [Golden
2006] for more details on transmit windowing.
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Figure 3.7 ADSL1 upstream spectral mask, with unfiltered and filtered PSD.

3.7.2 Receive Filter
The primary task of the receive filter is to reduce the effect of aliasing caused
by the ADC. The faster the ADC is able to sample, the more relaxed the
requirements are on the receiver’s anti-alias filter. One particular concern
is relevant to DSL systems that operate at frequencies near amateur radio
bands. Transmissions in these bands may cause strong interference (up to
0 dBm is assumed in the CPE). If the DSL pass-band extends near one of
these bands, the anti-alias filter must have sufficient attenuation to reduce
the radio interference to more manageable levels, such as −20 dBm.

A subsidiary role of the receive filter is to protect the receiver from out-
of-band noise, which is a role shared with the transmit filter. Once again,
challenges arise when operating in the presence of bridged taps or other
causes of poor return loss. The echo signal that appears in the receiver
may be large enough to cause the receiver to saturate or force the use of
lower receive gain than would be optimal. A more aggressive receive filter
reduces the amplitude of the echo in the receiver, thereby enabling the use
of a higher gain to amplify the desired signal.

As an example, consider the situation at an ATU-R with a total transmit
power of +12.5 dBm and overall echo attenuation of 20 dB, which leads to
an echo amplitude of 1.3 Vpp. It is typical in FDD systems to allocate a guard
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band of several tones between the upstream and the downstream bands; in
this case, assume tones 6–25 are used in the upstream direction, and tones
33–255 are used in the downstream direction. If the ADC input range is
taken to be 2 Vpp and the receive gain is assumed to be 20 dB, then ADC
saturation at this receiver gain setting occurs for a receiver input amplitude
of 200 mV. The receive filter must reduce the echo amplitude of 1.3 V to
somewhat less than 200 mV to enable the receiver gain setting of 20 dB to be
used without ADC saturation. (20 dB is assumed to be a design objective.)

The amplitude of the filtered echo remaining in the receiver can be
computed as

Vecho =
∞∫

0

∣∣∣Hhpf

(
f
)∣∣∣2 H

2
RL

Stx

(
f
)

df

Equation 3.7 can be used to compute Stx( f ), neglecting distortion in this

case. A fourth-order, 1 dB ripple Chebyshev high-pass filter with a corner
frequency at 138 kHz in the receive channel would attenuate the residual
echo in the receiver by just 20 dB.

3.7.3 Filter Implementation
Filters can be implemented with passive components up to about five
orders. Standard design techniques, such as those in [Filter Free] and
[FilterPro], can be used to synthesize filters with the desired input and
output impedance and cut-off frequency. Component tolerance, and the
cost and board area required, for inductors in particular, will all be of con-
cern with the passive filter, except for the simplest of designs. An example
of a fifth-order passive filter with cut-off frequency at 11 MHz is shown in
Figure 3.8.

Active filters offer the advantage of integration: the board area and
cost of the discrete components are moved into the AFE chip. Possible

Figure 3.8 Example passive fifth-order Chebyshev low-pass with cut-off at
11 MHz, passband ripple 1 dB.
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Figure 3.9 Active transmit filter–fully differential, fifth-order, 8.8 MHz low-pass
Chebyshev with 1 dB pass-band ripple.

disadvantages of active filters are noise, distortion, and, once again, com-
ponent tolerances that limit the accuracy of the frequency response. Noise
budgets must be carefully examined so that the op-amps used in this part
of the circuit do not contribute significant noise to the system. For those
applications in which frequency tolerance is critical, it may be necessary to
employ frequency self-calibration or tuning to mitigate the effects of com-
ponent tolerance. Figure 3.9 illustrates an example active filter circuit with
cut-off frequency at 8 MHz. In this fully differential configuration, three
op-amps are needed to implement the fifth-order filter.

3.7.3.1 Continuous-Time RC Filters

Excellent dynamic range and linearity performance can be achieved with
straightforward active RC implementations, either off-chip, using discrete
resistors and capacitors around, for example, a receive low-noise amplifier
or the line driver, or on-chip, using high-resistivity polysilicon and metal–
metal or poly–poly capacitances. In most cases, on-chip active RC filters
will require some tuning to compensate for filter characteristic deterioration
because of process dispersion, or supply voltage and temperature drift. A
tuning range in excess of ±40 percent was implemented in [Chang 1995]
using capacitor arrays with 16 levels, leading to 5 percent accuracy for
the cut-off frequency. A drawback of this first approach is the necessity to
freeze the tuning after the modem initializes, because significant voltage
glitches could be produced if the tuning engine switches were to unload
extra capacitors. As a consequence, only the process variations are effi-
ciently compensated. A second drawback of this approach is the significant
area necessary to implement the 40 percent tuning capacitors, at places
where the extremely low noise level specification dictates a maximum limit
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on the resistor size and therefore a minimum capacitor size. For example,
the total capacitance for a single fourth-order low-pass filter reported in
[Chang 1995] was 760 pF. Nevertheless, because of the extremely high
linearity and dynamic range requirements, RC-based Rauch or Sallen–Key
structures are typical solutions for low-order filters. In integrated imple-
mentations, differential circuits are preferred because of their immunity
to noise. This precludes the use of the Sallen–Key topology; multiloop
feedback (MLF) circuits are often used in this case.

3.7.3.2 Continuous-Time gm-R-C Filters

Another filtering approach was also developed in [Chang 1995] to deal
with higher-order filtering requirements of a frequency-division multiplex
system, while still maintaining area and power within affordable limits.
In this paper, the authors selected gm-C structures for their low-power
and high-speed capabilities, although the linearity of these filters was rep-
uted to be relatively poor, in the 40–50 dB range. A new transconductance
scheme was described, using a polysilicon resistance with local feedback
to boost the linearity above 60 dB. Based on this concept, two sets of
tunable 14th-order band pass filters were assembled in a CMOS 0.7 µ pro-
cess, with third-order harmonic distortion close to 63 dB at 100 kHz and
with more than 1 percent frequency accuracy on a wide tuning range.
The filter dissipated 70 mW from a 5 V supply voltage. Drawbacks of the
architecture were the somewhat excessive level of noise (300 nV/(Hz)2)
associated with some noise peaking effects, and the difficulty of scaling
this concept to more advanced processes, because the large number of
stacked transistors within the integrator necessitates a rather high supply
voltage.

3.7.3.3 R-MOS-C Filters

A quite popular structure [Moon 1993] has been used for DSL applications,
as described in [Egerer 1998]. Tunable resistors are built from the com-
bination of a passive polysilicon resistor and an active transistor that is
preferably operating in its linear region. By carefully selecting the rela-
tive contribution of each device to the total resistance and adding two
extra current-steering MOS transistors, it is possible to trade the linearity of
the global resistance for its tuning range. Higher-order filters can be built
using this combined resistor element within conventional Rauch, Sallen–
Key, or Tow–Thomas active RC filter structures. Linearity beyond 75 dB
(with a 150 kHz input signal) is reported for the fifth-order low-pass filter in
[Egerer 1998] with a 3.3 V CMOS 0.5 µ process, which offers a tuning range
close to ±50 percent around a nominal frequency of 438 kHz. The tuning
range in this case is essentially limited by the second-order components
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Figure 3.10 Oversampled transmitter with zero insertion and digital IIR (low-
pass) filter.

created from the intrinsically nonsymmetrical mode of operation of the
tuning current-steering transistors.

3.7.3.4 Oversampling

The use of oversampling and interpolation is a digital approach to solv-
ing the problem of aliasing. This approach can reduce the complexity of
the analog filter, with a concomitant expense in digital circuitry and, of
course, a DAC that is capable of running faster. Two possible approaches
are shown in Figures 3.10 and 3.11. The first method uses interpolation that
is accomplished by the combination of zero-insertion and a digital filter that
runs at the oversampled rate.

An alternative way of achieving oversampling and interpolation that
exploits the inherent computational efficiency of the fast Fourier transform
(FFT)∗ is shown in Figure 3.11. In this case, the IFFT is several times larger
than is required for data transmission, the extra unused tones it generates
are set to zero.

3.8 Line-Coupling Transformer

Twisted-pair cable is used in balanced mode: the signal on each conductor
is a replica of the other with opposite polarity. The line-coupling trans-
former aids in creating the balanced signals, as well as rejecting common-
mode interference that originates either from crosstalk between pairs or

Figure 3.11 Oversampled transmitter with extra large size IFFT.

∗ The FFT is typically used to implement the IDFT required in DMT transmitters and the DFT
required in the DMT receiver.
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outside the binder. The galvanic isolation it provides is also critical to meet
all system safety requirements (including the impact of lightning).

An additional benefit of the transformer is its ability to transform volt-
ages via unequal turns ratio. This can be advantageous in those applica-
tions where large transmit voltages must be created, because a step-up
transformer reduces the voltage range that must be produced by the line
driver and hence reduces the supply voltage. The inductance of the trans-
former combined with the series coupling capacitors (see Figure 3.1) form
a low-frequency pole that filters out interference from base-band telephony
service. This pole must be low enough in frequency not to attenuate the
DSL signals too much, but care must be taken so that the resulting impulse
response does not significantly increase intersymbol interference.

An ideal transformer would provide perfect coupling between the two
lossless windings, have no parasitic capacitance (and hence no insertion
loss), all over infinite bandwidth and with infinite return loss. Practical
transformers, unfortunately, fall short of these objectives. To understand the
behavior of real transformers, it is useful to review the equivalent circuit in
Figure 3.12, which illustrates a practical transformer as an ideal 1:n trans-
former surrounded by fictitious components that represent impairments.
L1 represents the open-circuit inductance, i.e., the desired inductance of

the windings and core. L2 is the leakage inductance that accounts for the

flux produced in the core that is not linked by the other winding. Cw and Rp

embody the capacitance and equivalent parallel resistance of the windings.
Finally, R0 accounts for the ohmic resistance of the windings.

In addition to undesired insertion loss, transformer impairments cause
impedance mismatch between the line and the line driver, which in turn
causes signal reflections that can have a deleterious effect on receiver
performance. Therefore, control of return loss is also of great significance
in transformer design.

The goal in transformer design is to minimize the insertion loss and max-
imize the return loss over sufficient bandwidth to support both received and
transmitted signals, while maintaining adequate common-mode rejection

Figure 3.12 Line-coupling transformer—equivalent circuit.



Dedieu/Implementation and Applications of DSL Technology AU3423_C003 Final Proof Page 126 18.9.2007 04:24am

126 Implementation and Applications of DSL Technology

and DC isolation. Pass-band insertion loss is governed by the ratio of the
leakage inductance to the open-circuit inductance. Primary inductance of
around 1 mH is typical for ADSL, with leakage inductance usually in the
range 5–15 µH, so an insertion loss of less than 0.5 dB in-band is practical.
High-frequency bandwidth is limited by the shunting of the signal by the
winding capacitance and the resonant circuit formed by the winding cap-
acitance in combination with the leakage inductance. For ADSL, winding
capacitance of a few tens of picofarads will give sufficient performance with
leakage inductance of around 10 µH. In contrast, VDSL presents a special
challenge owing to its wide bandwidth requirements: from tens of kHz up
to 30 MHz. Insertion loss at the low end of the band is determined by the
open-circuit inductance combined with the line impedance. A compromise
between the open-circuit inductance, winding capacitance, and the leakage
inductance must be found to achieve adequate bandwidth.

3.9 Line Driver

The function of the line driver is to launch the transmit signal on the line
with the correct PSD, while also providing a source termination to match
the characteristic impedance of the line. The maximum output power that is
allowed to be delivered to the line is specified in the relevant standards (see
Chapter 17). For the downstream direction of ADSL2 over POTS, for exam-
ple, the ATU-C transmit power is 20.4 dBm when overlapped spectra are
used, or 19.9 dBm when nonoverlapped spectra are used. In the upstream
direction, the maximum total power is 12.5 dBm for ADSL over POTS.
VDSL is characterized by a generally lower PSD to minimize interference,
however, its high bandwidth (up to 30 MHz) presents a design challenge,
particularly when combined with the typically aggressive power consump-
tion target for network-deployed equipment. As with many applications, the
power consumption is a critical figure of merit of the complete transceiver.
The power consumption affects how densely transceivers can be placed
in access multiplexer at the CO. The advances of CMOS technology that
have enabled smaller geometry have also enabled significant reductions
in the power consumption of digital circuits. These power savings have
become so large that the line driver has become (relatively) one of the most
power hungry functions. For example, first generation ATU-C line drivers
dissipated as much as 2.4 W [Wurcer 2003]. Today, 700 mW is typical. For
this reason, the main design challenge in the line driver is one of optimizing
the power efficiency while maintaining acceptable linearity performance.

The aggregation of transceivers at the CO, combined with the higher
power needed for downstream ADSL transmissions, means that the most
attention will be devoted to the specific problem of the ATU-C transmitter,
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Table 3.1 Comparison of Transmit Signal Parameters for Various DSLs

ADSL1 or 2
over POTS ADSL2+ ADSL1 or 2 VDSL2

Downstream over POTS over POTS Downstream,
(Overlapped) Downstream Upstream Profile 8d Units

Signal
bandwidth

1.104 2.208 138 30,00 kHz

Max total
power

20.4 20.4 12.5 14.5 dBm

Crest Factor
assumption

5.3 5.3 5.3 5.3

Reference
impedance

100 100 100 100 Ohms

rms Voltage 3.31 3.31 1.33 1.68 V
Voltage swing

on line
(peak-to-peak)

35.1 35.1 14.1 17.8 Vpp

Peak current 175.5 175.5 70.7 89.0 mA

for which 20.4 dBm of power is needed over a 1.1 MHz bandwidth. How-
ever, the discussion will be equally relevant to the newer DSL variants such
as ADSL2+ or VDSL, (see Chapter 17). Table 3.1 compares transmit signal
characteristics for various DSLs.

The stringent linearity requirements on the transmitter, in excess of
65 dB MTPR, have so far limited the options in terms of driver architec-
tures: linear class-AB drivers or derivatives (class G and H) are the most
widely deployed solution in CO or customer premises chipsets.

An interesting approach was proposed in [Matsumoto 2001], wherein
the driver could be supplied directly from the 48 V typically available on
the DSLAM backplane, the objective being to eliminate from the line card
the components necessary for the generation of a differential 12 V sup-
ply. The driver would be combined with a line transformer presenting an
unusual turns ratio smaller than one. Aside from the cost, power, and area
savings that result from the elimination of a DC–DC converter, some extra
power savings can be achieved because the higher impedance presented at
the driver output will permit the reduction of the peak current requirements
and lower somewhat the losses in the parasitic passives.

3.9.1 Class-AB
The defining characteristic of the class-AB amplifier is that the current drawn
from the supply Is is given by the sum of the quiescent current Iq and the
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absolute value of the output current Iout. If the amplifier is operating from

supply voltage Vs, it will dissipate instantaneous power

P
(
t
) = VsIs = Vs

(
Iq +

∣∣∣Iout(t)
∣∣∣)

The current needed will be scaled up by the transformer step-up ratio n,
yielding

Iout(t) =
nVtx(t)

Z0

The average power P̄ can be obtained by taking the average of P(t) and
noting that for an approximately Gaussian signal such as that produced by
a DMT transmitter,

E
[∣∣∣Vtx

∣∣∣] =
√

2

π
Vrms

so that

Īs = Iq +
n

Z0

√
2

π
Vrms

For an ideal amplifier, the supply voltage needed is equal to the peak output
voltage, this is determined by the peak voltage to be transmitted CFVrms,

scaled down by the transformer ratio n, and scaled up by the ratio of the
termination resistor Rm to the transformed line impedance Z0/n2. Thus,

Vout, peak =
CFVrms

n

(Rm + Z0/n2)

Z0/n2

First-generation line drivers used dual high-current op-amps configured
in a balanced circuit with series resistors in the outputs to provide
back-termination, i.e., source resistance Rm matched to the line character-

istic impedance. An overview of this configuration is shown in Figure 3.13.

3.9.2 Active Termination
With passive back-termination, the output impedance of the driver is set
by the series resistor Rm, which is chosen to be equal to the real part of the
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Figure 3.13 Conventional passively terminated line driver configuration.

transformed line impedance Z0/n2. In this situation, the power consumed

by the back-termination resistor is equal to the power delivered to the load,
so this naturally presents an attractive target for power saving. More recent
implementations have exploited active termination [Cresi 2001] in which
positive feedback around the amplifier is used to scale up the apparent
output impedance, allowing the use of smaller termination resistance
Rm = kZ0/n2. Figure 3.14 shows the general idea. The power savings

come at the expense of linearity performance and stability that deterio-
rate as a consequence of positive feedback, so this degradation must be
carefully controlled to preserve receiver performance.

A scaling factor k in the range of 0.1–0.2 is typical, and thus the amplifier
load becomes (1 + k)Z0/n2, where k = 1 represents passive termination.

The use of active termination reduces the voltage swing required of the
line driver to

Vout, peak =
CF(1+ k)Vrms

n

To maintain good linearity, real amplifiers require a supply voltage with
some volts of headroom Vh in excess of Vout, peak. Thus, the minimum
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Figure 3.14 Active termination with impedance synthesis created by positive
feedback.

supply voltage required can be written as

Vs = Vh +
CF(1+ k)Vrms

n

yielding the average power consumption

P̄ =
[

Vh +
CF(1+ k)Vrms

n

]⎡⎣Iq +
n

Z0

√
2

π
Vrms

⎤
⎦

As mentioned in [Wurcer 2003], early ATU-C drivers operated with Vs =
±15 V and Iq = 15 mA to produce an output power of 20.4 dBm (Vtx,rms =
3.31 V). If a crest factor CF = 5.3 is assumed along with a transformer
step-up ratio of two, the power consumption would have been 2.0 W. The
headroom voltage was typically around 2.5 V, amounting to 17 percent loss
for the headroom alone. More modern designs using a 12 V supply have
reduced the headroom to 1.2 V, which is still a 10 percent loss. Rail-to-
rail circuits can be used, with the caveat that they have inferior bandwidth
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(for the same quiescent current) relative to conventional emitter–follower
output stages.

The influence of the transformer ratio depends on the details of Iq and

Vh, its effect can only be assessed once these are known.

If the amplifier is ideal, i.e., if Vh = Iq = 0,

P̄ideal =
√

2

π

CF(1+ k)V
2
rms

Z0
=
√

2

π
CF(1+ k)Ptx (3.8)

then the theoretical efficiency Ptx/Pideal depends only on the character-

istics of the signal (via the CF and the
√

2
π

factor), and the active ter-

mination scaling factor k. With a CF of 5.3 and assuming k = 0.1, the
power consumption of the ATU-C will be 510 mW. Implementations using
this approach have achieved 20.4 dBm output with power consumption of
740 mW [Sabouri 2002].

Equation 3.8 highlights the dominance of the high-crest-factor DMT
signal on the line driver efficiency; with a class-AB line driver, the sup-
ply voltage must accommodate the highest peaks, regardless of their rela-
tive infrequency. This observation has motivated two enhancements to the
class-AB architecture. They exploit the infrequency of large-signal peaks to
improve the line driver efficiency by reducing the main supply voltage to
a level that supports the signal output most of the time, invoking special
circuitry to support signal peaks only when necessary.

3.9.3 Class-G
The class-G driver [Maclean 2003] and [Vecci 2003] incorporates an addi-
tional supply Vs1 that provides current most of the time, i.e., while the

amplifier output voltage can be accommodated by Vs1. The larger voltage

rail Vs2 = CF
(
1+ k

)
Vrms/n supplies current only when the demanded volt-

age exceeds Vs1. The power consumed is found by integrating over two

regions: from zero to Vs1 and from Vs1 to Vs2 yielding the result

P =
√

2

π

V
2
rms

Z0
(1+ k)

[
a
(
1− e−a2/2

)
+ CFe−a2/2

]
(3.9)
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where a is the lower supply voltage scaled in terms of standard deviations
of the transmit voltage so that

Vs1 =
a
(
1+ k

)
Vrms

n

The power consumption is minimized by differentiating Equation 3.9 with
respect to a and solving the resulting equation numerically, arriving at, for
a = 2.0153,

P = 2.45

√
2

π

V
2

rms

Z0
(1+ k)

The efficiency improvement over the actively terminated ideal class-AB is
CF/2.45, or about a factor of two.

3.9.4 Class-H
Another approach, known as class-H, obviates the extra power supply
by creating the higher voltage supply temporarily, using a charge-pump
and capacitor circuit that charges while the output voltage is less than
Vs1 and then discharges for signal peaks. The power consumption is from

[Pierdomenico 2002]:

P =
√

2

π

V
2

rms

Z0
(1+ k)a

(
1+ e−a2/2

)

So with a = 2.0153 as before,

P = 2.28

√
2

π

V
2

rms

Z0
(1+ k)

which indicates that the performance is slightly better than with class-G,
although the main appeal of class-H is that the extra supply has been
removed.

Table 3.2 shows a comparison of power consumption and efficiency for
the various line driver architectures for the 20.4 dBm ATU-C, assuming a CF
of 5.3, and neglecting the quiescent current and headroom voltage. How-
ever, the implementation details have a significant impact on achievable
efficiency, therefore, a survey of practical ATU-C 20.4 dBm driver power
consumption values is included in Table 3.3.
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Table 3.2 Comparison of Power Consumption and Efficiency for Ideal
Amplifiers

Ptx (dBm) Vrms k n a Vs Vs1 ε P (mW)

Ideal class-AB,
passive term

20.4 3.31 1 2 17.55 0.118 927

Ideal class-AB,
active term

20.4 3.31 0.1 2 9.65 0.215 510

Ideal class-G 20.4 3.31 0.1 2 2.02 9.65 3.67 0.466 235
Ideal class-H 20.4 3.31 0.1 2 2.02 9.65 3.67 0.500 219

An efficient implementation for an ATU-C published in [Maclean 2003]
consumes 610 mW, which is a great improvement over early designs.
However, static power dominates, and much focus is now placed on red-
ucing the implementation overhead factors such as quiescent current and
headroom voltage.

3.9.5 Switching Drivers, SOPA
Recent developments have led to more aggressive line driver architectures,
based on successful results obtained with switching voiceband drivers.
Although the maximum efficiency can be expected from these devices
(because an ideal switch does not dissipate power), many issues have yet
to be resolved to reach the linearity targets for DSL and satisfy the strong

Table 3.3 Survey of 20.4 dBm ATU-C Line Drivers

Amplifier Supplies Power
Author Type (V) Technology (mW) Remarks
[Shorb 2002] Class-AB-

D-G
+3.3 0.35 µm/3.3

V CMOS
1300 1:12.4

transf.
[Sabouri 2002] Class-AB +/−12 26 V 3 GHz

Comp.
Bipolar

710 lq:4 mA

[Pierdomenico
2002]

Class-H 12 HV Bipolar
SOI

684 1:1
transf.

[Bicakci 2003] Class-H 6 0.25 µ CMOS 700 1:2.4
transf.

[Maclean 2003] Class-G +/−4, +/−8 0.7 µm
BiCMOS

610

[Vecci 2003] Class-G +/−5, +/−12 0.8 µm BCD
technology

750 1:1.4
transf.
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PSD limitations outside the signal bandwidth. In [Shorb 2002], Shorb et al.
introduced the concept of the class-ABDG driver. The device combines a
class-D driver to provide most of the power to the load and a highly linear
class-AB driver responsible for the linearization of the output signal. An
aggressive implementation of this concept was simulated in a 3.3 V stan-
dard CMOS 0.35 µ process. This driver needed a 1:12.4 transformer turns
ratio, leading to a quite challenging peak current greater than 2.3 A and
termination resistances of 0.6 �. The total power dissipation was 1.3 W,
with significant power wasted to drive the class-D switches (83 percent of
the total power). Different optimizations are discussed in [Shorb 2002] to
reach efficiencies in line with current leading edge implementations.

The self-oscillating power amplifiers (SOPA) concept was first presented
by Piessens and Steyaert at ISSCC in 2001 [Piessens 2001]. The principle is
to apply the signal to be amplified to a self-oscillating device, built from
positive feedback around a comparator, a driver, and a filter. The device
is not clocked, and the loop is entirely analog. When no signal is applied,
the system oscillates at a given frequency, the limit cycle, determined by
the loop gain and the filter bandwidth. The output of the comparator is a
square wave signal, and the power dissipation is mostly due to charging and
discharging of the output node capacitance. When a signal is applied to the
system, the output is still a square wave, combining now the limit cycle and
the forced signal. By combining two self-oscillators and connecting them
in a differential way, the system rejects the square wave limit cycle, which
ideally appears as a common mode on the primary of the transformer, and
only the forced input signal is present on the secondary of the transformer.
In [Piessens 2001] and further described in [Piessens 2002], efficiencies close
to 61 percent were reported, although the distortion was still quite high (an
MTPR of only 41 dB was measured for an ADSL signal with a crest factor
of 5). An improved version of the first design is reported in [Piessens 2003],
using a third-order filter and providing MTPR of over 55 dB with efficiency
of nearly 50 percent.

Although, self-oscillating and other switching drivers are probably not
yet mature enough to be accepted for mass deployment because of their
current poor linearity, they could present an interesting alternative in the
future to more conventional “linear” schemes. Such devices may be invalu-
able in the realization of cheap and highly efficient CMOS line drivers, as
they have been already in the audio world.

3.10 Hybrid

The large signal developed by the line driver must be launched into the
line with the minimum of disturbance to the small receive signal arriving
from the far end, while enabling full duplex operation. This is a similar
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function to that required in baseband telephony, whereby the upstream and
downstream signals must be separated at the ends of the subscriber loop
for amplification and subsequent processing, and is known as a hybrid. Its
effectiveness can have a significant effect on the performance of FDD and
overlapped spectrum systems because leakage from the transmitter (known
as trans-hybrid loss, or ERL) appears as noise to the receiver. At its most
severe extent, the remnant of the transmitted signal may be large enough
to cause receiver saturation, for which there is no remedy in the receiver,
other than to reduce receiver gain [Chen 1992].

A passive hybrid is a common way to separate the received signal from
the transmitted signal. The ideal hybrid relies on perfect matching between
the line impedance and a locally synthesized impedance to generate two
analog electrical signals, which are subtracted further on to eliminate the
transmitted signal, with its own noise and distortion components, from the
received signal. Different hybrid schemes have been used, based on either
transformers, resistor bridges, or active components, with some level of
shaping to model, as closely as possible, the phone line frequency response
[Lee 2002].

Conventional hybrids use variants of the Wheatstone bridge circuit. The
voltage divider formed by the load and the source impedance is paired
with another divider with impedances chosen so that the transmit voltage
is duplicated. The receive signal is derived from the difference between
the two arms of the divider. This arrangement is shown schematically in
Figure 3.15 in a single-ended configuration for clarity. Z2 is a network of

passive components that approximates the input impedance of the load that
is formed by the line-coupling high-pass filter and line. If the condition for
balance is met, i.e., if Z1/Z2 = Rm/Zload, then none of the transmit signal

appears in the receiver, and the hybrid does a perfect job.
In reality, perfect matching is difficult to achieve. First, the line-coupling

high-pass filter consisting of the transformer and series capacitors will

Figure 3.15 Conventional fixed hybrid.
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Figure 3.16 Example of passive hybrid matching networks. (From Lee, S.S.,
Proceedings of IEEE 2002 CICC, 37, 2002.)

have some mismatch with Z1 and Z2. Second, the impedance of the

twisted-pair has a complicated dependence on frequency that is difficult
to duplicate with passive components (see chapter 2 of [Golden 2006]).
Lastly, impedance discontinuities, such as line gauge changes or bridged
taps, cause reflections with large delay that are also difficult to synthesize
with analog circuits.

The simplest approach to hybrid design, which is often used in prac-
tice, is to design a compromise matching network for Z2 that provides

adequate return loss over the expected component tolerances and loop
conditions and hope for the best. Figure 3.16 shows example networks
from [Lee 2002]. This approach may be sufficient for FDD systems with
generous guard bands and with aggressive analog transmit filters deployed
at the CO, where the effect of bridged taps and gauge changes are minimal.
In [Hellums 2003], an active filter implements a fourth-order transfer func-
tion (four poles, four zeros) to compensate for the third-order line-coupling
high-pass filter. This design achieves better than 25 dB of return loss over
the ADSL band, however, behavior on bridged tap loops is not quoted.

To better cope with component tolerances and drift, adaptive
hybrids [Dotter 1980] have been developed, with switchable impedance
networks that are selected based on the conditions observed during modem
initialization. In [Oswal 2004], three selectable hybrid settings are provided.
Pecourt’s approach [Pécourt 1999] is actually an analog EC with tuning of
five parameters in 32 steps to implement a second-order transfer function.
Return loss of better than 25 dB on the ANSI ADSL test loops is reported.
(See chapter 2 of [Golden 2006] and [Starr 1999] for details of the ANSI
test loops.) Challenges arise with bounding the range of switchable com-
ponents to cover the expected variation in operating conditions, and the
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development of stable tuning algorithms [Wen-Kuang Su 1994] that pro-
vide confidence in the convergence to a global optimum. The authors of
[Pécourt 1999] and [Oswal 2004] do not provide any details on how the
settings are selected.

In the most demanding applications, such as those with overlapped
spectra and digital duplexing [Cioffi 1999] (see Chapter 17), additional
methods may be called for that are capable of synthesizing large time
delays. This requirement suggests the use of digital processing with an
extra DAC to inject a cancelation signal at the receiver input. This obser-
vation naturally leads into the next section on analog echo cancelation.

3.11 Echo Cancelation

As already mentioned (see Sections 3.10 and 3.7.1), the residual analog echo
signal received after hybrid attenuation can dramatically affect the receiver
sensitivity and consume a significant portion of the total receiver dynamic
range. Echo cancelation falls into the general category of interference can-
celation [Widrow 1985], in which a reference input is used to derive an
estimate of the interference and thereby cancel it from the observations,
leaving the desired signal. The discussion in this section will concentrate
on analog echo cancelation, in which the cancelation is done in the analog
domain. However, the signal that drives the canceler may in fact be derived
from the digital system. This approach is in contrast to purely digital echo
cancelation [Ho 1996], which is incapable of dealing with the issue of front-
end saturation; rather, it is motivated by the need to remove the residual
echo signal in systems with overlapped spectra.

ECs associated with telephony have a long history in communications
engineering. Early implementations were analog [White 1972], however,
advances in circuit technology allowed digital techniques to become preva-
lent. For telephony, the bandwidth of interest is approximately 400 Hz–4.3
kHz. The EC must be tuned, or tune itself, to model the trans-hybrid loss
over this bandwidth. Analog approaches focused on the adjustment of
only two or three parameters, because the input impedance of loops could
be adequately characterized by simple resistor–capacitor lumped element
models. Gazioglu’s adaptive hybrid of [Gazioglu 1979] yielded good per-
formance on a 1 km mixed gauge loop by adjusting only three parameters,
although its performance degrades on longer loops.

The situation in DSL is quite different. To illustrate the extent of the
problem, consider the echo responses shown in Figure 3.17, which are
from a simulated test loop known as CSA4, which is defined for ADSL.
CSA4 is a particularly difficult loop, consisting of 550 ft of 26 AWG line,
followed by a 1200 ft bridged tap, followed by a gauge change to 24 AWG
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Figure 3.17 CSA4 at subscriber end.

and then back to 26 AWG, with another 650 ft bridged tap only 300 ft from
the CPE. (See chapter 2 of [Golden 2006] for details of CSA4 and other DSL
test loops.) It is the proximity of the bridged tap to the CPE in this case that
causes the problem: there is insufficient attenuation of the echo before it
returns to the CPE.

The upper part of Figure 3.17 shows the simulated return loss as func-
tion of frequency, and the lower part depicts the echo impulse response
that is computed from its inverse transform. An important feature of this
impulse response is the presence of two significant echoes with delays of
approximately 3 and 6 µs. Any EC that seeks to be effective on loops like
this one must encompass at least 6 µs of delay, with sufficient flexibility
to cope with variations in the precise configuration of bridged taps. This
requirement will have serious implications on the required complexity of
ECs, as will be seen later.

Figure 3.18 shows a natural way to implement the EC with an analog fil-
ter that uses a copy of the transmit output as developed by the line driver.
The analog filter Hec( jω) is designed to approximate the echo response

Hr( jω). As long as Hec( jω) forms a good approximation to Hr( jω), the struc-

ture yields good echo suppression, with the advantage that nonlinearity
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Figure 3.18 Analog echo canceler.

and noise developed in the transmit signal path is also canceled at the
receiver input, provided that the analog echo filter is very linear and con-
tributes little noise. Examples of this architecture have been described in
[Pécourt 1999] and [Oswal 2004]. An active filter with possibly adjustable
poles and zeroes duplicates the echo response. There are two shortcom-
ings to this approach. The first has already been alluded to above: if the
analog filter structure is unable to adequately model the echo response,
then there will be significant residual echo. The other difficulty is asso-
ciated with adaptivity. Adaptive hybrids and ECs are definitely of benefit
because they are able to adjust to conditions that are unknown when the
system is designed, including component tolerances or mismatch, and the
unknown loop configuration on which the system will be operating. Pole
or zero filters are notoriously difficult to train. Furthermore, the range of
component values that will be needed and the resolution of the adjustment
steps must be assessed a priori.

A combination of digital signal processing with analog cancelation
would therefore have major advantages, in that the adaptivity could be
digitally controlled via an echo model embodied as a digital FIR filter. Such
a system is described in [Conroy 1999], [Hester 1999], and [Pal 2003]. An
example of this architecture is shown in Figure 3.19. The digital form of
the transmit signal is used as the input to a digital filter that synthesizes the
echo. An extra DAC converts this signal to analog form, and the signal then
cancels the echo at the receiver input. Training of the digital echo model is
done under the control of the digital system using well-known algorithms
such as least mean-squares (LMS) [Widrow 1985]. The fixed analog filter
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Figure 3.19 Digitally driven analog echo canceler.

at the DAC output is needed only for mild spectrum shaping and is not
complex. The disadvantage of this approach is that the receiver is exposed
to any transmitter noise and nonlinear distortion via the trans-hybrid loss
Hr( jω).

In the literature, only [Pécourt 1999] has aimed analog echo cancelation
directly at the problem of bridged taps. It reports a potential reduction in the
ADC resolution by more than 2 bits as well as a significant relaxation in out-
of-band linearity and noise requirements for the transmit path. The adaptive
echo canceling path is built around three op-amp biquad structures, using
eight resistors and two capacitors to implement a generic second-order
transfer function, in a 0.6 µ BiCMOS process. Impressive hybrid rejections
are reported between 42 dB (on straight loop ANSI #7) and 26 dB (for the
more complex ANSI #13, which has two bridged taps close to the customer
premises). The main challenge is to limit the noise contribution of this active
hybrid path to a level below the line noise without significantly increasing
power or area, which can be difficult at the customer end of the line because
the line noise can be below −145 dBm/Hz.

In the discussion of the transmitter noise budget, the specifications
on transmitter linearity were driven by concerns about poor ERL. If the
nonlinearity can be canceled in the receiver, this allows some relaxation
in the linearity requirement. If the transmit signal has values from a
fairly small set, as in binary or low radix single-carrier modulation, then
the nonlinear distortion can be expressed as a look-up table or random
access memory (RAM), which is included in the cancelation path. This
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idea goes back to the papers of [Messerschmitt 1980], [Agazzi 1982], and
[Michaelides 1988]. However, for multilevel and particularly for multicarrier
signals such as DMT, the look-up table would become very complex. If
it can be assumed that the majority of the distortion comes from one or
two simple effects, such as low-order polynomial distortion; this can be
incorporated in the design of the digital filter that forms the model for
the echo. Success of these reduced complexity approaches will depend
on careful characterization of the possible nonlinear effects that might be
encountered.

3.12 Receive Amplifier—Programmable Gain
Amplifier (PGA)

As the signal propagates along the loop, it suffers attenuation. The receive
amplifier is needed to boost the signal up to a level suitable for processing
by the ADC. Because the required gain depends on the details of the loop,
a control loop is formed by the combination of the receive amplifier and
digital signal processor via the ADC, whereby the received signal amplitude
is measured and gain corrections are computed by the DSP, which then
programs the desired gain into the PGA during the initialization procedure.
After the gain has been adjusted to the correct level for the ADC, it is fixed.
Adjustments to allow for small dynamic variations in the received signal
amplitude are made by the frequency-domain equalizer (see chapter 7 of
[Golden 2006]), which is under control of the DSP.

For example, downstream ADSL signals are transmitted at up to 20.4
dBm. Overall attenuation on CSA range loops (defined as a 26 AWG loop
of 9 kft or the roughly equivalent 24 AWG loop of 12 kft) is about 40 dB.
The ADC will have an input range of 1–4 Vpp, which is equivalent to an
input power of about 0 dBm. Thus, a receive gain of about 20–30 dB will be
needed. On shorter loops, the attenuation will be much less, and in fact, it
is desirable (usually for testing purposes) that the modem is able to connect
satisfactorily even on null-loops, i.e., loops that are just a few feet of cable.
The consequence is that the amplifier gain must be programmable from
a few decibels of attenuation (negative gain) to 20 or 30 dB, with a step
size that makes a reasonable compromise between the onset of clipping
(gain too high) and excess quantization noise (gain too low). The penalty
in SNR of gain misadjustment on the low side is equal to the amount in
decibels by which the gain is incorrect. The effect of clipping is discussed
in [Mestdagh 1993]. Step-sizes of 0.25–1 dB are typical.

Figure 3.20 shows a typical architecture for the receive amplifier. FET
switches are used to select various resistor combinations, which in turn set
the gain of the amplifier. Resistors generate thermal noise. An alternative is
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Figure 3.20 Programmable gain amplifier.

to use capacitors, which are noiseless, instead of resistors; however, there
can be issues with settling and charge injection.

Note that receiver noise is usually specified as an input-referred, line-
equivalent noise, i.e., as an equivalent voltage source on the line, so that
the receiver gain and transformer turns ratio are divided out. At high-gain
settings, the input-referred noise will be approximately constant for all
loop lengths because it is dominated by the first gain stage of the amp-
lifier. If a transformer with a step-up ratio from the modem to the line
is used, the receive signal is attenuated, thereby magnifying the effect of
noise when considered in line-equivalent terms. At low gain settings, other
noise sources in the receiver become significant, particularly the quantiza-
tion noise from the ADC. However, the low gain implies operation on a
relatively short loop. Hence, attenuation is minimal, and noise magnitude
is not so significant.

From the discussion of the receiver noise budget in Section 3.5, −150
dBm/Hz is a good target for PGA noise, which is equivalent to an input
voltage noise of 10 nV/rtHz. This budget has to be met by the combination
of op-amp noise, which is typically dominated by collector or drain current
shot noise, and the thermal noise generated in the gain-setting resistors
Rf and Rg, which is equivalent to the parallel combination resistance. Thus,

the input-referred voltage noise of the amplifier with feedback is

v
2
n
= 2v

2
a
+ 4kT

(
RfRg

Rf + Rg

)
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where the term 2v
2
a

represents the amplifier noise, assuming the input stage

is a differential pair. For both bipolar and MOS devices, there is generally
an inverse relationship between input voltage noise and trans-conductance.
The relationship for bipolar devices is [Gray 1977]

v
2
a
= 4kT

(
1

2gm
+ rb

)

and for MOS devices the relationship is
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If it can be assumed that the intrinsic device parameters rb and the flicker

noise term
K′Id

D

g
2
m

f
can be made insignificant by device design, then these equa-

tions imply that noise can be reduced by running high emitter or source
current in the input devices, thus increasing gm but consequently increas-

ing the power consumption. A practical limit on the overall noise will be
imposed by other design considerations on the feedback and gain setting
resistors, resulting in a parallel resistance of perhaps 100–200 �. If these
assumptions are combined with trans-conductance of 5 mA/V, the amplifier
noise density is

v
2
n
= 4kT(200 �+ 100 �) =

(
2.2 nV/

√
Hz

)2

for bipolar devices and

v
2
n
= 4kT(267 �+ 100 �) =

(
2.5 nV/

√
Hz

)2

for MOS devices.
Op-amps for DSL application with input noise down to 2 nV/rtHz

[Siniscalchi 2001] have been fabricated in CMOS running from a 3.3 V
supply. Power consumption of receive amplifiers has been reported
between 10 [Cornil 1999] and 35 mW [De Wilde 2002]. Other circuit
design considerations relevant to low-noise amplifiers that have been
reported are the use of low threshold voltage devices to reduce 1/f noise
[Siniscalchi 2001], selection of PMOS devices as the first input pair (also
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with the aim of reducing 1/f noise) [Langford 1998], and the use of gain-
dependent compensation to reduce the gain-bandwidth requirements
[Cornil 1999].

3.13 Analog-to-Digital Converter

The simplest, and fastest, ADC is known as a flash converter. It consists
of an array of comparators with evenly spaced thresholds generated by a
resistor ladder network. Although fast in sampling rate and low in delay,
the flash converter suffers from the drawback of exponentially increasing
complexity as the number of bits is increased. Other converter architectures
have been devised that strike a balance between sample rate, resolution
latency, and complexity, where the targeted application dictates the best
choice. For DSL transceivers, sample rate requirements range from 2 MHz
to more than 70 MHz at resolution (as discussed previously) from 12 to 14
bits. Further, this application is not sensitive to conversion delay (latency)
of a few clock cycles, because this delay appears to the transceiver as extra
line delay (i.e., it is indistinguishable from line delay to the transceiver).
This fact can be exploited in the choice of ADC architecture and has led
to the use of two types of converters in this application: the multistage
pipeline and the sigma–delta converter.

Any ADC consists of two main components: the sample-hold unit, which
acquires the value of the input signal at the sampling instant and holds it
steady, and the quantizer, which subsequently classifies the input relative to
one of the digital output codes. The essence of the sample-hold is a circuit
with several capacitors whose charging is controlled by CMOS transistor
switches. During one half-cycle, the first capacitor is charged up to a voltage
equal to the input signal, then this charge is transferred to the second
capacitor, and so on. Fast settling is required (to within 1 LSB or so), which
is aided by the use of small capacitors. A lower limit is imposed by the
gate-drain and gate-source capacitance of the switch transistors, because
if the capacitances are significant relative to the sample-hold capacitors,
nonlinear charge feed-through effects will degrade ADC performance.

3.13.1 Pipeline ADC
The pipeline converter is a direct hardware implementation of a binary
search algorithm, with each step of the algorithm being implemented in a
different stage. For each stage of the pipeline, the signal is quantified in n
bits through a sub-flash converter, and the residue is amplified before being
sent to the next stage. The throughput of the converter is independent of the
number of stages, each stage will be designed to operate at high sampling
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Figure 3.21 Multistage pipeline ADC.

rates. Therefore, the pipeline architecture is suitable for medium-speed (>1
Msamples/s), high-resolution converters (>10 bits). A basic block diagram
of such a converter is shown in Figure 3.21. This type of converter uses
redundancy combined with digital correction, which relaxes the comparator
specifications and the specifications of the references used in the sub-flash
ADCs. The main sources of nonlinearity are the gain error between stages,
and the nonlinearity in the DAC subconverter calculating the residue, lead-
ing to tight requirements for capacitance matching and the amplifier gain.
Although the matching is improving with process scaling for a given capaci-
tance value, the design of high DC-gain amplifiers becomes a real challenge
for deep sub-micron technologies, where the reduced supply voltage limits
the stacking of cascode transistors. Calibration techniques may be used to
improve the ADC linearity [Conroy 1999] and [Hester 1999] when linearity
above 12–13 bits is required, at the expense of additional silicon area. Other
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accuracy limitations arise because of the thermal noise injected during the
sampling process (kT/C noise) and clock jitter.

An example of a pipeline implementation is illustrated in [Cornil 1999].
Behavioral simulations led the authors to an optimal design of a six-stage
structure, with each stage delivering 3 bits combined digitally. This structure
is reported to offer the best power performance for the required sampling
rate and linearity. True 12-bit performance is reported, using four-times
oversampling at 8.8 MHz without trimming or calibration. Matching and
kT/C noise considerations led to a minimal size for the sampling capacitors
of 2.5 pF in the first sample-hold stage. Gain boosting techniques were used
to guarantee a minimal DC gain for the amplifiers greater than 100 dB.

3.13.2 Sigma–Delta ADC
Sigma–delta techniques are commonly used for high-resolution, low-
speed ADCs. The sigma–delta converter trades the high quantization
noise of intrinsically linear single-bit or low-resolution multibit ADCs and
DACs with high oversampling rates and high-order filters, for quantiza-
tion noise shaping to reach the required signal-to-noise-plus-distortion
ratio. This type of converter, illustrated in Figure 3.22, offers numerous
advantages in the DSL space compared to other high-speed conversion
schemes, which are usually limited to 10–11 bit accuracy. However, their
first application ended up being quite challenging, as will be explained
later. To achieve the required 13–14 bit accuracy on, for example, the
ADSL or ADSL2 bandwidth with reasonable power consumption, third- to
fourth-order noise shaping is implemented to limit the oversampling ratio
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Figure 3.22 ADC with noise-shaping.
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Figure 3.23 Sigma–Delta ADC—fourth-order MASH structure.

of the converter to 24 or 32, which leads to a 48–70 MHz sampling
clock speed.∗ Because single loop modulators exhibit stability problems
for orders higher than two, the converters are built from a cascade of a
second-order modulator followed by lower-order modulators, which is also
referred to as a MultistAge noise SHaping converter (MASH) structure, as
shown in Figure 3.23. A digital logic component combines the modulator
outputs to cancel the quantization noise from all intermediate modula-
tor stages, which produces a higher-order quantization noise shaping.
A digital decimator filters out most of the out-of-band quantization noise
from this recombined signal. Numerous realizations for DSL applications
have been published in the last five years, based on various cascading
of modulators. For example, two second-order modulators in cascade
(also referred to as a “2-2” structure), “2-1-1” structures [Guangming 1994],
[Morizio 2000], and [Gupta 2002] or combinations of some of these struc-
tures are used with multibit quantizers in the last stages [Moyal 1999],
[Siniscalchi 2001], and [Gupta 2002] to reduce the sensitivity to uncanceled
quantization errors from the earlier stages. One of the major limitations
of all these architectures is the integrator gain error, which degrades the
accuracy of the digital noise cancelation operation. High accuracy requires
very low settling time for the amplifiers and good capacitor matching.

∗ To use this approach with VDSL2, which uses signal bandwidth up to 30 MHz, sample rate of
at least 720 MHz would be required.
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Figure 3.24 Nonlinearity in multiloop Sigma–Delta ADCs (FFT after decimation,
100 kHz input; dotted line: op-amps with limited 200 V/µs slew-rate performance;
plain line: op-amp with 400 V/µs slew-rate).

A sigma–delta implementation was proposed for the first integrated
ADSL AFE in 1995 [Chang 1995], at a time when the speed of the lead-
ing edge 0.7 µ CMOS process limited the signal bandwidth for this type of
converter to a few hundred kilohertz. To limit the power consumption and
relax the global design risks of this first AFE, the overall frequency plan of
this first ADSL system was scaled down to 700 kHz rather than the 1.1 MHz
required afterwards by the first version of the standard. The ADC dynamic
range was 71 dB, most probably limited by the gain errors of the integrators
and excessive substrate crosstalk from the digital components. Figure 3.24
illustrates the dramatic effects of slew-rate limitation for a 100 kHz input
signal that generates nonlinearity (third harmonic distortion increased by
30 dB) and reduces the effectiveness of the noise cancelation logic (noise
floor after decimation increased by 20 dB). Overall, this first design dissi-
pated more than 350 mW for the analog modulator alone. The decimation
filter was integrated on the same die and burned a similar amount of power.
A significant power and area saving was provided later from the transfer of
the digital portion of the converter to the digital chip, which was migrated
to a more advanced digital CMOS processes. This led to a natural split
between the analog and the digital integrated circuits at the modulator out-
put, enabling a reduced set of high-speed pulse data modulated (PDM)
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signals between the two chips. Current sigma–delta based designs use a
similar multistage approach with power consumption closer to 50 mW for
the modulator itself. The area and power dissipation of the few thousands
of gates required for the digital decimator are insignificant in advanced
0.13 µ process.
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Abstract This chapter will be of special interest to engineers who are
testing performance of prototype or production Digital Subscriber Line
(DSL) modems. It starts with a brief history of telephone line simulation,
and continues by discussing DSL loop simulators in more detail. It exam-
ines the requirements typically needed to test communications over the
local loop and the importance of various parameters. Impairments are also
mentioned, in that they are needed in addition to the test loop to fully test a
DSL modem’s physical layer. Various different types of DSL loop simulators
are discussed, as well as the main advantages and disadvantages of each.
Repeatability and accuracy of loop simulators along with other nonelectri-
cal characteristics such as remote control are discussed. Finally, terms used
by standards bodies, such as DSL Forum, to measure the quality of the loop
simulation are explained together with a description of accuracy expressed
in “Mean Error” and “Mean Absolute Error.”

4.1 Introduction

In the DSL industry, simulation has developed in parallel with new
products. As new products are designed, simulation of the design or
the environment must be used to predict how well the product will per-
form in practice. The need for simulation is present during several stages of
the product development cycle, including initial research, synthesis, design
testing, and testing at subsequent stages, such as during first production
runs and final production manufacture.

In DSL, the initial research and synthesis of the design of a modem is
normally done using mathematical modeling of some kind. Copper cable
plant from the telephone company building, the central office (CO), to the
customer premises is usually known as the local loop. This chapter is about
simulation of the local loop, using physical simulators. It also discusses the
addition to the test environment of impairments that make data transmission
more difficult. These simulators enable designers of DSL modems, Digital
Subscriber Line access multiplexers (DSLAMs), line drivers, and other DSL
transmission equipment devices to predict and test how well the equipment
will perform in the real world. Note that for the rest of this chapter, the word
“modem” is used to denote any of these devices.
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4.2 History and Background of Loop Simulators

For the first 90 years of the telephone, the principal objective was to trans-
fer voice from one end of the line to the other with maximum clarity.
It was not until the late 1960s that there was enough interest in send-
ing data over the telephone line that a commercial loop simulator was
developed. Before that, many companies who manufactured computer
equipment also developed their own modems for the transmission of data
over the telephone network, but test equipment for these modems was
proprietary.

One of the first wireline simulators, said to be the first in existence,
was developed by the Rome Air Development Center in 1968. Although
details of the operation of this simulator are sparse, it is known that the
simulator could function as an impaired channel or as a typical twisted
pair wire link. It was used to compare different communications devices
[Rome]. This research establishment, which is run by the United States
Air Force, is located in Rome, New York, and is now called the Rome
Laboratory.

Another early simulator was sold by Bradley. Named the 2A/2B, it was
an all-analog telephone channel simulator built in an instrument case. The
simulator had a handle, which made it portable and reasonably rugged.
It was designed to be used in the laboratory but could easily be carried
elsewhere if needed. The case opened to reveal two panels with knobs,
each of which had its own designation. The simulator was designed to
simulate the 200 Hz–4 kHz telephone channel, along with a large variety
of impairments, such as attenuation at the high- and low-frequency ends of
the channel, and delay distortion. These impairments could be changed by
setting the knobs on the panels. There was no such thing as remote control
or any digitization of the signals. The Bradley simulator was used to test
four-wire voice band modems at the design stage. One of the problems with
this unit was repeatability of results, because the settings were determined
by the position of the knobs, which were set by hand and thus prone to
variability. However, the simulator worked well for testing the voiceband
modems of that time and was one of the better known and frequently used
instruments.

Wandel and Goltermann (W&G) produced another device known as
the PKN-1 and called it a “cable simulator.” It was intended for testing
T1 and equivalent alternate mark inversion (AMI) or high density bipolar
three code (HDB3) digital services at line rates of 1.544 or 2.048 Mbit/s.
The device provided adjustable group delay and the attenuation response
for transmission in one direction only. The user was able to adjust it to
simulate the attenuation and group delay of a variety of twisted-pair line
types at a variety of distances. The simulator was AC-coupled and covered
the frequency range from 1 kHz to 10 MHz. One major advantage was that
it could be controlled remotely.
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In the PKN-1 simulator, no attempt was made to simulate the delay of
the line. The input impedance of the line was simulated by a fixed resistor.
As well as being used to test modems, it could also be used to test repeaters,
which normally are spaced at 6000 ft intervals for this type of transmission.
The PKN-1 was an active device, and as such suffered from clipping when
a signal much larger than expected was received. Like all active simulators,
it carried the signal through its electronics, and the results were to some
extent dependent on the quality of the output stage of the simulator rather
than the devices under test. Although T1 services are still widely used, more
sophisticated simulators have been developed, and the PKN-1 was taken
off the market many years ago.

These early types of simulators were targeted at specific transmission
specifications. The Bradley 2A/2B was designed to simulate the voice-
frequency telephone channel provided by the telephone company, and
the types of impairments often found on this channel; W&G’s PKN-1 was
intended for testing HDB3 modems and repeaters. These simulators, which
shared some commonality, were used to test modems that were completely
different. However, both were used for four-wire connections, or at least
tested transmission in one direction at a time on any one pair of wires.

Simulation of the bi-directional flow of signals on a telephone line was
initially done in the early 1970s using passive circuits. Lear–Siegler offered
a test bed with a position for a series of plug-in modules that emulated
local loop characteristics up to the edge of the voice band. AEA, later a
division of consultronics, offered two instruments, one intended to simulate
a loaded line, which has 88 mH loading coils at 6 kft intervals, and one to
simulate the attenuation characteristics of nonloaded twisted pair line up
to approximately 10 kHz.

One advantage of the Lear–Siegler test bed was its flexibility. The test
bed consisted of a metal chassis with banana sockets at both ends, which
were connected as a balanced interface to the modem’s under test. The
metal chassis had positions for plugging in a dozen modules. If a particular
position was not used, there was an automatic bypass from one side to the
other. As a result, in the initial empty state, with no modules plugged in,
the test bed represented a zero-length loop. Modules represented a spe-
cific length of line and could be plugged in to the test bed to construct a
model of almost any line desired. Loading coils could be added, if desired,
to simulate those inserted on a normal voice circuit. The architecture could
be extended by connecting test beds together to make up a limitless vari-
ety of configurations. One of the problems associated with this device, as
with many simulators, was wear on the test bed because of the constant
plugging-in and unplugging of modules.

The W&G TLN-1 (telephone channel simulator) and the AEA line sim-
ulator known as the S1 used switches to allow the user to change settings.
Both devices simulated group delay and attenuation characteristics of a
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telephone channel. Each instrument was limited by its initial configura-
tion; there was no way to expand either unit, so if additional functionality
was needed, the only option was to buy a second unit. The S1 was entirely
passive. It allowed the user to change the group delay at both the high
and low ends of the telephone channel in a series of fixed steps, and it
also provided independent attenuation distortion at the high and low ends
of the channel, again in a series of fixed steps. The TLN-1 was similar in
concept. It simulated group delay of loaded lines but had added features
in that noise could be added to the signal passing through the device. The
TLN-1 was an active device, and thus it also had a higher noise floor.

The S2 from AEA was designed to let the user test a typical modem of
the day over nonloaded lines. In that era, it was possible to use bandwidth
outside the 3 kHz telephone channel using a leased line with compati-
ble units at both ends. Not all telephone companies allowed the use of
these types of modems, and the power output from them was severely
limited. The performance was limited as well. The modems were almost
always four-wire. Sometimes, a two-wire half-duplex approach was also
used. Echo cancelation was unheard of, although voice grade modems
made use of frequency-division multiplexing (FDM) to achieve two-wire
full-duplex capability.

A different type of simulator arrived in the early 1980s. This unit
simulated the telephone channel from one user to another and was
designed to test the performance of dial-up modems. It was an active
type of simulator (see Section 4.6.3) that employed hybrid circuits at the
interface to the modems and provided one channel in each direction. Early
versions of this type of simulator were used to test a modem’s immunity
to such impairments as impulse noise, attenuation distortion, and varying
levels of background noise. As the simulator developed, additional impair-
ment types were added, such as satellite echo delay. Later still, it could also
be used to test a modem’s ability to dial and auto-answer calls. Both AEA
and TAS manufactured this type of simulator until the mid 1990s. During
that time, modems evolved rapidly, and the sophistication of the simulators
changed in response. This type of simulator reproduced the end-to-end
transmission channel and generated impairments and attenuation using
digitally controlled analog circuitry built around transistors and op-amps.
The output at each end could be attenuated, and the frequency response
and group delay could be changed, so that this type of unit provided
simulation of the complete channel from user to user.

One of the features of this type of simulator was its remote control
capability, allowing the user to write a set of software tests and apply them
under computer control to modem after modem. This functionality was
very important for users testing large numbers of modems, often with little
or no intervention from test personnel.
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The first time that a commercial wideband∗ loop simulator became avail-
able was in the mid-1980s. This was AEA’s DLS 100. It was targeted speci-
fically at testing the new modems for Integrated services digital network
(ISDN). The simulator was a passive simulator capable of carrying traffic in
both directions on one pair of wires. It could also be configured to carry
the North American four-wire Digital Data System (DDS-type transmission)
[Bell]. This simulator used two types of modules. One type was specified
from DC (direct current) to 100 kHz and the other from DC to 300 kHz. This
range was a tremendous improvement in bandwidth compared to previous
loop simulators. Unfortunately, the improvement came with a drawback:
increased physical size. For example, the DLS 100A would fit into a 19-inch
rack and was 10.5 inches high.

4.3 Applications of Wideband Loop Simulators

Chapter 2 of [Golden 2006] outlines some of the physical characteristics
of a local loop and develops some of the theory behind differential mode
transmission of signals over the loop. Loop simulators are used rather than
real cables for a variety of reasons, including

• Ease of use
• Repeatability
• Ability to change length and configuration easily
• Standardization of tests and
• Greater accuracy of simulators to standard lines

Essentially, the local loop acts as a transmission line, sometimes composed
of many different sections with different line characteristics for each part.
Wideband loop simulators replicate the analog characteristics of this trans-
mission line. More specifically, they emulate the attenuation, delay, and
impedance characteristics of a local loop. Any simulator has limitations
brought about by the compromises in its design between accuracy, size,
and cost. A big question facing a potential user is how much the limita-
tions of any particular simulator affect the intended application. There are
several applications in which a simulator is used, often leading to distinctly
different specifications that are relevant for different applications. These
differences are discussed in Sections 4.3.1 through 4.3.4.

∗ Previous simulators were able to reproduce the response from DC to approximately 10 kHz on
nonloaded lines. Here, “wideband” means far beyond the plane old telephone service (POTS)
bandwidth.
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4.3.1 To Help Establish Practical Modem Specifications
To establish modem specifications, designers generally perform computer
simulation on the theory of the design. This helps to establish specifications
for the modem, such as the required signal-to-noise ratio (SNR) and how
well the modem handles interference of various types. Computer simula-
tions help to establish the expected data rate under various loop lengths
and configurations and with different types of crosstalk, impulse noise, and
other impairments. Furthermore, computer simulation is needed to help de-
signers understand and estimate the effects of implementation losses, such
as analog-to-digital-converter (ADC) quantization error (see Chapter 3). The
use of a loop simulator, together with a noise generator, can be regarded as
an extension of simulation in the design process. They are used together to
check that the design performs as expected, that there are no unforeseen
design problems, and that the specifications for the modem can be met.

4.3.2 Testing of Prototypes
When a number of prototypes have been made, and the first prototype
runs are being tested, the loop simulator is used to characterize modem
performance under various levels of stress. Both designers and design veri-
fication testers may be involved with testing of the prototypes. At this stage,
modem testers want to be able to change the line length and configuration
as well as apply different types of noise, such as crosstalk, impulse noise,
RFI (radio frequency interference) noise, and other ingress onto the line.
This stage is generally the one at which the greatest versatility is required
from the simulator.

Modem designers need to know how the prototypes perform under
varying conditions. Tests may include

• Effects of remote powering.
• Performance of a DSL service and POTS on the same loop. Particu-

larly important is the effect of ringing current and, just as importantly,
the effect of interruption of ringing current and of loop current.

• Coexistence of a DSL service and ISDN on the same loop.
• Coupling of signals from neighbouring circuits and their influence

on the performance of the modem.
• Effect of POTS splitters on modem performance.
• How well the modems work with repeaters.
• How the modems behave during start up (initialization) and follow-

ing temporary line interruptions.
• Tests to determine if the line monitoring, performance, and quality

indications given by the modem are accurate.
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The loop simulator should allow full testing under as many of these
conditions as the user needs for the type of modem being tested. Therefore,
the loop simulator becomes an integral part of the test setup. Designers use
this setup to determine that the modem meets a certain set of specifications.
Furthermore, they can then specify a subset of these conditions that can
repeatably and accurately ensure the integrity of the units being tested, but
that also fully stress the design.

4.3.3 Testing Production Modems
Driven by economic considerations, testing carried out at the production
level must be rapid but must still identify any deficiencies in the produc-
tion unit. At this stage of the product cycle, the production test engineer
assumes she has been given a solid design. She does not have time to do
exhaustive testing. Instead, she is looking for abnormal performance owing
to some deviation in a production model.

In this application, loop simulators need to be inexpensive. The test
engineer determines simple tests to be carried out either on each unit man-
ufactured or on some set of samples. This suite of tests determines the
requirements of the loop simulating equipment. Generally, loop simulators
used in this application are very different from simulators used elsewhere.
The production test simulators often provide a small subset of the loops that
are used in testing elsewhere. In addition, they may have wider tolerance
limits on their specifications, may not simulate delay or group delay, and
often provide multiple identical loops so that the user can test a number of
modems all at once using the same loop simulator.

4.3.4 Conformance Testing
Conformance testing refers to the testing of modem equipment, often by
an independent test laboratory (ITL) or sometimes in the laboratory of the
service provider purchasing the modems. This testing determines whether
modems of a particular type conform to the established specifications. To
produce consistent results, loop simulators must accurately simulate loops
based on models specified by the relevant standard. In general, real cables
are far too variable from pair to pair inside a multi-pair binder and from
cable to cable to give consistent results. Also, the characteristics of real
cable vary depending upon how the cable is laid out. Furthermore, testing
normally needs to be comprehensive, and, as such, it is typically very time
consuming. Automation of the testing procedure is essential. The same
modem pair should give the same results at different ITLs. Operators often
use the results of tests by an ITL to help them determine if the modems
tested are of high enough quality to be deployed in their networks.



Dedieu/Implementation and Applications of DSL Technology AU3423_C004 Final Proof Page 163 18.9.2007 04:24am

Local Loop Simulation and Simulators 163

4.4 Simulator Characteristics

At various stages of modem testing, the simulator may have to emulate a
wide variety of different characteristics. For example, the simulator may
have to transmit or emulate

• Differential and common mode signals
• Insertion loss of the transmitted signal
• Impedance (both magnitude and phase) presented by the line to the

modems under test
• End-to-end signal delay
• Signal delay of one frequency relative to another, called group delay

or envelope delay
• Impairments
• DC continuity
• DC resistance
• Maximum signal level

These parameters are discussed in more detail in the rest of this section.

4.4.1 Differential and Common Mode
Line simulators for the testing of DSL modems and systems concentrate
on the correct simulation of differential mode signals. Because all DSL
transmissions use the differential mode, there is little need to simulate
common mode signal transmission characteristics in the loop simulator.
Certain other specialized uses of wireline simulators would require simu-
lation of common mode characteristics. Such uses include modeling the
effects of lightning strikes and transmission over very long loops, such
as overhead high-voltage power lines. Common mode simulation is also
remarkably difficult and expensive to perform accurately, and for these
and other reasons the common mode is never simulated in commercial
line simulators for DSL testing.

However, the fact that common mode simulation is not currently embod-
ied in DSL loop simulators does not mean that the common mode charac-
teristics of modems can be ignored. On the contrary, many of the interfering
signals that arrive at a modem’s receiver in practice are unwanted common
mode signals. The modem must reject these signals. Because there is always
some conversion of longitudinal mode signals to differential mode signals
within a modem, a longitudinal conversion loss (LCL) test is often specified.
This test is performed on the modems when a simulator is not present.

Recently, and especially for DSL that uses transmission frequencies
above 2 MHz, there has been recognition that RFI will be picked up on
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aerial cables, and that the unwanted RFI signals are converted to the dif-
ferential mode at the cable ends by a variety of mechanisms to do with
cable and termination unbalance. (See chapter 13 of [Golden 2006].) At this
time, the effects can be reproduced in the test environment by applying
some form of common mode impairment at the modem under test. The
standards bodies are becoming increasingly aware of the need to test the
effects of RFI on Very High Bit-Rate DSL (VDSL) transmissions as well as
ADSL (Asymmetric DSL)2plus. In the future, standards bodies will likely
specify common mode testing using impairments applied at the ends of
the simulator.

4.4.2 Insertion Loss of the Transmitted Signal
Insertion loss (IL), which is often referred to as attenuation, is the most
important characteristic of a loop simulator.∗ Chapter 4 of [Golden 2006]
shows that the theoretical data rate achievable over a loop depends on the
SNR at the receiver. Because the modem’s maximum transmission power is
very strictly regulated, the received power is dependent on the line attenu-
ation. It is important that the power at the receiver is simulated accurately
to get a good idea of the data rate achievable.

Loop simulators are a vital part of the test setup used to determine
modem performance. Loop loss must be simulated accurately to allow the
performance of modems from different vendors to be accurately assessed.
In addition, it is just as important that the same modem pair give the same
results at different times and at different places around the world. The
need for consistent test results has placed an increased demand on loop
simulators for repeatability. Prompted by industry demand, manufacturers
of wireline simulators have made several improvements to help achieve
repeatability for testing the latest DSL technologies. These improvements
are discussed in detail in Section 4.8.

4.4.3 Impedance Presented by the Line to the Modems
under Test

The impedance presented by the twisted pair to the modems has some-
times been overlooked by the technical standards bodies, but it is important.
Modems must send and receive data on a line that has impedance character-
istics that vary significantly with frequency. Moreover, this impedance is not

∗ It should be noted that the IL is normally measured in decibels (dB). IL figures are positive by
definition so that a figure of, say, 10 dB represents attenuation or loss. However, common usage
has muddied the waters. A network analyser shows a graph of gain versus frequency. Almost
without exception, transmission engineers refer to this gain as “loss.”
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the same for every loop. It changes greatly, depending on the construction
of the loop. Modems are typically designed to match a specific impedance,
which is typically real-valued, 100 or 135 �, and independent of frequency.
As a result, modems are generally mismatched to the loop at some fre-
quencies, particularly if the loop is constructed of multiple, different-gauge
segments or has bridged taps. The amount of mismatch significantly affects
modem performance. Consequently, a simulator must simulate the actual
impedance of any modeled loop to accurately test a modem’s performance.

Loop impedance varies with frequency and is a complex function with
both real and imaginary parts. Sometimes the loop impedance is expressed
in terms of magnitude and phase. Typically, the impedance for a long,
straight line looks like that shown in Figure 4.1.∗ This figure, which is for
a long length of North American 26 AWG cable, shows both the real and
imaginary parts. This is a typical impedance for a long line. Note that the
variability of the real and imaginary components of the impedance is sig-
nificant at low frequencies. At higher frequencies, the impedance becomes
almost entirely real.

DSL modems also have to operate effectively on more complicated
loops, such as those composed of different gauge wires, and possibly with
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Figure 4.1 Characteristic impedance of 26 AWG line.

∗ All graphs are calculated from theoretical models of cables unless otherwise stated. Real cables
vary a great deal over temperature and from batch to batch, and even from loop to loop within
a binder.
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Figure 4.2 Impedance at CPE side of CSA4 test loop.

bridged taps. Figure 4.2 shows the complex impedance looking into the
CPE end of a loop made up as shown in Figure 4.3, with two bridged
(unterminated) taps and a relatively short in-line section between the sec-
ond tap and the customer. This impedance is unusual, but nevertheless the
modems must be able to handle it. The loop in Figure 4.3 is often known
as customer service area loop 4 (CSA4). It is one of several loops that are
commonly used for testing purposes in North America. The suite of test
loops is shown in many publications, including Annex A of [G.991.2] and
chapter 2 of [Golden 2006].

Chapter 2 of [Golden 2006] shows how the primary parameters R, L, G,
and C can be used to calculate the impedance seen by the modem. It shows
how to calculate the input impedance of a loop with two or more different
types of cable, and also with bridged taps, in the loop. One of the more
difficult loops for the modems may well be one where there is a bridged tap
at the modem’s end of the loop. The presence of a bridged tap so close to
the modem approximately halves the impedance seen by the modem, and

0.8 kft 0.4 kft
26 AWG 26 AWG

CO 0.8 kft 6.25 kft 0.55 kft CPE
26 AWG 26 AWG2 26 AWG

Figure 4.3 CSA4, with three in-line sections and two bridged taps, all 26 AWG
line.
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the impedance can vary widely because of the bridged tap. The modem
must be able to drive this lower impedance and, just as importantly, be
able to efficiently receive a signal from this sort of mismatched complex
impedance.

The ability to simulate bridged taps as well as in-line gauge changes
may be very important, depending on the application, and it can have
large effects. For example, a signal source of 100 � feeding into a load of
100 � with no line in between has an insertion loss of zero by definition.
When a bridged tap is added, there is some loss because of the insertion
of the (bridged tap) line. Calculating the effect of, for example, a 400 ft
bridged tap, using the standard parameters for 26 AWG cable results in
the two graphs of Figures 4.4 and 4.5. Figure 4.4 shows the impedance
seen when the line length is zero, and the transmitter is terminated with
100 � plus the bridged tap. Both the real and the imaginary parts of the
impedance vary with frequency. At just under 400 kHz, the impedance seen
by the modem’s transmitter is in the region of 20 �. Figure 4.5 shows the
attenuation, or insertion loss because of the bridged tap, which rises to just
under 10 dB.

For higher-frequency applications, the requirements for loop simulators
are for short bridged taps on the order of a few tens of feet only. The
accuracy of simulation in these applications is very important because a
change of 1 percent in the length of a bridged tap changes the notches of
the frequency response by a few tens of kilohertz.

As well as causing variability in the impedance presented to the modem,
discontinuities in the line such as gauge changes, bridged taps, or a

Figure 4.4 Input impedance of 400 ft bridged tap of 26 AWG line. The inset
circuit shows the measurement setup.
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Figure 4.5 Insertion loss because of a bridged tap of 400 ft of 26 AWG line. The
inset circuit shows the measurement setup.

mismatch between the wireline and its termination cause part of the signal
transmitted by the modem to be reflected back to the modem. Chapter 2
of [Golden 2006] shows that the reflection of part of the signal causes
the impedance of an input sine wave to change with frequency. This
impedance function is often plotted against frequency to see how well a
simulator is performing. It should be remembered that a modem is likely
transmitting a constantly changing signal, and in this case it is the way
that the modem handles and equalizes a reflected pulse that determines
how well it performs. An ideal loop simulator provides the correct reflec-
tions from various parts of the line, and therefore will stress the modem’s
equalizers and echo cancelation circuits correctly.

4.4.4 End-to-End Signal Delay
A key difference between a high-quality simulator and one that is used for
simple production-line performance verification testing is whether the sig-
nal delay through the various sections of the loop is simulated. End-to-end
delay is easily overlooked, but for high-quality loop simulation, simulation
of the correct delay is essential. End-to-end delay occurs because the signal
propagates with a finite velocity along the loop. It is calculated as the ratio
of the phase shift to the radian frequency.

The effects of signal delay are seen by a DSL modem in the reflections
at its receiver caused by its own transmitter. The modem’s receiver must
reject these reflections to avoid degrading the SNR of the received signal.
In addition, it is these reflections that cause the variations in impedance
seen on a loop with bridged taps or multiple gauges.
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During the testing of modems on the production line, it is often pos-
sible to dispense with delay in the loop simulator, making it much less
expensive. For instance, if the objective is to test that under certain well-
understood conditions, the modem behaves properly and similarly to the
rest of the modems coming off the production line, it is likely that modeling
of delay in the simulator is not needed. Almost certainly, it is necessary to
simulate the changes in loop impedance with frequency presented to the
modem by the simulator for any specific loop, but for any specific loop the
modeling of impedance variations can be achieved with analog circuitry
in the simulator.

4.4.5 Signal Delay of One Frequency Relative to Another
(Group Delay or Envelope Delay)

Group delay can be calculated from the end-to-end phase shift. It is defined
for any radian frequency as

− dθ

dω

where θ is the phase shift and ω is the radian frequency. The group delay
is often specified because it is easier to measure than end-to-end delay and
in many cases leads to same answers. Furthermore, the group delay is
much more sensitive to gauge changes and bridged taps than is end-to-end
delay, and it can even be negative, whereas end-to-end delay is always
positive.

4.4.6 Impairments
Impairments cover a class of interferences that disturb modem communi-
cation and cause transmission over the line to be less than ideal. Examples
of impairments that are often used to test modems are

• Additive white Gaussian noise (AWGN)
• Crosstalk noises
• Impulse noise
• Very short loop interruptions known as micro-interruptions and
• RFI interference

The simulator should not produce any of these impairments. The main
difficulty for the simulator is likely to be the low level of AWGN. Not to
adversely affect the performance of a modem being tested, the simulator
carrying the modem’s signal should be quieter than any noise on the loop.
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The noise generated by an ideal twisted-pair line is around −170 dBm/Hz
at frequencies above 100 kHz. This value is the thermal noise at room tem-
perature that is created by the characteristic impedance of the loop. In prac-
tice, the background noise in a CO and even at a remote end modem is not
nearly as quiet as −170 dBm/Hz, and for test purposes AWGN having a PSD
of −140 dBm/Hz is normally applied in addition to any other interference
sources.

The simulator must be quiet enough that a background noise of
−140 dBm/Hz plus any additional noises used during any test are not
increased by the noise level generated inside the simulator. Also, the
test environment should be quiet enough to allow proper testing of the
modems. In some cases, this is difficult to achieve, and instead some form
of allowance must be made for the nonideal environmental noise. For
instance, local radio stations often produce interference that couples into
the test setup at levels well above the background noise. This sort of effect
must generally be accepted as unavoidable.

Although, passive simulators can achieve a noise floor significantly
lower than −140 dBm/Hz, active simulators generally have had difficulty
doing so. So far, any simulator with a noise floor above −140 dBm/Hz has
limited usefulness when testing to international standards such as those
produced by the ITU-T, ANSI, and ETSI.

4.4.7 DC Continuity
If the DSL modems under test are supposed to work in the presence of
POTS, or if they are CPE and being powered from the CO end of the line,
then the loop simulator must pass DC through its simulated loop. Also, if
the network between the CO and the CPE uses repeaters, then the loop
simulator must also pass DC. In these cases, an AC-coupled simulator just
will not be sufficient. Some simulators deal with this problem by com-
bining a high pass response with a filter and a separate DC path. As a
result, there are two parallel paths within the unit. From a practical point
of view, if the passbands supplied by the simulator meet the specifications
of the signals the modems need, then such an approach is sufficient. But if
one is concerned with what happens if some unexpected and out-of-band
frequencies couple into the line, it is better if the circuit simulation itself
extends as low as DC and up to some upper frequency without disruption,
as is the case on real lines.

4.4.8 Unwanted Effects
In addition to the desired properties, a loop simulator may have some
unwanted effects that affect the accuracy of testing. These effects arise
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owing to the actual implementation of the loop simulator. They are a con-
sequence of the design realization and can be controlled to some extent
during the design process of the loop simulator. Among these unwanted
effects are

• Input-to-output crosstalk
• Unbalance to ground
• Common mode signal
• Harmonic distortion and
• Intermodulation distortion

Any of these effects can severely affect the performance of the modem
under test. Often the presence of these effects is subtle and not easily
detected before modems are actually tested.

Crosstalk or coupling from the input to the output of the line simulator
is of great concern. Here, the attenuation of the simulator may be on the
order of 95 dB. As an example, 80 dB attenuation corresponds to the voltage
being attenuated by 10,000, and it is easy for this much voltage to “jump”
from the input to the output. Sometimes, this occurs because of external
coupling, particularly, if the leads going into the simulator at its two ends
are close to each other at some point, and it can also happen inside the
simulator. Because crosstalk increases with increasing frequency, simulator
manufacturers will have to take even greater care to prevent crosstalk inside
the simulator as DSL technologies use higher frequencies (for example, as
deployments move from ADSL to ADSL2plus to VDSL2).

The effect of crosstalk, whether from input to output or from one part
of the simulator to another, is very distinctive. It is shown in Figure 4.6 for a
typical line of 10 kft length and 26 AWG with extra input-to-output coupling
of one part in ten thousand. This coupling is often very difficult to prevent,
and if it occurs in the frequency band, can severely affect throughput.

Unbalance to ground on either a real line or a simulator converts com-
mon mode signals to differential mode signals. In addition, common mode
signals can be converted to differential mode signals by any unbalance in
a modem.

Harmonic distortion and intermodulation distortion give false signals to
the modem’s receivers, which in turn reduce the SNR, thereby artificially
reducing performance as a consequence of the simulator’s shortcomings.

4.5 Derivation of Equations

Differential mode transmission on a loop can be viewed as a two-port
circuit. Test loops can be defined by one or a cascade of loop sections.
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Figure 4.6 Effect of −80 dB of crosstalk on the signal at the end of a 10 kft
26 AWG line.

The characteristics of each section are specified by the line length and by
the primary line parameters of resistance (R), inductance (L), conductance
(G), and capacitance (C) per unit length. From these primary parameters,
any number of different matrices can be derived to describe transmission
over the loop. For more details see Chapter 2 of [Golden 2006].

4.6 Different Types of Loop Simulators

There are four main types of loop simulators used for DSL transmission
testing. In each case, differential mode characteristics only are simulated.
The goal in loop simulation is to develop an instrument with the same
secondary characteristics as those of the line being simulated. The passive
types of simulator attempt to simulate these characteristics by directly sim-
ulating distributed R, L, G, and C parameters. The same task can also be
done to some extent by using wave equations in an active simulation.

4.6.1 Passive Analog Simulation
The oldest and most popular method of wideband simulation is passive
analog simulation. Its advantages include

• Simultaneous simulation of all secondary characteristics, i.e., atte-
nuation, propagation delay, and characteristic impedance

• Continuity in frequency, down to DC
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• Inherently low noise
• Bidirectional transmission
• No clipping
• No distortion in a well-designed unit

A passive analog loop simulator is generally made up of a large num-
ber of sections of circuits, sometimes known as rungs, which is the name
used here. Each rung represents a length of line. In general, the higher
the frequency that a rung simulates, the shorter is the length of line that it
simulates. Many rungs can be cascaded in series to construct the desired
length of the line. Different rungs can be used to simulate different gauges
of line, and the configuration can be changed to simulate specific loops
selected by the user. The configuration is normally changed under some
sort of computer control by relays, but it may also be changed by hand.

Equations for a transmission line are derived in chapter 2 of
[Golden 2006]. In particular, the propagation constant is (see Equation
2.8 of [Golden 2006])

γ = α + jβ =
√

(R+ jLω)(G+ jCω) (4.1)

and the characteristic impedance (see Equation (2.14) of [Golden 2006]) is
given by

Z0 =
√

R+ jLω

G+ jCω
(4.2)

The real and imaginary parts of the propagation constant, γ , are equivalent
to the transmission line attenuation and delay, respectively. The attenua-
tion and delay, as well as the real and imaginary parts of the characteristic
impedance are all measurable quantities that are known as the four sec-
ondary characteristics of the line. The primary parameters (R, L, C, and G)
cannot be measured and instead are calculated from the secondary char-
acteristics. The simulator must reflect the correct values of these secondary
characteristics. If it does the modeling well, then the way that differential
mode DSL signals travel through the simulator is similar to the way they
travel over the real loop.

One of the assumptions used for deriving Equations 4.1 and 4.2 above
is that the line consists of an infinite number of infinitely small sections.
But what happens if the sections are not infinitely small, and the number is
finite? Suppose the section consists of some resistance (R) and inductance
(L) in series and some conductance (G) and capacitance (C) in parallel.
Figure 4.7 shows two possible models for a rung. The Pi-model is one of
many models for the rung of an analog wireline simulator. Another model,
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(a) Pi-model: Values are approximate for a 50 ft rung of 26 AWG at low frequencies.

(b) T-model: Values are approximate for a 50 ft rung of 26 AWG at low frequencies.
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Figure 4.7 Schematics of one rung of a typical wireline simulator.

the T-model, is also shown. It is possible to simulate the line using either
one of these models, or a mixture of both, and there are many other models
that can be used.

If all the rungs are the same, and there are nPi-model rungs used in
series to simulate 1 kft of line, typical values of R, L, G, and C can be
calculated from the loop resistance, loop inductance, loop conductance,
and loop capacitance per unit length of line. Tables of these primary
values at different frequencies are published in many places, includ-
ing [ANSI T1.601-1992]. A more comprehensive set of tables for North
American wire gauges at frequencies up to 5 MHz was published in [Bell],
but this is now out of print.

Considering the Pi-model, R/2 and L/2 are used in the upper and lower
arms. Values for C/2 and G/2 are placed at the end of each section or rung.
Normally, C is held to be constant, or nearly so, at the frequencies used for
DSL, and G is so small that in the simulation it is often ignored. Values of
R and L change with frequency, and the analog circuit must be designed
so that the values in the rung change to match. Values for R, L, C, and
G per unit length of line vary according to the line gauge and other fac-
tors and are discussed in [Golden 2006]. The designer of a loop simulator
must find a way to make both the resistance and the inductance match,
as closely as possible, the corresponding characteristics of a real twisted-
pair line in frequency. It may also be necessary for the rung to contain
conductance. The number of rungs per unit length helps to determine the
maximum frequency range for any design. Using the example values given
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in Figure 4.7 for the Pi-model of 50 ft length, there will be some frequency
at which the inductance and capacitance in the rung resonates. This fre-
quency is well above the frequency at which the rung provides good line
simulation. For the example, the resonant frequency is

1/2π

√
LC = 3.7 MHz

To make a simulator that is useful at higher frequencies, the rungs must
contain lower values of inductance and capacitance, which means each
rung must represent a shorter length. One other main consideration for
this type of simulator is how to switch the rungs in and out of the simu-
lated line. The switching is normally accomplished by relays, so that there
can be remote control of the line setting. One advantage of this type of sim-
ulator is that very short bridged taps and segments of line can be simulated.
This feature is important in high-bandwidth applications such as VDSL and
VDSL2, where there are requirements for bridged taps that are only 10 or
20 ft long. One disadvantage of this type of simulation for use in DSL testing
is that because of the many analog components used, not all simulators are
identical; so secondary parameters may vary between production batches.
Today this variability is being largely overcome by factory-provided cal-
ibration and compensation for each individual simulator and by superior
methods of loop specification by use of mean error (ME) and mean average
error (MAE). ME and MAE are discussed in Section 4.8.1.

4.6.2 Production Line Passive Analog Simulation
Because of the complexity and cost of the type of analog simulation
described above, simulators intended for use on the production line nor-
mally do not simulate delay, and they may not simulate impedance very
well. If the test engineer decides that impedance features of the loop are not
important for testing, but he still wants to perform a test over a simulated
line, he may choose not to simulate the delay characteristics of the line. For
simplicity, these types of simulators generally contain only one segment of
a homogenous line (i.e., a loop without bridged taps). This simplification
reduces the simulation to that of a filter with lumped parameters and often
only an approximation of the input impedance. The advantages include
reduced cost and greatly reduced size. This sort of simulator is not generally
used for modem design, standard conformance, or development purposes.

4.6.3 Active Simulation
Active simulation is a method in which simulation is done electronically
by active circuits. Active simulation allows each of the four secondary line
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parameters to be simulated independently. This approach may result in
more accurate simulation of certain effects, such as attenuation. Further-
more, the inclusion of active circuits allows extra features to be added to
the simulator. Some of the advantages of active simulation include

• Ability to simulate a wide variety of different types of line with one
simulator unit, and to change the line types almost instantaneously

• Ability to save and recall the characteristics of any line type and the
make-up of any loop under user control

• Simulation of line characteristics at different temperatures
• Addition of some impairments to the signal passing through the

simulator

Because of the DC and ringing tone put on to many DSL circuits, and
the sensitive nature of active circuits used in this type of simulator, the
simulation circuit must be AC-coupled to the line. Often these simulators
handle DC using a separate circuit constructed in parallel to and filtered
from the signal simulation circuit. A problem for the active simulator is
providing the correct input impedance, and another problem is that active
simulators always have a higher noise floor than passive simulators.

There are two main methods of providing active simulation. One uses
op-amp circuits for the attenuation and some of the group delay shap-
ing. End-to-end delay is simulated by digitizing the signal and delaying it
through a first-in-first-out (FIFO) buffer or a memory buffer. The second
type digitizes the received signal from the modem as soon as possible and
uses all-digital processing to simulate the end-to-end delay and the fre-
quency response. In both cases, analog circuits are situated close to the
output of the simulator to simulate the input impedance. There is a great
deal of commonality between the two approaches.

4.6.3.1 Active Analog Simulation with Op-Amps

This type of simulator is composed of one or more active modules. Each
module provides a length of line of a known gauge. The length and gauge
can be varied quickly and are both under user control. In most cases, a
loop configuration module is also provided, either through the front panel
or via remote control, to interconnect the modules for the user so that an
entire loop can be reconfigured.

Because electronic circuits can normally handle signals traveling in one
direction only, an active simulator has to overcome the problem of signals
traveling simultaneously in both directions on the line. The requirement
for accommodating bidirectional signals is generally met by using a hybrid
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Figure 4.8 Block diagram of an active analog simulator, consisting of two modules
with a node in the middle.

circuit, which is a derivative of the Wheatstone bridge (see Chapter 3).
There are many different variants of hybrids. One hybrid circuit resides
near each end of a module. The module has two sets of active circuits,
one for each direction, connected between the hybrids. Figure 4.8 shows
a block diagram of an active simulator with two modules in series.

Each module must present the correct impedance to whatever is
attached at its end. In the case of a one module simulation, the modems
under test would be connected at each end of that module. The impedance
is provided by a passive network that presents a known impedance at both
ends of the module. It is extremely likely that this passive network is tightly
bound to the hybrid network, and for this reason it has not been shown
separately in Figure 4.8. Each hybrid has an associated impedance net-
work. Often the passive network in this module can be switched by relays
to represent several different impedances that are designed to match the
impedances of several different lines. However, the number of different
line types available at any one time is limited by both cost and design
constraints.

Once the two signal directions have been separated, the signals can be
processed in two identical channels. The characteristics of attenuation and
delay can be programmed in the channel. Attenuation is relatively easy
to program using analog or digital circuitry, or a mixture of both. End-
to-end delay is achieved by first digitizing the signal, then using a digital
delay circuit, and then converting the signal back to the analog domain. A
suitable digital delay could be a circular buffer or a FIFO adjusted to the
correct end-to-end delay for the line length set for the module. In addition,
the simulator must provide frequency-dependent corrections to this end-
to-end delay to simulate the group delay of different frequencies.

One of the problems in this process is the dynamic range, not only
of the analog interface to the line, but also of the analog-to-digital and
digital-to-analog converters. For instance, on long loops, the modems being
tested may send a signal that requires 95 dB of SNR over the test loop. In
addition, the signal from DMT modems, which are used for ADSL, ADSL2,
and ADSL2plus, typically has a crest factor of 5 times (15 dB). If the ADC is
to process this signal with full integrity, it needs a 110 dB dynamic range!
This dynamic range is not easily achieved at the sample rates needed for
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wideband simulation, and doing so may lead to unwanted compromises
such as a higher noise floor or increased distortion.

Attenuation and delay of the module can be programmed based on the
length and type of line that is being simulated. In simple loops that have
just one type of line with no bridged taps, the attenuation and delay of
the module is the same as the attenuation and delay of the loop. If there is
more than one line type in the loop, or if there is a bridged tap, each module
is programmed for the length and type of line it is simulating. Different
loops can be simulated by connecting together a number of modules in
the correct configurations. There may also be a physical limitation on the
minimum length of a module because of the possibility of oscillation or
swinging when a segment has only a very small attenuation.

Standards bodies such as the DSL Forum normally specify the loop con-
figuration for any particular modem test. Loop CSA4, which is shown in
Figure 4.3, is an example of one such loop. If simulation of a standardized
test loop is required, the user may be able to set the loop by name. Some-
times simulator manufacturers sell libraries of wireline types and loops that
not only provide all the line characteristics but also the configurations and
line lengths used for these standardized test loops.

The active analog type of simulator has difficulty simulating short
bridged taps and short segments of line. It is also subject to the problems
associated with all active circuits, such as overload, distortion, dynamic
range, and noise. Normally, the main DSL signal is AC-coupled to the out-
side of a module, giving it a high-pass response. DC response is assured
by using a low-pass circuit in parallel with the main simulation. This con-
figuration presents a potential problem in the frequency range between
the low pass and the high pass cut-off frequencies.

4.6.3.2 Active Digital Simulation

At the time of writing, no commercially available simulator using active
digital simulation was available. However, lab versions have been built
and demonstrated. A digital processing simulator must separate the two
signal paths using the same sort of circuits and block diagram as that of
the active analog simulator. It is possible that an electronic echo canceler
circuit may be used to improve the quality of the separated signals. After
the two signal directions have been separated, the signals can be processed
in two channels.

As shown in Figure 4.9, this type of simulator has the same sort of
block diagram as the active analog type in that, conceptually, the simu-
lator is composed of one or more active modules. However, in practice
the simulator has a number of internal nodes. These nodes occur where
the line lengths of different types of cables are connected together. The
interactions of the different line types that compose a loop are handled by
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Figure 4.9 Block diagram of a digital active simulator with one internal node.

the digital signal processing that takes place in the node. As a result, only
one module is needed to represent any loop, provided enough nodes for
the loop being simulated are available within the simulator. Potentially, this
approach yields a very powerful simulator in a very compact size. As in
the active analog simulator, the digital simulator must present the correct
impedance to the modems that are attached to it, and the impedance is
simulated in the same way, by analog circuits. This means that the number
of different line types available at any one time is limited as in the case of
active analog simulators.

As far as the user is concerned, the loop topology can be constructed
using a graphical user interface (GUI) on the unit. Bridged taps and
in-line sections can be specified through the GUI. After the user has finished
programming the loop, the unit can configure itself to provide the correct
attenuation and delay. The optimum analog components for the impedance
at each end of the line are chosen by the unit, and simulation can begin.

As with the active analog simulator, one of the problems with digital
simulators is the very large dynamic range required by the analog interface
to the line and the ADC. Another limitation is the number of nodes that
can be accommodated by the simulator. The maximum number is built-
in when the simulator is designed and can only be expanded by adding
another simulator in series.

Other problems include the ability of the loop simulator to simulate short
loops or short sections of a loop. Signals travel down a loop at a speed in
the order of 200 m/µs (roughly 650 ft/µs). As an example, for a short loop
of length 200 m, any reflection will return to the starting point after only
2 µs. There is some minimum processing time associated with much of
the filtering being done in the unit. Clearly, if this processing cannot be
completed within 2 µs, then the shortest loop that can be simulated is
somewhat longer than 650 ft.

The digital simulator is also subject to the problems associated with
all active circuits, such as overload, distortion, dynamic range, and noise.
Normally, the main DSL signal is AC-coupled to the outside of a module,
thereby giving it a high-pass response. The DC response is assured by
using a low-pass circuit in parallel with the main simulation. This situation
presents a potential problem in the frequency range between the low pass
and the high pass cut-off frequencies.
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4.7 Nonelectrical Characteristics of the Simulator

“Simulator Characteristics” discusses a range of parameters that a loop sim-
ulator may simulate. These are all electrical characteristics that must be con-
sidered when a loop simulator is used for testing, and the level to which
each matter depends on what is being tested. This section considers the
nonelectrical characteristics of a loop simulator. These are

• Repeatability
• Accuracy
• Remote control capability
• Scripting software

4.7.1 Repeatability
One of the key requirements when testing large numbers of units is the
ability to repeat results from test to test and from location to location. This
requirement means the test setup must be stable, and different units must
be manufactured to the same specifications. At present, it is not unusual to
find that if the modem pair, or the loop simulator, or even the impairments
generator is changed to one made by a different manufacturer, the results
are different.

Repeatability is a difficult subject. Because of intense competition among
modem manufacturers, engineering design teams try to squeeze out the
best possible performance, in terms of data rate, from their designs. As a
result, relatively small differences in the test environment may lead to large
differences in modem performance. In some cases, the results of data rate
tests using the same type of simulator from the same manufacturer may
lead to different results. The differences that cause this phenomenon are
difficult to isolate.

For example, SHDSL (Symmetric High Bit-Rate Digital Subscriber Line)
systems transmit and receive at the same time over the same frequency
range. Transmit and receive signals are separated in the modem by a hybrid
circuit and echo cancelers (see Chapter 17). Any distortion fed back from
the transmitter into the receiver cannot be canceled and appears as noise
at the receiver. On a long loop, at some frequencies, the received signal
may be 90 dB less than the transmitted signal. Therefore, any distortion of
the transmitted signal that is reflected back to the transmitter is at a level
equivalent to noise in the receiver. Distortion this low is very difficult to
measure.

4.7.2 Accuracy
The DSL Forum Test and Interoperability working group has produced test
procedures for both ADSL and ADSL2plus so that modems and DSLAMs
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from different manufacturers may be tested against one another. In general,
the accuracy requirement in both specifications for both the noise source
and the line simulator is better than 0.5 dB.

But just how does one determine accuracy over a band of frequencies?
If the line attenuation of the simulator is accurate to 0.05 dB over 500 kHz
of the 700 kHz range, and then changes to 3 dB error over the other 200
kHz, is this better or worse than a simulator that is accurate to 0.3 dB over
the whole range? If the simulator is specified as accurate to within 1 dB over
a frequency range from 20 to 1000 kHz, is this better than one specified to
within 4 percent of the attenuation in decibels over that range? This sort of
question is not easy to answer.

One approach to specifying accuracy is to require that the accuracy of
the attenuation must be “within X percent”. In 2002, the ETSI TM6 work-
ing group specified in [ETSI TS 101 388] that for ADSL, the accuracy of a
loop simulator should be within 3 percent on a decibel scale in the band
from 20 kHz to 1.8 MHz. Unfortunately, this requirement tends to lead to
surprisingly misleading specifications. The problem is connected with the
data rate that one should be able to get. Using Shannon’s “noisy coding
theorem” [Shannon 1948], it is possible to calculate the theoretical capacity
of a channel over a specific frequency range, when the transmitter is lim-
ited to a maximum power spectral density and the receiver has a specified
noise floor as its lower limit.

Standards specify the maximum power a modem is allowed to transmit
and how that power can be distributed across the available frequency band
(see Chapter 17). For testing purposes, the noise at the receiver is also
specified. Therefore, the SNR at the receiver depends on how accurately
the loop simulator matches the theoretical loop characteristics. The purpose
of the test is to see how well a modem performs under a specific set of
repeatable conditions. The test conditions may or may not correspond to
the conditions that confront the modem when it is connected to a real loop.
What is important is that the total power received, and the way the received
power varies with frequency, is within a certain target. Then the simulator
accuracy can be specified in terms of how closely the received PSD matches
the received PSD predicted by theory. This in turn leads to a specification of
the simulator accuracy in terms of how well it attenuates the signal over the
entire bandwidth, which is a measure of its ME, and how well the variation
of attenuation with frequency matches the attenuation of the ideal loop.
The DSL Forum has chosen to specify simulator attenuation accuracy in
terms of ME and MAE, both of which are described in Section 4.8.1.

4.7.3 Remote Control Capability and Programming
Although the main purpose of a simulator is to simulate a local loop, there
has to be some method of controlling the simulator. Especially, when doing
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tests repeatedly on many different units, or overnight on one unit, there
is a need to be able to control the simulator remotely by sending com-
mands from a computer. Often, this computer controls many aspects of
the tests. Sometimes it controls the complete set of tests being performed
on the modems. In addition, the ease with which a test engineer can pro-
gram these commands and put them into a cohesive software application
is vital.

It used to be that nearly everyone programming remote commands
during the test phases of DSL modem production used the IEEE 488
(general purpose interface bus [GPIB]) bus. A serial port was also used,
but the use was never very widespread. A higher level language, such
as HP Vee or National Instruments’ LabView, was often used in the test
department of large modem manufacturers. Today, with more and more
buildings being comprehensively wired for Ethernet applications and
computer-to-computer interconnection, there is a general need to provide
high level commands over Ethernet using TCP/IP (Transmission Control
Protocol/Internet Protocol).

One of the ways to use Ethernet is to provide a software scripting lan-
guage such as TCL (Tool command language), which can be used to pro-
gram the simulator, the modems, and all the other test gear easily, quickly,
and at a high level. Although providing remote control and scripting can
be time consuming for the simulator manufacturer, it is of value to the user.

4.8 Recent Advances in Loop Simulator Design
and Specifications

4.8.1 Attenuation Specifications
Starting in the year 2000, simulator manufacturers began working in con-
junction with standards bodies to specify the ME and MAE requirements
on the attenuation of loop simulators. The DSL Forum has provided
definitions of ME and MAE for an ADSL simulator in Section 4.1 of
[DSL For. TR-067]. The definitions for ADSL2plus simulators are speci-
fied in [DSL For. WT-100]. Readers should be aware that the frequency and
attenuation ranges used to calculate ME and MAE vary according to the
type of DSL signal being carried by the simulator.

Let us consider the PSD of the transmitting modem to be −40 dBm/Hz
over the frequency range from 25.875 to 1104 kHz (as in ADSL, see
Chapter 17). Figure 4.10a shows the theoretical attenuation of a 26 AWG
loop 8 kft long. This sort of smooth attenuation curve is typical for a loop
that consists of one type of line without bridged taps.

The received PSD is the transmitted PSD in decibels, plus the insertion
loss in decibels, of the loop. The received PSD is shown in the graph of
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Figure 4.10 Example loop attenuation, received PSD, and receiver SNR.

Figure 4.10b on the scale at the left hand side of the graph. Assuming that
AWGN at a level of −140 dBm/Hz is added to the signal at the receiver,
the SNR over the available frequency range is as shown on the scale at the
right hand side of the bottom graph.

The area under the nominal received signal level and above the −140
dBm/Hz AWGN level can be calculated along with the average (mean) SNR
over any specific frequency range. Any attenuation curve that gives the
same mean SNR over the same bandwidth would provide an ideal modem
with a communication channel capable of supporting the same data rate,
provided the amplitude probability distribution of the noise is Gaussian. For
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the graph of Figure 4.10b, the area under SNR curve between the lowest
frequency of 25.875 kHz and the highest frequency of 1104 kHz is an area
of 58, 563 dB-kHz, or an average of 54.1 dB over the entire bandwidth.

Figure 4.11 shows the received SNR as it varies with frequency for three
cases. The solid line shows the SNR for a circuit that has the ideal attenua-
tion of the 8 kft, 26 AWG loop shown in Figure 4.10a. The dashed horizontal
line represents the extreme case of an attenuator that is constant over the
entire frequency band of interest, and the dash-dot curve is an approxima-
tion to the 8 kft of 26 AWG of the first curve. This last curve represents the
variation of attenuation with frequency that might result from a relatively
poor simulation of the loop. All three of these curves have the same area
under them.

Because the average receiver SNR for all three of these curves is the
same, an ideal modem should be able to receive data at the same rate
on any of them. Assuming that the first curve is the theoretical one, both
the horizontal curve and the third, simulated curve are said to have zero
mean error or ME. There is an infinite number of curves that would give a
ME of zero. The horizontal line shown here is extreme, but it shows that
although a ME of zero is desirable, by itself zero ME is not sufficient to
enable a judgment of whether the simulated loop attenuation is accurate.

The MAE is a number that is used to determine whether the simu-
lated curve fits well to the theoretical one. This calculation considers the



Dedieu/Implementation and Applications of DSL Technology AU3423_C004 Final Proof Page 185 18.9.2007 04:24am

Local Loop Simulation and Simulators 185

magnitude or absolute value of the error of the measured curve in decibels
at a number of frequency intervals across the transmission band.

For both ME and MAE, the attenuation of the simulator is measured up
to some value of attenuation at equal frequency intervals in the frequency
range of the modems. In the past, these measurements were taken at
10 kHz intervals. For ADSL and ADSL2plus modems, it is now more com-
mon to measure the attenuation at the center of each subchannel, where
the subchannels are spaced at 4.3125 kHz.

To determine MAE, the value of attenuation at each frequency is mea-
sured, the difference between it and the calculated value of the ideal curve
is calculated, and the absolute value of the difference at each frequency
is summed. Then the average value is calculated by dividing this sum by
the number of frequency points used. This figure cannot be better than the
ME, but it can be significantly worse.

In the graph shown in Figure 4.11, the ME is zero but the MAE for the att-
enuator with the flat frequency response is 12.5 dB, and the MAE for the
(poorly) simulated response is 1.95 dB. Detailed requirements for measur-
ing and calculating ME and MAE are given in some of the test plans written
by the DSL Forum. These requirements include the attenuation range and
frequency range over which they shall be calculated. The DSL forum is
addressing these requirements for ADSL2plus and VDSL modem testing at
the time of writing.

It should be emphasized that both ME and MAE depend on the fre-
quency range of interest. For instance, a simulator that carries frequency-
division multiplexed ADSL2plus over POTS is required to meet the ME
and MAE requirements over the range from 138 to 2208 kHz for down-
stream transmissions, and over the range from 25 to 138 kHz for upstream
transmissions. The MAE values for these two ranges are almost certain to be
different from each other and different from the MAE over the whole range.

Both ME and MAE are calculated for attenuation within a certain range.
When the attenuation becomes too large, the receiver in the DSL modem
cannot receive meaningful data, and the accuracy of the simulator becomes
irrelevant.

It should be mentioned that after compensation, a high quality loop
simulator is accurate to an MAE figure of better than 0.5 dB for any loop it
simulates. This accuracy holds for both simple loops and more complicated
loops that are composed of various sections of line and bridged taps.

An example of loop compensation using ME and MAE is shown in
Figure 4.12. The plain curve of Figure 4.12a shows the theoretical atten-
uation of a loop of approximately 11.5 kft with a 250 ft bridged tap, and
the curve with markers is the measured attenuation of a passive analog
loop simulator. Figure 4.12b shows the theoretical attenuation as well as
the measured attenuation of the same simulator when it had been fully
compensated. It is clear that the compensated line is much closer to the
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Figure 4.12 Improvements in matching owing to compensation.

ideal curve. The ME and MAE figures of the uncompensated simulator are
−0.94 and 1.38 dB, and the same figures for the compensated simulator
are −0.31 and 0.32 dB.

Compensation is needed to optimize a simulator’s performance. The
factory may supply compensation for each individual simulator, and there
may be some software supplied with the simulator that enables the user
to recompensate the simulator using a network analyzer at suitable time
intervals. Compensation software is also useful when it is not possible to
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position the simulator close to the modems under test, and one or both
of them have to be connected to the simulator using an extra length of
wire. The software can be run to compensate, to some extent, for the extra
length of line used. The effectiveness of the compensation is limited in high-
frequency applications, especially when the extra line used is a different
type than the line simulated.

There are a number of reasons why ME and MAE may not accurately
predict the performance of modems deployed on real loops in the real
world. For instance, the noise seen by the modem should have an amplitude
distribution that is Gaussian in nature. In addition, if the noise seen by the
receiver has crosstalk or other noise components that have a very different
shape in the frequency domain than the white noise level assumed, the ME
calculation could be distorted. Also, DMT modems assign a certain number
of bits to each subchannel depending on the SNR of the subchannel, and
to say that the only element of the simulator that affects data rate is the
area under the curve, or ME, is somewhat of a simplification.

4.8.2 Improvements in Internal Crosstalk
In the early 1990s, there was little interest in a simulator with more attenu-
ation than 70 dB. Modems just did not pick up signals attenuated by 70 dB.
Now the advances in DSL receiver technology are such that some manu-
facturers are claiming that their front-ends are as quiet as −150 dBm/Hz,
and their modems receive signals as low as 95 dB below the transmit level.
This improved receiver performance has led to improvements in simulators
so that the new advances can be tested. Recently, it has been announced
that simulators have improved the internal crosstalk to less than −100 dB,
and a response down to 95 dB of attenuation is achievable.
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Abstract We discuss methods of testing the electrical performance of
copper pairs, including the detection and location of fault conditions.

5.1 Introduction

This chapter discusses methods of testing the electrical performance of cop-
per pairs, including the detection and location of fault conditions. Line test
has long been recognized as an essential component of running an effi-
cient access network, and its technical evolution must progress in parallel
with the technologies deployed. The chapter begins with a description of
the legacy test systems used with traditional plain old telephone service
(POTS) in Section 5.2. This is followed in Section 5.3 by an analysis of the
relevancy of these systems for Digital Subscriber Line (DSL) related testing.
Issues of test access for DSL systems are explained in Section 5.4, while
Section 5.5 gives an introductory description of reflectometry techniques.
Finally, Section 5.6 outlines aspects of test procedures being developed
specifically for DSL services.
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5.2 Line Test for POTS

The scope of this section concerns testing of the POTS access network,
i.e., from the POTS line card (usually in the local exchange) to the
customer.∗ A POTS line test system should accomplish the following
effectively:

• Estimation of line characteristics (length, unbalance, termination)
• Detection of faults
• Assessment of whether the fault is affecting the quality of service
• Reconciliation of a detected fault with a customer complaint
• Location of fault and indication of initial activity required to clear

the fault
• Interactive tests and tone generation

The focus of this chapter will be on the first two of these, as they are most
relevant to DSL systems.

5.2.1 Physical Connection of an External Test Head
Although issues of test access for DSL can be quite complex (see
Section 5.4), in the case of traditional POTS testing, the physical con-
nection is usually straightforward. Virtually, all telephone exchanges are
equipped with the ability to make parametric tests on the physical twisted
pair lines that are connected to the line cards within the voice switch.
Nonetheless, the bulk of line testing is performed by external line test
systems that only make use of the test access of the switch to gain direct
metallic access to the physical line. This metallic access allows testing at
DC (direct current) to well above voice frequencies.

The external test head will be physically connected to the line via a
test bus and the POTS line card, as shown in Figure 5.1. In addition, it
will be connected to exchange earth and battery references for the lines
that it may measure (this is detailed in Section 5.2.4). The primary reason
for this move to external line test systems is the desire for a common line
test platform within a multiple switch vendor environment as practiced
by most telephone companies. Such systems perform the task of making
measurements specifically for the purpose of providing diagnostics and
fault dispatching recommendations.

∗ This “local loop” POTS testing is quite distinct from intra-exchange POTS testing, principally,
because it is a less controlled environment that requires testing with a variety of possible
terminations.
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Figure 5.1 Single ended loop test access.

External POTS line test systems for voice switches request line test by
directory number or equipment number through the various command or
response interfaces provided by each switch type through a test access
port, as shown in Figure 5.1. Once commanded to give test access, the
switch will check the state of the line and either grant or refuse access.
A refusal will usually be because of the line being busy,∗ however, there
may be an alternative service-specific reason. Assuming that test access
is granted, then typically a relay will operate within the POTS line card
to give metallic access to the line on a test bus. One popular imple-
mentation is the so-called two-wire access. For this configuration, the
default position of the relay is shown in Figure 5.2. The relay can be
switched to

Line card (Test relay)

Line card

{
{

Two-wire 
test 
bus

A�

B

A

B�

Line

Figure 5.2 Two-wire metallic test access (default). Two-wire test bus, normal
connection: The test relay which is bridging a connection A′ to A and B′ to B.
Therefore, subscriber can signal to the switch as line feed is available through the
relay. Test bus has no connection to the line.

∗ To avoid complaints from subscribers, it is generally accepted that testing should not intrude
over voice calls.
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Line card (Test relay)

Line card{
{Two-wire

test
bus

A�

B

A

B�

Line

Figure 5.3 Two-wire metallic test access (test head connected to line only). Two-
wire test bus, line split, looking out:The test relay which was bridging a connection
A′ to A and B′ to B is now open. The connection to the test bus is now closed so
the test bus is now connected to the line.

• Provide the connection between the test head and the line only
(Figure 5.3)

• Provide the connection between the test head and the line card only
(Figure 5.4)

• Provide the connection between the test head, the line, and the line
card (Figure 5.5)

Alternatively, a “four-wire” metallic access is possible too, with two
wires connected to the line and two wires connected to line card.
In this scenario, the external test head must provide any bridging required.
This configuration is shown in Figures 5.6 and 5.7. At the end of an exter-
nally requested test (or after a predetermined time out period), the switch
will be commanded to take down the test connection. The normal POTS
line feed (see chapter 1 of [Golden 2006]) will now be re-connected to the

Line card (Test relay)

Line card{
{Two-wire

test
bus

A�

B

A

B�

Line

Figure 5.4 Two-wire metallic test access (test head connected to line card only).
Two-wire test bus, line split, looking in: The test relay which was bridging a con-
nection A′ to A and B′ to B is now open again. The connection to the test bus is
now closed so the test bus is now connected to the line card, typically to test that
line feed is present and dial tone can be drawn.
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Figure 5.5 Two-wire metallic test access (test head connected to line card and
line simultaneously). Two-wire test bus, line bridged: The test relay which was
bridging a connection A′ to A and B′ to B is now closed again. The connection to
the test bus is now closed so the test bus is now connected to the line card and the
line.
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Figure 5.6 Four-wire metallic test access (default). No test in progress, test relay
has bridged A′ to A and B′ to B.
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Figure 5.7 Four-wire metallic test access (default). Test in progress, test relay
has connected A′ and B′ to test bus and A and B to test bus. With this four-wire
test bus, the test head must bridge the connection between line feed to customer
under test if a bridged test is required.
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subscriber line. The metallic test bus connection to the line under test will
be presented at a specific location within the switch. It is desirable that the
path between this presentation of the test pair(s) and the pair exiting the
exchange via the main distribution frame (MDF) be reasonably short so as
to limit the effect of the exchange wiring on the measurement results.

In all of these cases, the test bus is usually common to either 128 or 256
line cards on the same shelf.

5.2.2 Parametric and Functional Tests
Once the test head has been granted access to the required line, it can
then perform desired parametric and functional testing. The methods by
which such tests are carried out are usually proprietary to the test system
in question. However, typical tests that can be performed by the external
test head are detailed below. (For the purpose of this description, the pair of
wires are labeled “A”(tip) and “B”(ring), the earth reference is the exchange
earth, and the battery reference is the exchange battery. Furthermore, it is
assumed throughout this chapter that the A or tip wire is normally at earth
potential, and the B or ring wire is normally at battery potential.)

The parametric measurements can be divided into the following
categories:

• AC Voltage (A to Earth, B to Earth, A to B)
• DC Voltage (A to Earth, B to Earth, A to B)
• Capacitance (A to Earth, B to Earth, A to B)
• Resistance (A to Earth, B to Earth, A to B, B to A, A to Battery and

B to Battery)
• Voice band noise

Additionally, the test head may perform a number of functional tests
and tone generation that may include the following:

• Termination detection
• Signature recognition (specific equipment on a pair may sometimes

be identified through consistent parametric results that are returned
when tested)

• Interactive voice or monitor functions with the customer
• Interactive dial pad tests with the customer
• Interactive fault location with a field craft technician
• Trace tone generation
• Howler tones generation
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“Trace tone” is an audible tone transmitted on the pair to enable a field
technician to identify a particular pair in a cable. Generally, this tone will
persist only when the input impedance of the line is high, i.e., telephone
is in an “on-hook” state (see chapter 1 in [Golden 2006]). However, it may
also be present if the line has a short circuit fault.

Howler is a tone or composite of many tones that may be transmitted on
the pair when the line is low impedance, specifically when the telephone is
off-hook and no call is in progress. This is done in an attempt to persuade
the subscriber to replace the receiver.

The frequencies used in AC measurements for POTS are generally low
(below 100 Hz), which is advantageous owing to the lower line attenuation
at these frequencies. It should be noted that the test bus between the test
head and the line under test in the exchange will usually be included in
the measurements as previously mentioned, hence the desire to keep this
wiring reasonably short. Compensation values may be applied in an attempt
to offset the effect of the test bus wiring.

Inspection of Figure 5.1 shows a second potential test access point to the
line at the MDF, sometimes called a “test shoe.” This often involves a tech-
nician physically making the connection with a manual test probe to enable
additional testing using multimeter techniques, Time domain reflectometry
(TDR), or frequency domain reflectometry (FDR). These are explained in
Section 5.4.

5.2.3 Line Length Estimation
As previously mentioned, one of the key results of POTS line testing is
the estimation of the line length. This is typically done using a capacitance
measurement. There are two types of capacitive measurement, that
which is between the two wires, and that between wire and earth.
Although they can be influenced by many factors, capacitive measure-
ments can be a good indication of the length of a cable. Good qual-
ity telephone wires should have narrowly defined specifications for
the characteristic capacitance per unit length of line, suggesting the
assumption that measured capacitance increases uniformly with length.
Some typical capacitance values for European and U.S. networks are given
in Table 5.1. Much of Europe (with exceptions such as BT) uses quad
cables, whilst cables comprising only pairs are favored by U.S. networks.
Quads have a bigger separation between A and B wires which tends to
reduce pair capacitance when compared with cables containing only pairs.
The table shows the two different cable types (quad and pair) in use in
two different telephone companies, note that despite there being different
gauges and dielectrics each cable type has a similar capacitance per unit
length of line. Measurements of capacitance to earth were made assuming
that all surrounding pairs were in-service lines.
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Table 5.1 Capacitance per Unit Length

Capacitance
Capacitance A-Earth

Type Gauge Dielectric A-B (nF/km) (nF/km)
Quad 0.65 mm ∼ 22 AWG Paper 45.6 86
Quad 0.4 mm ∼ 26 AWG Paper 45.8 86.6
Quad 0.65 mm ∼ 22 AWG Polyethylene 46.2 87.2
Quad 0.4 mm ∼ 26 AWG Polyethylene 45.7 86.3
Pair 26 AWG ∼ 0.4 mm Paper 51.6 56
Pair 24 AWG ∼ 0.5 mm Paper 51.8 56.3
Pair 26 AWG ∼ 0.4 mm Polyethylene 51.2 56.4
Pair 24 AWG ∼ 0.5 mm Polyethylene 51.7 56.7

5.2.3.1 Capacitance between Wires

In the case of capacitance measured between wires, the above assumption
with regard to length of the customer premises can be somewhat tarnished
by the capacitive effect of termination (e.g., telephone, modem) and inside
wiring. Each of these can add to the effective capacitance between A and
B wire, making the line appear to be longer than it is. In addition, the drop
wire construction is generally very different to network cabling and may
have very different pair capacitance per unit length values.

5.2.3.2 Capacitance to Earth

Figure 5.8 shows a few of the possible capacitive interactions that are pos-
sible in a bundle of wire pairs. The capacitance values arising from these
multiple interactions are dependent on the geometry of the cable and the
dielectric, the insulating material surrounding each wire core (see chapter 2
in [Golden 2006]). The number of pairs in use in the cable relative to its
capacity (known as “cable fill,” pairs not in use often called “spare”) also
has an effect on measured capacitance to earth, that the effect becoming
very small as cable fill exceeds 60 percent, which commonly is exceeded
in the access network. Generally, an AC measurement voltage is applied
with respect to exchange ground on both A and B wires to perform this
measurement. Thus, there is no potential difference between A and B and,
therefore, unlike the case of capacitance between wires, the termination,
drop, and inside wiring do not significantly affect capacitance measured
to earth.

The capacitance then measured is highly indicative of cable length from
the MDF to the final distribution point but no further in the case of single
pair drop wires.

The most often calculated value for line length (assuming the loop is
terminated) is based on measurement of capacitance to earth divided by
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Figure 5.8 Capacitive coupling between wires.

some constant that best represents the average capacitance to earth for
the cables deployed. This length value is taken to be representative of the
distance between the line card and the final distribution point.

When the pair under test exits the cable, e.g., single pair in the drop
wire to the customer premises, there is no more contribution to the earth
capacitance measured, though pair capacitance measured between A and
B continues to increase.

5.2.4 Fault Testing
POTS line testing may be carried out on a routine basis (often nightly
intervals), for the purposes of pre-emptive or pro-active maintenance.
These tests are particularly used to identify resistive faults which may
cause problems on the affected line(s) but do not necessarily cause the
POTS to fail completely. Testing is required on a demand basis too. It is
quite normal for a POTS customer to report a problem before line test finds
it, particularly true for disconnection type faults that cause instantaneous
service failure. Generally, most common faults in POTS tend to be resistive
contacts. These are DC faults that occur, for example, when the wires in
a pair touch each other, or a wire in an adjacent pair. This can either be
direct physical contact, or contact via a non-metallic path. In the latter case,
the path is usually provided by a wet salt solution (see Section 5.3.2.1).
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The relative percentage of disconnection type faults to resistive type faults
tends to be seasonal, overall the quantity of disconnection type faults in the
network tends to be stable, problems involving resistive contact increase
during periods of wet weather.

Resistive faults can have a dramatic effect on the quality of the telephony
service, affecting voice transmission by giving rise to noise and causing
attenuation of POTS signals. In the worst case, the result can be complete
loss of service.

As explained in chapter 1 of [Golden 2006], each telephone subscriber
pair is wired from the POTS line card onto the MDF, and then into a cable
containing multiple pairs in close proximity. The line card connection for
each pair gives a so-called line feed (a DC potential difference across the
pair) that is related to the battery voltage from which the exchange is pow-
ered. One wire of the pair presents a low impedance path to the exchange
earth (hence the assumption of the A wire being grounded), while the
other wire of the pair is connected to the exchange earth through the bat-
tery feed of the exchange. This is illustrated in Figure 5.9. As mentioned in
chapter 1 of [Golden 2006], the latter wire will generally be at a negative
potential relative to earth. Assuming that the exchange battery has a low
source impedance, each wire in a cable thus presents a low impedance
path to exchange earth. As mentioned in Section 5.2.1, the test head will
also be connected to the exchange earth.

When a copper pair is switched for line testing, the line feed is removed
from the pair under test. After discharging any residual voltage that may be
present, the basic tests of Table 5.2 will be carried out. In the case where
any of the measured results are not the desired results as given in Table 5.2,
it is likely that a fault condition exists.

To customer 
via MDF for POTS
via splitter then MDF for ADSL

“A” or tip leg

“B” or ring leg
Signaling and
voice band
transmission
path

(Exchange battery, typically ~50 V)

Figure 5.9 Basic earth and battery references for a telephone pair (automated
line test connection also shown).
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Table 5.2 Basic POTS Line Tests

Parameter Test Points Desired Result
AC voltage A to Earth Very near zero

B to Earth
DC voltage A to Earth Very near zero∗

B to Earth
Resistance A to Earth At least 1 M�

B to Earth
Resistance A to Battery At least 1 M�

B to Battery
Resistance† A to B At least 1 M�

Capacitance A to Earth A-eth = B-eth
B to Earth

Capacitance‡ A to B Between limits

Of course, further information can be deduced from the measurements
of Table 5.2 in the case where a fault is present. For example, an AC voltage
of 220 V would indicate contact with an electrical line. Additionally, some
information regarding fault location can be deduced particularly for open
circuits when capacitance measurements can be used to give distance to
disconnection. When accurate location information is needed for resistive
type faults, then additional measurements may be made using hand-held
instruments at the MDF and in the access network to locate such a fault.
Regardless of fault type, many POTS line test systems will, on encountering
a fault, make a dispatch recommendation which indicates the location of
the fault at a high level typically:

1. Central office (CO)
2. Local network
3. Drop, customer premises equipment (CPE), or inside wiring

In this way, the correct work group can be identified to resolve the problem,
and a decision is made to send a repairperson to the customer premises
or not.

∗ Although DC voltage can indicate that there is a contact to another telephone pair, the severity
of such a contact is best given by the resistance between the line under test to reference battery
and to reference earth.

† Two measurements are often made by driving current in opposing directions, any rectification
caused by corrosive faults can thus be identified (see Section 5.3.2.1).

‡ Capacitance limits are highly dependent on the technique used to assess A–B capacitance limits,
which are set above that expected for an open circuit and below the value that would indicate
too many ringers attached.
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5.3 Use of POTS Testing for DSL Services

As mentioned in the introduction to this chapter, using the access network for
broadband data transmission necessitates new requirements for line testing.
POTS line test systems were not designed for these requirements, however,
their functionality can still be useful as detailed in the following sections.
Even with the limitations mentioned, there is a good case for maximizing
and evolving the use of existing line test systems in support of xDSL services.
Leveraging existingPOTS line test systems toperformanassessment of access
network health is economically advantageous, requiring no costly manual
intervention, especially before xDSL services are deployed.

5.3.1 Line Length and Insertion Loss
As detailed in Chapter 6, the insertion loss of a line at a single frequency
such as 300 kHz is often a critical parameter for deployment rules. There
is often a good correlation between the insertion loss and the line length,
and hence it is clear that the length estimates determined by POTS mea-
surements (see Section 5.2.3) could be of use in DSL systems.

The insertion loss of the cable can vary significantly with the diameter
of conductor and the dielectric used. Hence some additional network
information can increase the accuracy of the estimation of insertion loss
from line length. For some access networks, the planning rules are such
that up to some specific distance from the CO only one cable type is
deployed, thereafter another cable type is deployed. For example, it may
be that planning rules dictate that all pairs exiting the MDF must be copper
of gauge 0.4 mm, thereafter 0.6 mm gauge copper will be used. In this
case, knowledge of loop length (D) alone can give a reasonable estimate
of loss (provided of course the line is free of faults). As a rule of thumb,
using the above assumptions one can estimate∗ the insertion loss for lines
over 2 km in length using

Insertion loss at 300 kHz = 10× (D− 2)+ 28 dB

And for lines under 2 km in length

Insertion loss at 300 kHz = D× 14 dB

It should be noted that an estimation of insertion loss at DSL frequencies
can also be made by extrapolating direct AC measurements made at POTS
frequencies and above (assuming that the test equipment has the ability to
make these measurements). The accuracy of this method will principally

∗ Cable engineering rules vary widely between countries so specific equations would need to be
constructed to reflect those rules.
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Table 5.3 Example of Insertion Loss (dB) Variation with Frequency
and Bridged Tap

Frequency
(kHz) 1 5 10 50 100 200 500 700 800 1000
2 km 11.7 12.0 12.8 18.6 21.4 25.2 35.9 42.2 45.2 50.7
2 km with
200 m tap

11.7 12.1 12.8 19.1 22.9 32.7 37.4 48.5 48.6 52.9

be affected by load coils, metallic faults, termination types, and bridged
taps. (One advantage of this technique is that it is fairly immune to noise,
very little crosstalk is seen at low frequencies, and noise in-band for DSL
does not enter into the measurements.) For example, the loss of a pair
of wires 0.4 mm diameter copper with polythene dielectric terminated in
100 � was found. The loss of 2 km loop with no bridged tap is compared
to the loss of a 2 km loop with a 200 m bridged tap (Table 5.3).

Interesting to note is that these extrapolation techniques, though being
inaccurate compared with instruments at particular frequencies (e.g.,
300 kHz with a 150 m tap) does give a good estimate of the Asymmetric
Digital Subscriber Line (ADSL) performance. However, if a measurement
happens to be taken at a frequency at which a null is caused by a bridged
tap, then there is a pessimistic assessment of the ability of that line to
support service. The extrapolation technique should give a value for loss
on a 2 km line with a 200 m tap of a loss slightly above a line of 2.2 km
long without a tap.

5.3.2 Fault Detection for DSL
The detection of resistive faults is as vital for DSL as it is for POTS, even
though, the actual effect of the fault may be different. In particular, certain
faults may allow that some level of reduced DSL performance to be main-
tained, but certainly the impairment should be recognized, located, and
repaired.

As highlighted by chapter 2 of [Golden 2006], line balance is of particular
importance to the performance of DSL systems. Poor balance often results
in high noise levels. Comparatively, large line imbalances can be recognized
by traditional line test systems by comparing capacitance of each wire to
earth. Values that differ by a marked amount can indicate a split pair or
a high resistive joint (see below). The reverse is not certain though, i.e.,
well-matched capacitance values to earth on each leg do not necessarily
indicate that the line is balanced.

5.3.2.1 Faults at Splice Joints

A “split pair” occurs when a wire from one pair is accidentally spliced to the
wire of an adjacent pair. Although a split pair may well pass POTS, the fact
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Figure 5.10 Two adjacent pairs terminated onto a connection strip.

that the twisting of the pair is obviously disturbed means that it is very
susceptible to crosstalk. Split pairs can be found by analyzing impedance
measurements to earth of each leg, with respect to impedance between A
and B wires. For a split pair, there will be an unexpectedly large impedance
between A and B compared to that which would be expected from the
impedance to ground.

High resistance faults can be caused by a poor connection between
two wires at the MDF or a subsequent connection point. If oxygen is
present in a splice or connector, then an oxide layer will form on the
conductors to provide a joint in which unexpectedly high resistance can
be seen. Even worse, such an oxidized joint may be unstable mechan-
ically or electrically such that the resistance associated with the joint
may change rapidly with time if the joint is disturbed by movement or
by changing currents through the joint, such as when the receiver goes
off-hook.

Additionally, at joints and connection points with some exposed metallic
conductor, it may be possible to form a low impedance path between two
connectors that can become a problem, a potential a source of noise in
both POTS and DSL transmission. Figure 5.10 shows two pairs terminated
on a connection strip. Provided that the connection strip remains dry, no
low impedance pathway can form. However, if there is moisture present
on the nonconductive substrate then a fault can form. This kind of fault
is inherently unstable, however, it is polarized. The latter quality greatly
assists in its detection, as resistance measured with current flowing in one
direction is likely to be measured differently if current is flowing in the
other direction.

From a test point-of-view, testing that one wire of the pair has different
electrical properties to the other is a starting point for recognizing imbalance
faults. Refining this to see whether the fault is unstable is typically done by
two means:

• Apply ramped DC voltage with respect to ground on either legs
of the pair and measure any current that may flow. For a stable
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fault, current measured should be directly proportional to voltage
applied. The faults that will be relatively more service affecting will
be those where there is a very rapid change of current that is not
proportional to the applied voltage, particularly where the current
takes rapid excursions from the expected value.

• Measure the balance of the line with respect to the measured phase
angle between each leg and earth. If the two values coincide at
all frequencies, then the line could be expected to be reasonably
balanced. However, if the two values are different, then one could
reasonably expect that the pair is presenting an unbalanced sig-
nal to the modem. If the wires are now pulsed with a voltage to
drive current through the fault and the phase angle re-measured,
changes in that phase angle are likely because of the fault being
unstable.

Corroded splices can behave somewhat like a diode and cause a
nonlinear response. These could be identified as non-Ohmic by a non-
linear I-V curve, or by harmonics generated by a sine wave or sine waves.

5.3.2.2 DSL Response to Unstable Faults

Generally, xDSL communications are quite fault tolerant but unstable faults
can be particularly detrimental to data transmission, therefore, it is highly
desirable to find such unstable faults through testing. The reason why
unstable faults affect data transmission more than stable faults (even some
very severe stable faults) is because of how xDSL or other modems interface
to the line, track carrier phase, adjust access gateway controller (AGC), and
adapt their echo cancelers.

If the fault remains unstable whilst training proceeds, the modem may
fail to train altogether.∗

5.3.3 Loop Electronics
Sometimes, a loop loaded has a filter or other attached electronics
which can unexpectedly disable DSL on a good POTS line, but which
were not identified in loop records at the time of service provision-
ing. These are outlined and methods for identifying them are given in
Table 5.4.

∗ Modems do contain dynamic phase adaptation circuitry, the agility of such circuitry will dictate
performance in the presence of unstable faults.
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Table 5.4 Loop Impairments

Impairment Test Method
Load coils Testing the line at multiple frequencies and

analyzing how the impedance changes as
frequency increases

Radio filters Very difficult to detect by measurement except
through end-to-end transmission testing with
the telephone terminating device(s) removed

Shared line multiplexers Single-ended testing using standard or frequency
enhanced parametric values

5.3.4 Enhanced POTS Test Equipment to Estimate
Loop Loss

Enhancing traditional line test to enable estimation of the primary line trans-
mission parameters allows insertion loss to be calculated (see chapter 2
of [Golden 2006]). This offers an economical means of assessing lines for
ADSL (other DSLs are generally not accessible through the voice switch, or
perhaps only use a small portion of the overall loop, see Section 5.4). Criti-
cally, such an enhancement would need to use single-ended measurement
techniques to return an estimate of insertion loss at higher frequencies,
much higher than would normally be used by such line test systems for
measurements. Estimates of primary line parameters can be found using
this technique with advanced analysis methods.

Even though, measurements are only possible either below or at the
lower end of the DSL spectrum, this technique can be an inexpensive
enhancement to existing POTS test equipment and can give some assess-
ment of loss in the presence of bridged taps. Lower frequency measure-
ments are affected by the loss owing to the tap but will not experience
destructive interference that could be present at specific reference frequen-
cies as a function of bridged tap length.

Testing of lines using POTS test equipment has an important function in
that tests may be made network wide, and give a channel for remote field
tests to be automatically analyzed and interpreted for use by the operator
receiving customer complaints to support their decision making. For lines
that are ADSL enabled, the POTS based test equipment is able to look for
repairable faults and is also able to recognize that a splitter(s) of a particular
type(s) is installed and is wired correctly.

5.4 Access Issues for DSL Testing

At present, there are a number of xDSL services with fundamentally differ-
ent automated test access criteria. Examples of these are the following:
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• Example 1: ADSL broadband data is provided by a Digital Subscriber
Line access multiplexer (DSLAM) over baseband POTS or Integrated
Services Digital Network (ISDN) service. In this type of connection,
the physical pair is connected to the voice switch and the DSLAM in
the exchange. The subscriber typically has a single line for telephony
and data services, hence a low-frequency metallic connection to the
line is available via the switch test bus. This is one access point,
however, it is clear that the bandwidth of the testing will be limited to
below about 10 kHz owing to the POTS splitter. There will generally
be a second access point via the DSLAM for broadband access. The
location of the broadband access point in relation to the splitter is
important. In the case where it is on the loop side of the splitter, full
bandwidth metallic testing should be possible. If it is on the DSLAM
side of the splitter, the DC blocking capacitors that may be present
in the splitter (see Chapter 1) will block all DC and low frequency
tests. It can also corrupt TDR tests.

• Example 2: Symmetric High Bit-Rate Digital Subscriber Line (SHDSL)
broadband data is provided by a DSLAM located in the exchange
but not over POTS or ISDN. In this case, the data occupies the entire
frequency spectrum available on the line, therefore, no voice switch
is required hence no access for testing via the voice switch.

• Example 3: Very High Bit-Rate Digital Subscriber Line (VDSL) broad-
band data is provided by a DSLAM (or equivalent) located within the
vicinity of the subscriber. In this case, DSLAMs are often deployed
remote of the exchange, and typically linked to the exchange by
fiber. Metallic pairs run between the DSLAM and the subscribers in
the served area, which for example may be a number of businesses
with a business park. The voice may either be via POTS or may be
digitized.

Hence, traditional test systems are not able to use the switch test bus
method for SHDSL or VDSL (where voice is digitized), because there is
no metallic connection between the exchange and the DSLAM providing
such services. Even where there is a metallic connection between voice
switch and the physical pair providing the data service (such as with most
ADSL deployment), the subscriber pair is connected to a splitter such that
high frequency access to the line is available to the ATU-C (or equivalent)
and only the low frequency access to the line is available to the voice
switch.

The economics of providing a large public network is generally driving
change from a predominately circuit switched voice network to a packet
switched data network, including packets containing voice data. In turn,
this change spells the demise of traditional Class 5 switches and DSLAMs
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to be replaced by multi-service access nodes (MSANs) providing POTS and
xDSL services using single, multi-service line cards for each connected pair.
The additional desire to increase revenue from value added services that
require higher bandwidth (such as Internet Protocol Television (IPTV)) will
also encourage the placement of MSANs much closer to the customer. Fiber
to the curb with MSANs placed at streetside will serve only several hundred
customers. These developments, in turn, may be a stepping stone to “fiber-
to-the-home” (FTTH). This latter development would of course spell the
end to metallic testing of the subscriber loop.

The demise of “traditional” Class 5 switches also means of course that
“traditional” access for metallic line test will also disappear over time. Telcos
that wish to retain existing line test systems (particularly, those which have
developed extensive operational practices and procedures for maintenance
and repair based on metallic line testing) are investing in test access matrices
(TAMs) that are able to provide a metallic test connection to any of the
pairs wired to the MSAN. There are many issues that must be considered
when implementing such equipment starting with the cost per port set
against possible benefits such as remote configuration with no re-jumpering
required. Then, given that the economics are such that there is positive ben-
efit from retaining existing investment in a line test system driving mainte-
nance and repair with TAMs, there are technical issues that then need to
be considered:

• Transfer engineering—verification that lines moved from Class 5
switch to the MSAN TAM environment are connected to the correct
ports.

• TAMs provide metallic access to the line but do not provide line
status information (busy or free) prior to test, or back-busying of
the subscriber line under test.

• Issue of TAM control is also not straightforward, typically there will
be multiple uses of the TAM, connecting of other external equip-
ment, remote line configuration changes as well as line testing.
These user requests need to be prioritized and managed.

The upside of using TAMs is that typically they will provide four-wire
broadband access to the line. This means that traditional line test systems
are no longer restricted by the bandwidth available at the switch access or,
even more restrictive, the low pass side of the CO splitter.

5.4.1 Intrusive Testing
In the case of DSL measurements, the POTS line state may not be known
before the measurement is carried out. It would then be very important that
any tests be nonintrusive to any possible voice call that may be present.
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If tests are to be made through an access matrix, it is highly desirable that
the TAM and line test work in a coordinated fashion to provide

• Line state before making any intrusive tests.
• Back-busying of the subscriber to incoming calls during any tests

that are being made.

In general, low frequency testing through the voice switch is not intrusive
either to voice calls or data calls as the switch provides the POTS line
state, and low frequency measurements do not affect high frequency data
transmissions. Other techniques that use higher frequency measurements
and that do not assess POTS line state may be intrusive to active voice and
data calls. Service interruption is less of an issue when the end customer
has complained and is actively involved with the on-going resolution of the
complaint, however, and pro-active or pre-emptive testing could become
an issue and a source of complaints from customers.

5.5 Testing the Next Generation Network

Legacy analog line test systems with four-wire broadband access to the
line can now be augmented to provide noise and PSD measurements—
confirm spectral occupancy or “policing” the access network frequency
plan (ANFP). In this unrestricted broadband access environment, other
broadband tests can be added to the analog test heads such as FDR for fault
location. Another narrowband and analog test type that can be added is that
of perceptually motivated waveform analysis. There is both an active ITU
standard P.862 (PESQ) and a passive standard P.563, for making measure-
ments of a customers’ opinion of voice quality being carried by a telephony
network.

Legacy line test systems typically use draw dial tone and call comple-
tion to ensure that a call can be successfully connected across the POTS
network. There is typically no standard test of voice quality made by the
test head because it is assumed that a modern Class 5 digital switch net-
work will always maintain “toll grade” quality from end-to-end. However,
the movement to packet switched networks requires fundamental network
change, see Figure 5.11. (In Figure 5.11, TAMs and LDUs are shown at each
MSAN location, this may not always be the case, some MSANs will continue
with fiber to the subscribers premises, some telcos may use whatever SELT
or DELT facilities might be available through the line cards.)

The various components of a packet switched network are more than
able to produce performance statistics such as packet loss and packet delay
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Figure 5.11 Fundamental network change owing to switched networks.

variations, alarms, etc. However, it is very difficult to use such statistics to
predict the performance of a service such as Voice-over-Internet Protocol
(VoIP).

Being based on a customer-oriented perception of the call quality, using
perceptually motivated techniques to test the media pathway for the call
gives, arguably, a better view of the service quality being delivered to the
end customer than would network performance statistics alone.

Analog perceptual based measurements to evaluate call quality by ana-
lyzing the spectral content of the “speech” being monitored. The simplest
implementation of such testing would involve interception of the customer’s
line, monitoring a conversation in progress (with permission granted by the
customer of course) which would then be analyzed for the spectral content
of the incoming voice tones. There is a standard for such passive tests (ITU
Standard P.563), which will deliver a limited mean opinion score (MOS) for
the call. There are several limitations of such testing. For instance, latency
cannot be measured as there is no way in which to synchronize the incom-
ing voice with the analysis being made.

Active PESQ testing (ITU Standard P.862) provides a much more
powerful solution. An active PESQ test involves the generation of an
analog speech reference signal, which is then transmitted across some
part of the VoIP network. The receiving device performs a PESQ analysis
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by comparing received speech with the known reference signal. Again a
MOS can be generated but there are additional diagnostics available, for
example, jitter and “clipping” of the speech owing to incorrect operation
of voice activity detection (VAD).

A simple active PESQ test could involve the simultaneous transmission
and reception of the reference signal at a single test head. A call is placed
by the test head that will be eventually switched back to itself via a Metro
node. The time stamps for transmission and reception of the PESQ signal
give the latency for the connection. This value, in addition to the MOS
and diagnostics described above, is then available for fault finding in this
limited part of the Internet Protocol (IP) network.

Given that test heads are able to access all customer pairs, and generate
and analyze speech reference signals, a useful implementation of active
PESQ testing would be to use one test head to generate a reference speech
stimulus at one location at the edge of the network whilst another test head
is set to analyze the incoming signal at another “edge” location. Multiple
calls could be placed across the network to form a “mesh” of tests, analysis
of PESQ results could then be used to highlight individual network nodes
that may be causing problems to the media path used for VoIP calls. Such
a scheme would require centralized marshaling of the test requests and
analysis of results to reveal network “blackspots.”

5.6 Introduction to Reflectometry Measurement

As mentioned in Section 5.2.1, there is usually a test access point at the
MDF where measurements are typically made using hand held instruments.
These instruments often use TDR, or FDR. In the case of POTS systems,
these methods can be employed when a fault has been detected, and needs
to be accurately located by a technician.

In the case of DSL measurements, reflectometry is used both with hand-
held instruments and also with automated access and test equipment. The
following gives the basic principles of TDR and FDR.

Single-ended tests based upon reflectometer techniques rely on the fact
that a signal propagates through a medium but is reflected by discontinuities
in that medium (see Chapter 2 of [Golden 2006]). These reflectometer or
echometric techniques may be in the frequency domain (FDR) or in the time
domain (TDR). Often a little “m” is used to make the distinction “metallic”
time domain reflectometry (mTDR) to distinguish from optical methods.
Reflectometry can identify difficult echo responses that may upset echo
cancelation, it can identify loop length, and it can even be input to recently
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developed analysis routines to estimate a loop make-up including gauge
changes and bridged taps.

Reflectometers are based on reflected signals which in turn are dependent
on the termination impedance at the customer end of the loop. The
“on-hook” telephone termination is approximately an open circuit
[Galli 2001]. The accuracy of all reflectometry measurements are affected
by noise and crosstalk on the loop, as well as by microreflections caused
by slight imperfections along what is otherwise generally a good transmis-
sion line.

Converting reflectometry measurements to cable length requires knowl-
edge of the propagation velocity. Temperature changes the propagation
velocity by about 1 percent for each 10◦C, but this can be compensated for
if the measurement temperature is known. Propagation velocity also varies
by up to about 6 percent with wire gauge. Propagation velocity can change
unpredictably with age and manufacturing run. Older cables with less stable
dielectrics can modify the propagation velocity as the dielectric degrades
over time, and every new cable can vary by as much as ±3 percent from
expected value.

5.6.1 FDR
FDR involves the transmission of a broad range of frequencies into the
medium under test, i.e., the pair of wires. FDR is generally performed by a
network analyzer that reports return loss, or equivalently, input impedance,
as a function of frequency. Assuming that the pair of wires is reasonably
homogenous throughout its length and that there are no significant faults
that cause other reflections, then a major discontinuity at the end of the line
(such as an open circuit) will cause the significant reflections. The broad
spectrum of frequencies that are transmitted will be reflected and arrive
back at the source but will be altered in phase. A vector network analyzer
can record the phase as well as the amplitude of this reflection. Superpo-
sition of the transmitted and received spectrum will reveal frequencies at
which constructive and destructive interference has taken place to give a
standing wave at much lower frequency than those transmitted down the
line, as seen in Figure 5.12. The usefulness of such a test lies in the fact that
the peak-to-peak amplitude of the superposition is dependent upon cable
loss and the magnitude of the impedance mismatch occurring at the end
of the line under test, while the frequency of the modulation is a function of
the line length to that impedance mismatch.

Bridged taps create nulls in the returned spectrum. The propagation
velocity on twisted pair is approximately v = 6.0 × 108 ft/s. At a given
frequency, a bridged tap one-quarter wavelength long reflects a 180◦
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Figure 5.12 Chart to show Idealized FDR response.

phase-shifted signal, which cancels part of the signal (not all, because it is
attenuated by transmission over the bridged tap). The quarter wavelength
bridged tap length, in feet, is about

λ

4
= ν

4 f
= 1.5× 108

f

where f is the frequency (in hertz) at which the bridged tap causes a null
in the spectral response. Nulls are also created at odd multiples of this
frequency.

The illustration of Figure 5.12 is unlikely to resemble the real world
measurements. Experts analysis or advanced algorithms of the output wave-
forms are generally required to analyze the returned signal owing to the
fact that impedance mismatches have a variety of possible causes: cable
gauge changes, splices, faults, and bridged taps. Such techniques are being
developed for accurate loop identification [Galli 2002].

FDR gives accurate return loss measurements, and is useful in DSL as
a pre-qualification tool for finding discontinuities that may exist before the
final termination. It is somewhat less useful for in-service lines as the end
reflection is “missing” if the line is terminated well and may be intrusive on
the service provided.

5.6.2 TDR
Another single-ended reflectometer technique is TDR, which is different
from FDR, in that it injects a pulse or stepped signal and then records
time-samples of the returned echo instead of injecting a broad spectrum of
frequencies at similar amplitudes. The pulse travels the length of the pair,
and on encountering a mismatch of impedance the portion of the inci-
dent power not absorbed is reflected back to source. The time between
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the pulse being applied to the line and receiving a reflection is directly
proportional to the distance between the source and the discontinuity. The
magnitude of the reflected pulse is dependent upon the loss of the line,
the impedance mismatch, and of course the size of the source pulse. The
transmitted pulse is generally also recorded with the received echo and
should be compensated for.

Conventional TDRs can detect some faults and estimate the length of
some short loops. New TDR measurement and analysis techniques have
recently been developed that can identify the entire loop make-up of the
majority of all non-loaded loops [Galli 2001]. For the cleanest measure-
ments, differential probing TDR is used by sending balanced positive and
negative pulses on tip and ring. By ensuring only one mode of propaga-
tion and rejecting common mode, differential probing drastically enhances
the quality of measurements compared to conventional TDRs which use
unbalanced probing.

Various pulse shapes can be transmitted by the TDR. However, it has
been found that a simple square pulse affords performance as good as
most other shapes. Square pulses have a lot of low-frequency energy that
experience low attenuation and can find a distant loop end. They also have
sufficient high-frequency energy for closely resolving smaller and closer
discontinuities. A short pulse (about 1 µs) is best on loop lengths less than
a few kilofeet, with a longer pulse (about 5 µs) better on longer loops.

5.6.2.1 Effects of Impedance Discontinuities

The impedance discontinuities that must be estimated to identify properly
the loop make-up are end of loop, gauge changes, and bridged taps. Using
the well-known ABCD coefficients notation, the transfer function of a loop
can be expressed as follows (see chapter 2 of [Golden 2006]):

Hf( f ) = ZL

A1ZL + B1 + C1ZSZL + D1ZS
(5.1)

where ZS and ZL are the source and load impedances, respectively.

Whenever the traveling signal encounters a change of impedance, part
of this signal (echo) is reflected back. An index of the “amount” of signal
that is reflected back is given by the reflection coefficient ρ( f ) [Galli 2001]:

ρ( f ) = Za − Zb

Za + Zb
(5.2)

where Za and Zb are the characteristic impedances after and before the

discontinuity, respectively. The reflection coefficient ρ( f ) is defined as
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the ratio of the reflected wave to the incident wave and, usually, it is a
complex function of frequency.

When a signal encounters a change of characteristic impedance, part of
the incident wave is reflected back along the line and filtered by ρ( f ) and
part will travel on to the next loop section. The refracted part of the signal
that travels on to the next loop section will be modified by the so-called
voltage transmission coefficient τ( f ):

τ( f ) = 1+ ρ( f ) = 2Za

Za + Zb
(5.3)

The transmission coefficient is defined as the ratio of the voltage that is
refracted by the junction to the incident voltage.

The shape of an echo depends on the kind of discontinuity (through
the reflection coefficient ρ( f )) and on the loop sections preceding the
discontinuity that generated the echo (through the transfer function H( f )

and the transmission coefficient τ( f )). The reflection coefficient ρ( f ) is
different for each discontinuity and puts a sort of “discontinuity signa-
ture” on the echo. Different discontinuities yield echoes of different shape,
so the type of a discontinuity can be estimated from the shape of the
echo that was generated. The echoes created by different discontinuities
(end of loop, gauge change, and bridged tap) are shown in the following
subsections.

5.6.2.2 End of the Loop

The input impedance of an on-hook telephone is generally very high com-
pared to the impedance of the cable [Galli 2001], so the loop end is mod-
eled by an open circuit, and then the reflection coefficient is the following
expression (Za is an infinite impedance):

ρ( f ) = lim
Za→∞

Za − Zb

Za + Zb
= 1

Therefore, an infinite impedance will simply send back the signal with no
attenuation andno sign change. In this case, the only distortionwill be caused
by the transfer function and the transmission coefficients of the loop sections
on which the signal has traveled. Figure 5.13 shows a measured reflection
from the end of a long 18.5 kft loop. Figure 5.14 shows a calculated echo
response from the unterminated end of a 9 kft 24 AWG loop.

5.6.2.3 Change of Gauge-Type

A connection between different gauge wires results in a relatively small
echo. The magnitude of the reflection coefficient ρ( f ) versus frequency
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Figure 5.13 Measured echo response of the end of an unterminated 24 AWG
gauge loop of 18.498 kft. As predicted by theory, a positive echo indicating the
end of the loop is present. Probing signal: 5 V and 5 µs square pulse. The calcu-
lated slowly decaying signal has been subtracted from the measured TDR trace to
enhance it.

for a gauge change becomes highly attenuated within a few hundred
kilohertz. In general, when a signal travels on a loop and passes from a
section with higher characteristic impedance to a section with a lower one,
the echo will always be negative. And vice versa, when a signal travels on
a loop and passes from a section with lower characteristic impedance to
a section with a higher one, the echo will always be positive. There is a
negligible change in the refracted signal that travels on to the next loop
section. Figure 5.14 shows calculated echo responses of gauge changes:
Gauge change (positive) is 9 kft of 24 AWG followed by 6 kft of 26
AWG, Gauge Change (negative) is 9 kft of 24 AWG followed by 6 kft
of 22 AWG.

5.6.2.4 Bridged Taps

In the case of a bridged tap, the traveling wave sees the parallel of the
impedance of the bridged-tap and of the following loop-section. This means
that the echo generated at the junction will be negative, because the signal
passes from a medium with higher characteristic impedance to a medium
with lower characteristic impedance.
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Figure 5.14 Simulated echo responses representing the shape of the echoes gen-
erated by four different discontinuities located at a distance of 9 kft from the CO.
Probing signal: 5 V and 5 µs square pulse.

The junction will also generate two refracted waves: one wave will
travel along the bridged tap and the other one will travel in the next loop
section. The end of a bridged tap is normally an open circuit, so in this
case, the traveling wave will be totally reflected because ρ( f ) = 1 for an
open circuit, and the polarity of the echo will be positive. This means that
a bridged tap creates a negative echo followed by a positive echo.

If the loop section preceding the junction, the bridged tap, and the
section following the junction are all of the same kind of gauge and if
these sections are sufficiently long, the reflection coefficient boils down
to the following expression (Za is the parallel of two equal characteristic

impedances Zb = Z):

ρ( f ) = Za − Zb

Za + Zb
= Z/2− Z

Z/2+ Z
= −1

3

So, in this simple case, the echo will not be distorted by the discontinuity
but will only be attenuated and reversed in sign. Also, ρ( f ) approaches
−1/3 with asymptotically increasing frequency.

In contrast to the gauge change case, the value of the transmission
coefficient τ( f ) is no longer negligible. In fact, when ρ( f ) = −1/3, it
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Figure 5.15 An example loop make-up.

follows that τ( f ) = 2/3. The absolute value of τ( f ) may be considered flat
over the whole bandwidth with an attenuation of 10 log10(2/3). Figure 5.14,

“bridged tap,” shows the calculated echo response of a bridged tap on a
loop of 9 kft of 24 AWG, followed by a 2 kft bridged tap of 24 AWG,
followed by another section of 6 kft of 24 AWG.

5.6.2.5 Entire Echo Response

All the constituent echo responses displayed above can be combined with
loop response simulations to accurately model the TDR echo response
of any loop. An example loop make-up is shown in Figure 5.15, and its
calculated overall echo response is shown in Figure 5.16. This calculated
response was practically identical to the measured response.

It is important to compensate for the slowly decaying signal, which
drops from the trailing edge of the transmitted pulse, as caused by the
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Figure 5.16 The calculated overall echo response, including all echoes and
spurious echoes, of the loop in Figure 5.15.
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distributed RLC nature of the loop [Galli 2001]. This slowly decaying
signal may be neglected when dealing with strong echoes, i.e., those
generated by close discontinuities, but becomes manifest when weak
echoes, i.e., those caused by gauge changes or far discontinuities, are
considered.

As discussed in Section 5.6.2, TDR analyses can be harnessed by overly-
ing algorithms to estimate loop make-ups. These algorithms must account
for the slowly decaying signal and spurious echoes which are caused
by successive reflections. Spurious echoes are generated because each
discontinuity generates both a reflected and a refracted signal, so that a
part of the signal travels back and forth on the line, bouncing between
discontinuities, before it arrives back at the CO.

5.7 DSL-Specific Line Test

Unlike POTS, DSL extends up into megahertz frequencies and so the
spectra of channel properties and impairments may need to be measured
or otherwise estimated across all DSL frequencies. Section 5.6 focuses
on broadband test and measurement of copper loops for DSL-specific
impairments. As mentioned in Section 5.3.1, POTS test equipment can be
used to identify certain resistive fault conditions, excessive capacitance,
imbalances, and also make insertion loss estimations.

It is quite common in present day deployments that only a single fre-
quency or parameter such as loop length or insertion loss is tested to qualify
a line as a Yes or No for DSL service. As DSL grows to offer more broad-
band services, simple Yes or No provisioning may not suffice, and indi-
vidual service levels may need to be identified. Using more advanced DSL
tests and measurements across broadband, frequencies can provision the
maximum achievable bit rates on individual lines and isolate the impact
of each impairment. In the absence of broadband test and analysis, DSLs
that fail because of the environment at high frequencies can sometimes be
repaired by knowledgeable technicians with expensive manual tests, or the
DSL service may simply be abandoned.

There are many impairments specific to DSL transmission as discussed
in Part A of this handbook, with loop loss and crosstalk first and foremost.
As explained in chapter 5 of [Golden 2006], DSL signals are attenuated
and distorted differently by transmission through each loop, particularly at
high frequencies and on loops with bridged taps. Crosstalk between dif-
ferent DSLs on loops in the same cable is regularly the most severe noise
at high frequencies. There can also be radio ingress and impulse noise,
which are on occasion even more degrading than crosstalk. Electromag-
netic interference (EMI) owing to radio ingress appears as narrowband
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noise spikes in the frequency domain, and impulse noise occurs as brief
spikes in the time domain. All these impairments vary considerably at high
frequencies, with noise and crosstalk levels typically differing by 20 dB
or more on different loops, and are difficult to predict without electronic
measurement.

The attenuation and distortion of a loop is readily calculated at all fre-
quencies if the loop make-up (including gauge types, bridged taps, and
cable section lengths) is known, as explained in chapter 2 of [Golden 2006].
This then allows precise calculation of the received DSL signal. Then, if the
received noise is known or measured as a function of frequency, the DSL
bit rate and performance level can be precisely and unambiguously calcu-
lated [Kerpez 2003]. All this data can be measured, or some can be gleaned
from databases and by querying DSL modems. Analyses can vary the loop
make-up and noise components to determine their individual impact and
debug the DSL line.

This section is concerned with layer 1 testing issues. It has been
estimated that on a properly screened physical loop, a significant amount
of all installation problems involve provisioning of higher layer services.
Hence, some automated test equipment provides the facility to connect
a “Golden Modem” at the DSLAM, which can synchronize with the cus-
tomer modem and do ATM loopback testing to verify VCI/VPI (virtual
circuit identifier/virtual path identifier) (see Chapter 13). In addition, this
modem can look into the DSLAM to do ATM loopback tests, PPP (Point-
to-Point Protocol) authentication, IP pings, IP throughput tests, and HTTP
(Hypertext Transfer Protocol) queries to verify circuit provisioning up to
layer 7.

5.7.1 Diagnosing DSL-Specific Loop Impairments
Many of the conceptually simple bugs that plagued early DSL service offer-
ings have been worked out, but fundamental impairments to high-speed
loop transmission have not disappeared. Accurate loop test of specific
impairments at DSL frequencies can quantify the impact of many trans-
mission impairments that cannot be determined at POTS test frequencies.

Figure 5.17 illustrates DSL-specific loop impairments. These are mainly
loop and bridged tap loss, crosstalk, EMI radio ingress, impulse noise, and
background noise. Although often overshadowed by crosstalk, measure-
ments have found many locations with high enough levels of radio ingress
or impulse noise to halt DSL service if not handled properly. Impulse noise
can be measured by long term (approximately an hour or more) monitor-
ing of raw bit errors. Background noise is typically present as low-level
additive Gaussian noise. Other measurements are briefly discussed in the
following subsections.



Dedieu/Implementation and Applications of DSL Technology AU3423_C005 Final Proof Page 220 20.9.2007 05:35pm

220 Implementation and Applications of DSL Technology

Figure 5.17 DSL impairments. Crosstalk occurs in multi-pair shielded cables,
radio ingress couples into unshielded drop and inside wire.

5.7.1.1 Loop Identification

The spectral response of a loop is easily determined with a double-
ended measurement with equipment at both CO and customer ends.
For example, a signal sweep generator can be connected to one loop
end with a spectrum analyzer on max hold connected at the other end.
Alternatively, the loop response may be inferred from a single-ended
measurement of one port parameters in the frequency domain [Galli 2002].
Single-ended loop measurements using enhanced TDR techniques
[Galli 2001] can even determine the loop make-up “stick diagram” showing
the lengths and gauges of all sections.

As explained in “TDR,” TDR involves the transmission of probing signals
onto the loop and the analysis of echoes reflected by impedance changes
in order to infer the unknown loop topology.

Analyzing returned TDR echoes to determine loop response can be very
involved [Galli 2001]. A slowly decaying signal echo is returned by the pair,
various echoes are returned by bridged tap, gauge changes, and loop ends,
and spurious echoes bounce between mid-loop impedance discontinuities
before returning.

As an illustration, loop identification using broadband differential
probing TDR was performed using measurements of 19 loops at a wire
center, with each loop picked to have working length such that 5 percent,
10 percent, …, 95 percent of all loops at the wire center were shorter. The
difference between the bit rates of an ADSL on a loop with the actual, and
the estimated, loop make-ups were calculated to quantify the error from
a DSL qualification perspective. ADSL bit rates were calculated with 12
spectrum management Class 1 disturbers plus 12 self-crosstalk disturbers
as defined in the American spectrum management standard T1.417 (see
Chapter 7). The difference in downstream ADSL bit rates with the actual
loops, and the TDR estimated loops (including bridged taps, gauges, etc.),
is shown in Figure 5.18.
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Figure 5.18 Error in downstream ADSL bit rates from using loop make-ups esti-
mated by single-ended loop identification on 19 loops at a CO. The 15,305 ft loop
has zero bit rate.

5.7.1.2 Crosstalk Identification

Different types of crosstalk sources (i.e., HDSL, ADSL, T1 lines, etc.) have
different transmit spectra, so they may be identified from the crosstalk spec-
tra received on a loop. If one denotes a crosstalker’s transmit PSD as D( f ),
the pair-to-pair crosstalk power coupling as |H( f )|2, and the received
crosstalk PSD as Y( f ), then the received single-disturber crosstalk PSD
is Y( f ) = |H( f )|2D( f )+N( f ), where N( f ) is noise from other sources.
Transmit PSDs of a given type of system are often all the same, but pair-
to-pair crosstalk coupling and received crosstalk PSDs vary, as shown in
Figure 5.19 for T1 crosstalk.

It can be advantageous to identify the type of crosstalkers, for example, to
spot which line is causing a crosstalk problem. One approach to estimating
crosstalker types [Zeng 2001] is to create a set of predefined PSDs that
may be viewed as a crosstalk “basis set,” which are chosen to cover the
subspace of received crosstalk PSDs of a given type as much as possible while
having minimal cross-correlation with basis sets of other crosstalker types.
Identification of a single disturber is achieved by identifying the basis set that
maximizes the correlation between it and the measured crosstalk PSD. This
technique can be extended to the case of multiple disturbers by using spectral
subtraction methods, multiple regression, or other techniques. It has been
found that a single high-power crosstalker can almost always be identified,
but identifying multiple low-power crosstalkers is sometimes difficult.
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Figure 5.19 Received NEXT from a T1 line over various pair-to-pair near-end
crosstalk (NEXT) coupling paths.

Knowledge of the pair-to-pair crosstalk couplings can be used to avoid
crosstalk incompatibilities and even to jointly optimize DSL spectra. These
can be measured directly by test equipment accessing two pairs simultane-
ously. One issue can be that test systems are limited to accessing one pair at
a time. The pair-to-pair crosstalk couplings can be reconstructed by first esti-
mating the type of crosstalker as discussed above. The crosstalker’s transmit
PSD is then estimated by quantizing it as Dest( f ), one of a set of original

candidate transmit PSDs. Finally, the pair-to-pair crosstalk coupling can be
estimated as |H( f )|2 = Y( f )/Dest( f ) assuming that the background noise

N( f ) is small compared to the crosstalk.
Crosstalk couplings can also be identified directly in the time domain by

accessing transmitter and receiver sequences simultaneously, or at a single
receiver receiving known sequences such as synch symbols [TR-069].

5.7.1.3 EMI Radio Ingress Identification

EMI, also called radio ingress, is radio signals coupling into unshielded
cable, drop, and inside wiring (see chapter 13 of [Golden 2006]). EMI
can also couple into multi-pair cables with improperly grounded shields.
AM radio ingress is common from 535 to 1605 kHz. In addition, there
are short-wave broadcasts, HAM, and other signals at higher frequencies.
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Radio ingress is generally narrowband spikes in the frequency domain
which can be separated from the broader and more continuous crosstalk
and background noise spectra (see chapter 13 of [Golden 2006]). Thus, the
power and impact of the radio ingress spectra can be calculated.

5.7.2 DSL Analysis Engine
Low-level test parameters such as loop response and PSD levels can be
converted into high-level descriptions of possible service offerings and ser-
vice assurance levels by an analysis engine for DSL. Models and routines for
analyzing DSL transmission have been finely honed over the last couple of
decades to accurately determine margins, bit rates, and other performance
measures of any type of loop transmission system. This accuracy is greatly
aided by the fact that copper loops are largely time invariant (temperature
variations can change loop attenuation by a few decibels, but can be mod-
eled). Standards based models of DSL performance [Kerpez 2003] can be
tweaked to closely match the performance of actual DSL equipment. Mea-
sured noise and loop responses can be input for the most accurate analysis,
or certain elements can assume typical model parameters.

The received DSL signal is determined by the loop, and the received
noise can be broken down into crosstalk and background noise, EMI radio
ingress, and impulse noise. Further, algorithms can identify the individual
sources of crosstalk [Zeng 2001]. The routines can input individual noise
components to determine their individual impact, as shown in Figure 5.20.

ADSL bit rates (kbps) with measured data, 9.008 kft loop, 9.0 dB margin, −140.0 dBm / Hz background noise
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Figure 5.20 ADSL bit rates calculated with data measured on a particular 9.008
kft loop. The dominant noise on this line is seen to be crosstalk.
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The figure shows ADSL performance calculated with various components
of measured noise, including −140 dBm/Hz background noise for com-
parison as a best case. The calculations are as described in chapter 2 of
[Golden 2006], assuming 6 dB margin and 3 dB implementation loss. Many
parameters such as transmit power, bandwidth, and ability to reduce certain
noise sources, etc., can be varied and the resulting impact on DSL service
determined analytically.

Today, sophisticated DSL analysis engines are generally used only
very early in the DSL planning process by scientists and engineers. They
typically input statistical models of plant characteristics to determine sim-
plified rules that are then used for DSL provisioning, such as a limit
on loop length, or on loop attenuation at a single frequency. How-
ever, DSL provisioning is becoming more sophisticated and incorporat-
ing more variables. Also, detailed DSL analysis routines are creeping into
software for DSLAM management and test head analysis. Such routines
will eventually be used more for per-line provisioning and automated
maintenance.

5.7.3 Implications for Remediation
Using DSL-specific measurements and analysis, the impact of each con-
stituent noise component can be determined and the major trouble can be
identified. The type of remediation is then narrowed to a short list as briefly
outlined in Table 5.5. The potential improvement offered by each type of
remediation can be calculated to see what makes sense on a given loop.
For example, the effectiveness of removing bridged tap from the loop can
be determined analytically by temporarily changing the loop model to have
no bridged tap.

“Electronic remediation” could be administered from a central mainte-
nance station or even implemented automatically. Determining the proper
remediation through analysis is more cost effective than actually perform-
ing multiple fixes until the right one is found. If it is determined that signals
transmitted over the measured loop and received with only background
noise can at best achieve poor performance, then this can be noted rather
than wasting effort trying to fix an irreparable situation.

5.7.4 Data Collection
An indispensable component for managing DSL is a database of loop
information for DSL provisioning and maintenance. As it is gathered, loop
measurement, test, and repair information should be stored in a database
so that repeating troubles can be easily identified and fixed the next time
they occur.
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Table 5.5 Outline of Some DSL Impairments, Their Identification,
and Possible Remediation

Plant Electronic
Impairment Identification Remediation Remediation
Bridged tap Identify loop

make-up, calculate
performance with
and without
bridged tap

Remove bridged
tap

Re-allocate
spectral power
away from
bridged tap nulls

Crosstalk Calculate
performance with
and without
crosstalk; Identify
crosstalker types
and powers

Swap pairs Lower crosstalker’s
power;
Implement DSM,
perform joint
DSL spectral
optimization

Electromagnetic
interference
(EMI) or radio
ingress

Identify EMI power;
Calculate
performance with
and without EMI

Upgrade drop or
inside wire,
ground shields

Window DMT
signals;
Implement EMI
cancelation

Impulse noise Long-term (hours)
error monitoring

Upgrade
inside wire

Increase
interleaver depth

Distortion Identify harmonics
from upstream
coupling into
received
downstream

Install microfilters
or splitter

Decrease upstream
transmit power

This database can grow into having a wealth of information on loops,
noise, and the histories of deployed DSLs extending far beyond exist-
ing loop databases, all of it invaluable for maintaining or deploying
new DSL services. It can store loop make-ups or loop responses, data
on deployed DSLs, binder information, measured noise, information on
crosstalk between lines, etc. This database can be used by operators to run
“what-if” scenarios, such as determining how many subscribers could get
video-rate service by installing ADSL2+.

To populate such a database, data must of course be gathered. There
are three sources for this information: measurements from dedicated DSL
test equipment, data from DSL modems or DSLAMs, and existing loop and
DSL databases.

5.7.4.1 Dedicated Automated Broadband Test

Automated loop testing systems for POTS testing were described in the
first part of this chapter, and are implemented on voice switches of all
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types throughout most local exchanges. The metallic access through the
switch does pass high frequency test signals, and so automated broad-
band test through the switch is possible. Switches generally use metallic
relays with fairly flat responses up to a few megahertz. However, it has
been found that the bandwidth of the metallic test bus in some switches
is limited, probably because of their switch matrix. In particular, it has
been found that the metallic test bus in the 5ESS generally has high
attenuation above about 30 kHz. This enables enhancements such as
that described in Section 5.3.4, however narrowband test heads give no
information about noise at DSL frequencies. For this, an upgrade to a
broadband test head is needed [Bostoen 2002], enabling single-ended
measurements such as wideband noise spectra and loop make-ups. Also,
by accessing two pairs simultaneously, crosstalk couplings could be directly
measured.

Dedicated automated broadband test equipment can be well calibrated
to accurately perform single-ended tests, and may access any working
loop from the CO. This may not be the least expensive solution how-
ever, because it requires a physical test device in the CO. Also, sometimes
attenuation and distortion are introduced by the metallic test bus, and
by the CO wiring that is attached to it. In addition, some switches intro-
duce a considerable amount of noise. A direct connection at a DSLAM,
somewhere near the MDF, or at an intermediate dedicated POTS splitter
or other DSL frame, avoids the metallic test bus and could allow more
accurate broadband measurement but with increased complexity (see
Section 5.4).

Systems are available to backhaul metallic test signals between a digital
loop carrier (DLC) and the CO. Broadband test from an NGDLC (next gen-
eration OLC) or DSLRT (remote terminal) is not widely employed today but
is steadily growing as service providers discover the value of this capability.
Manual test or backhauling data from the remote DSL modems themselves
over their data pipes may be preferable. However, new remote DSLAMs
may be equipped with internal switching matricies, and low-cost plug-in
cards may enable dedicated wideband test.

5.7.4.2 Extracting Data from DSLAMs and DSL Modems

Because telephone loops are highly variable at high frequencies, DSL
modems are adaptive and inherently “learn” the channel response and
noise within their bandwidth. Data from DSL modems is double-ended,
with upstream and downstream noise data, at both the CO and the cus-
tomer end. Data on multiple DSLs may be retrieved by querying a DSLAM
at a CO.

ADSL modems use discrete multitone (DMT) modulation to subdivide
the 1.1 MHz channel into 255 narrowband (4.3125 kHz) channels or tones
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(see chapter 7 of [Golden 2006]). Receivers must know the received sig-
nal power and signal-to-noise ratio (SNR) of each tone, and because the
transmit signal is known, the loop magnitude response and noise power
spectrum are known with a fine granularity. These spectra can similarly be
deduced, to some extent, from the gain control and equalizer coefficients
of single-carrier transceivers.

DSL Forum TR-069, “CPE WAN Management Protocol,” defines a man-
agement interface for broadband modems [TR-069], and standardizes XML
commands for remote configuration and line diagnostics. DSL diagnostics
can be reported such as signal and noise levels, settings, noise PSD, signal
PSD, vendor ID, etc., as well as higher layer diagnostics such as cell error
counts, retransmission counts, and loopback. Commands can also report
on and configure the in-home LAN. TR-069 enabled modems were just
beginning to become popular at the time of this writing, and this should
become a very valuable tool.

New ADSL2, ADSL2+, and VDSL2 (ITU standards G.992.3, G.992.5,
and G.993.2) modems must be capable of reporting line diagnostics and
enabling control as specified in ITU-T G.997, “Physical layer management
for Digital Subscriber Line (DSL) transceivers.” These include upstream
and downstream power spectra: transfer function H( f ), quiet line noise
QLN( f ), and SNR( f ). Aggregate parameters are also reported: loop att-
enuation, signal attenuation, SNR margin, attainable net data rate, and
aggregate transmit power (far-end). Loop data can be garnered in “Ini-
tialization mode” using standard ADSL training, or “Diagnostics mode”
can be invoked on-demand and can run single-ended. Additionally, G.997
specifies control of the following parameters: the power transmitted by
each tone, the bit loading (number of bits and gain on each tone), the total
transmit power, and the minimum or target or maximum bit rate and SNR
margin.

Single-ended loop test (SELT) enabled DSL transmitters can report
single-ended measurements from a single DSL DSLAM port, before DSL
service is activated or to analyze DSLs that are not working. SELT may
measure the following: frequency dependent impedance, TDR signals,
noise spectrum at the CO, impulse noise counts, etc. This may be done
to determine the following: loop length, loop make-up, crosstalker types,
crosstalk couplings, radio ingress, impulse noise, linearity, SNR, bit-rate
capacities, load coils, etc. SELT data from DSLAMs can be provided to a
separate analysis engine, which interfaces with a DSL OSS.

A SELT DSL transceiver could be used similar to dedicated automated
broadband test equipment, switching between lines not yet in DSL service
to analyze them. Calibrating the analog front-end of a DSL transceiver is
difficult however, and not likely to be nearly as accurate as dedicated test
equipment.
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5.7.4.3 Database Mining

Existing loop plant databases contain information on loop make-ups and
deployed services [Bostoen 2002]. These databases are traditionally used
to provision POTS. An example of such a database is the Loop Facilities
Assignment and Control System (LFACS) which stores a view of the loop
plant for the Regional Bell Operating Companies. In general, there are
multiple segments of cable between the MDF and the subscriber, and each
segment’s length and gauge should be in the loop database. There may be
additional complexity that could be recorded, such as aluminum conductors
in certain cable types.

The service and physical loop-related information in these databases
may be usefully mined for DSL loop qualification. For example, loops need
to be disqualified for DSL if they are loaded, or if they are served by only
narrowband DLC. This service-related information is available in LFACS,
and is uniquely useful for determining a significant percentage of the causes
that disqualify loops for DSL.

For many loops, the complete loop make-up is available in the loop
plant database. Often, however, the loop make-up is incomplete or not
entered in the electronic database. Rearrangement of a loop by repair craft
are often not entered into the database. Repairs that need to be made may
be carried out using copper wire gauges and lengths that do not match that
which is recorded in the records database. A few examples are as follows:

• More economical to carry only one gauge type for repairs, 0.4 mm
copper could be replaced with 0.6 mm without necessarily updating
the database.

• In an urgent need to repair a cable segment, it may be that the repair
crew will find the first cable from the nearest stores that give them
the ability to complete the task. Again, the records database may
not be updated to record the fact that the length and gauge of the
repair does not match its original designation.

• In the case where a duct is full and there is a need to increase the
number of subscribers carried by cables in the duct, then it may be
that 0.6 mm cables are changed to 0.4 mm to fit duct size.

Paper loop records are frequently available and are typically fairly
accurate, they can be read into the database as needed. An ideal DSL qual-
ification engine would combine service-related parameters and whatever
loop make-up data is available from the existing loop plant database with
automated test and DSL modem data.

Ambiguities between loop records and measurement results can be res-
olved via intelligent correlation and decision, yielding a new, more accurate
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loop make-up. Loop records can be groomed with test results off-line, then
stored, and are then available during provisioning flow-through.

5.7.5 Broadband Testing and Dynamic Spectrum
Management

Dynamic spectrum management (DSM), discussed in Chapter 8, incorporates
parameters of the loop plant environment and loop transmission sys-
tems that are time or situation dependent, particularly individual crosstalk
sources and couplings. Crosstalk varies because there may be different
types of crosstalk sources (ADSL, T1 lines, G.shdsl at different bit rates, etc.),
different numbers of crosstalkers, and different crosstalk couplings between
loops. Measurements of pair-to-pair near-end crosstalk (NEXT) loss show
substantial variation, with an 11 dB standard deviation. Actual crosstalk
couplings vary substantially with frequency and are often 20–30 dB below
the worst-case model assumed in static spectrum management discussed
in Chapter 8. Using DSL-specific broadband loop test and measurement to
identify the PSDs of individual crosstalk sources, and crosstalk couplings
at all DSL frequencies, can greatly assist DSM, allowing bit rates to increase
significantly while simultaneously lowering service failures.

5.8 Summary

DSL deployments were initially plagued by myriad of relatively simple prac-
tical provisioning errors. Many of these have been solved and are now easy
to handle, what remains are largely fundamental transmission and configu-
ration problems. Mechanized loop test systems are widely employed at local
exchanges that efficiently test lines at low frequencies. These systems can
identify and help repair many impairments that affect both POTS and DSL,
and can provide an estimate of loop insertion loss. Simple enhancements to
existing POTS test systems can be advantageously applied to DSL testing.

A combination of broadband loop measurements, a DSL database, and
DSL-specific analysis routines are capable of identifying and helping to
eliminate many of the remaining DSL faults [Bostoen 2002]. Precise loop
qualification and service activation may be administered from a central sta-
tion, lowering costs of DSL provisioning. Truck rolls can be greatly reduced.
DSL-specific broadband loop test can help ensure that DSL deployment
does not get bogged down with provisioning inefficiencies from crosstalk
conflicts, or other noise sources and loop impairments.

Significant ongoing maintenance savings are also expected by DSL test
systems that automatically identify the most costly and difficult to diagnose
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problems. The element that is causing a problem can be isolated: loop,
noise, modems, etc. The correct remediation (i.e., remove bridged tap) can
be determined analytically before expending effort in the field. Automated
DSL test is far less expensive than manual testing, storing measurement
data can avoid rework, and potential problems can be corrected before
a customer ever sees them. Monitoring the transmission environment of a
particular DSL line can ensure carrier-grade service levels that otherwise
could only be guessed at within some tens of decibels.
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Abstract This chapter describes various methods for determining whether
individual metallic pairs in the local loop (or “last mile”) are capable of
supporting Digital Subscriber Line (DSL) services. The chapter describes
the following:

• Typical approaches to the derivation of planning rules for different
DSL systems.

• Importance of network survey data to enable an incumbent operator
to determine the characteristics of their network.

• Use of different line loss estimation data sources (e.g., cable records,
line test information or earth capacitance, geographical location or
postcode information).

• General methods for assessing the accuracy of different line qualifi-
cation data and the important factors to consider when setting GO
and NOGO thresholds (or red, amber, green thresholds) for deploy-
ment. Such factors include the risk of deploying DSL systems above
their system limit and also the risk of saying no to customers whose
circuit loss is, in reality, within the DSL system limit.

In addition to the reach requirements, this chapter also covers the
“quality” aspects of the metallic loop required to give error free transmission
of DSL systems; it is known that DSL systems are generally very tolerant to
hard or stable network faults (earth contacts, loops, etc.), which can cause
analog telephony to fail well before the DSL system. However, DSL systems
do tend to be more susceptible to dynamic, often intermittent faults in the
local loop such as high resistance joints, dynamic rectified loops, bridge
taps, split pairs, etc. Faults of this nature can yield deployment and early
life failures for DSL systems, so it is important to understand the mechanics
and effects of these faults on the performance of different DSL systems
and to ultimately have the ability to detect these DSL-affecting faults in the
network via exchange-based and field-based test equipment.

6.1 Line Qualification for DSL Services

In this section the concept of qualifying lines for DSL services is discussed.
As the network to which this will be applied will vary from country to
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country, or even region to region, the discussion is necessarily general. In
addition to the network size, average length, and detailed topology vary-
ing from telco to telco, any additional data about the network will vary:
the accuracy, the type, the format (paper or electronic), and the collec-
tion method (automatically, manually, third party purchase)—these and
more can affect the way a line qualification programme may progress. “DSL
services” cover Asymmetric DSL (ADSL), High Bit-Rate DSL (HDSL), Very
High Bit-Rate DSL (VDSL) etc., and each service individually needs a line
qualification process.

It is true to say that nearly all lines from the exchange to customers were
provided to serve the humble telephone. Deployment of DSL services is a
retrofit onto the access network. DSL services can be deployed in one
of three ways: (1) a wholly rate adaptive version with the upstream and
downstream rate adjusting to local conditions, (2) with one direction fixed
and the other rate adapting, or (3) both directions fixed.

In (1), the rate the customer receives depends on the conditions on
their line and this rate will vary with time. Different customers will receive
different rates because of the varying conditions found across the network.
However, there is always a minimum performance, below which service is
not viable, either because of an inability to train-up successfully or because
of contractual bounds on minimum data speeds. It may be that failures
here (generally at long distances) are so infrequent that the cost of running
the planning rule to avoid them is more expensive than the failure costs of
visits to resolve those failures. Elements of what is outlined in the following
sections are needed to establish if this is the case. If this is confirmed, the
planning rule becomes trivial. This scenario is quite possible in many parts
of Europe but in regions of North America this is not so likely because of
some very long lines.

In (2) and (3), there will be situations where the line has too much
loss to support a particular DSL service. Two issues need to be addressed:
(1) defining a system limit of the DSL service, and (2) determining whether
a customer is within that range. These are explored further.

6.1.1 Purpose and Benefit
Why is this necessary? Why not deploy it and see if the service works? With
such an approach the customer base divides into three broad groups, of
differing sizes depending on the DSL in question. The first group are those
customers who receive a good service without any problems; these are pre-
dominately near to the exchange. The second group are those for whom
the service never works. The customer has expectations of a new service,
only for the service provider to spend time and effort to confirm that it
cannot work; the customer feels let down and gets a negative perception
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of the service and the service provider. The last group suffer a worse fate as
their lines are close to the limits of the DSL service; the service is intermit-
tent, possibly available in some parts of the day more often than in others.
Maybe the service was initially very good but has deteriorated over some
months to the point where customer thinks it is faulty. Engineers spend
significant time and effort but are unable to repair the service properly and
eventually the frustrated customer cancels the service. These latter two sce-
narios cost the service provider time and money for very little gain. As the
prime function of a service provider is to make money, it would be better
to deploy only to customers in the first group, so offering a good quality
of service to those that are within the range of the DSL service. A threshold
value, a system limit, needs to be set that includes the customers in the first
group and excludes those in the other two groups.

6.1.2 Setting the System Limit and Noise Margins
The term “system limit” is often used to denote the maximum insertion loss
of a local wire pair that a DSL system should be deployed on. The system
limit is generally derived following detailed transmission and performance
testing using predetermined noise models and a specified noise margin.
The decision as to how much noise margin to allow for a given DSL system
is very much one for the individual telecoms operator or service provider to
decide. Consideration needs to be given to the characteristics and topology
of the network, the current and predicted future growth and mix of DSL
technologies in the network (NEXT or FEXT limited), and the deployment
risk that the telecoms operator or service provider is prepared to take.
Specifying a small noise margin may lead to deployment problems and
early life failures. In some cases, initial DSL cable fill may be low and the
first few DSL systems in a particular cable route may operate without any
problems at all. However, for every new DSL system added to the cable,
the remaining noise margin is reduced and a critical point could be reached
which would result in the ultimate failure of some DSL systems in the cable
route. Contrarily, specifying a large noise margin will provide greater safety
from deployment and in service failures, but would result in a lower system
limit being specified, hence diminishing the number of customers who can
ultimately be reached by the DSL service (i.e., an increase in lost business).

The noise models include the effect on the DSL from other systems in
the same cable and are covered in chapter 3 of [Golden 2006]. The effects
of incompatible products can be seen by the adverse effect they have on
the resulting system limit.

Recently some countries have opened up the local network to other
licensed operators (OLOs) to the extent that the incumbent telecom
operator is no longer the sole user, i.e., the network has become unbundled.
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In principle, this means that any operator (with a license from the gov-
ernment’s regulatory body) can supply service over the network. In some
countries, this has led to the development of an “access network frequency
plan,” which limits the spectral power distribution that any of the operators
can inject into the network. This is designed to prevent all operators from
using too much power to provide service to their remote customers and
consequently emitting too much noise into their competitors’ lines. All DSL
products in the noise models should therefore conform to the plan.

Setting the system limit is a prediction of the maximum insertion loss
of a line that should support the DSL service at some future time when
DSL “saturates” the network (while operating at an acceptable bit error
rate). For the purposes of the discussion that follows, it is assumed that
the fraction of lines that fail to operate in this environment is negligi-
ble, such that we define the suitability of a line for DSL by the system
limit. It should, however, be noted that some lines that are predicted to
be within the system limit may not work in a satisfactory manner owing
to adverse line conditions and transients that are not included in the
models.

6.1.3 Is a Line within Range?
The most accurate solution would be to have a large list containing a pre-
cision measurement of every line taken when the line was installed. This
could be at a single key frequency, say 100 kHz, or over a range of frequen-
cies if the network contains features like bridge taps as the case in North
America. The deployment decision would then be merely a comparison
between the recorded value and the system limit. However, as most lines
were already installed before DSL became a reality, this list is unlikely to
exist. Retrospectively sending engineers to measure each and every line is
a possibility, but the cost is prohibitive. Sending an engineer to qualify a
line after an order has been placed is an option, but this is still expensive
and there is also a delay in replying to the customer, who would prefer to
know straightaway whether or not they will receive the service.

For many customers of DSL, the precise knowledge of the line loss is
unnecessary, so sending an engineer to measure it would be an expensive
overkill. If the system limit is, say 30 dB, then knowing that a line has a
loss of 10 or 50 dB is unnecessarily precise—a method that could estimate
the loss would be sufficient in these two cases.

What is needed is an indirect measure of loss, a property whose numer-
ical value generally increases as the line loss increases but the correlation
will not be exact. An example would be the capacitance of the line which
is available from exchange-based line test systems—in general, when the
capacitance is small the line loss is small, and when the capacitance is large
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the line loss is high. Another possibility is to use the length of the line if
this is readily available from line records or can be estimated from line test.
The important feature of this indirect measure is that it is relatively cheap
to get this information for most of, if not all, the potential customer base.

The capacitance value needs to be “converted” into loss, or rather how
likely the loss would exceed the planning limit. How is this achieved? Gen-
erally, a one-off network survey is required to build a knowledge base.
A representative sample of plain old telephone service (POTS) customers,
both urban and rural, are visited by a field engineer to have their line losses
precisely measured, an expensive process but it is only required on a tiny
fraction of the network. Additional indirect measurements are also captured
for these lines. For the purposes of illustration, we will use capacitance as an
example of the possible indirect measures that can be used (see Figure 6.1).
The distribution of capacitance and measured line loss is used to charac-
terize the whole network. In particular, the expensive measure of line loss
is now replaced by a much cheaper measure of capacitance and a single
threshold value of capacitance is used to distinguish between lines marked
suitable for deployment and lines marked unsuitable for deployment. These
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Figure 6.1 Distribution of capacitance against insertion loss at 100 kHz.This type
of data enables a capacitance value, measured before Digital Subscriber Line (DSL)
installation, to be used to estimate the likelihood of the insertion loss exceeding
the planning limit, without the need to send an engineer to actually measure it.
There are data points that are obviously incorrect and it is tempting to remove
them. This should not be done as the distribution mimics the real network—the
errors introduced by this defective data are part of the line qualification process.
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Figure 6.2 A simple distribution of an indirect measure and the insertion loss. For
a value of the indirect measure, there are a range of possible insertion loss values.
The intersection of the system limit and the threshold value divides the area into
four zones.

lines are often color-coded green and red respectively, representing GO and
NOGO scenarios. The end result is prequalification of all lines before or-
ders are received, enabling an immediate response as to whether the order
can be fulfilled.

How is the threshold value of capacitance determined? Using a single
threshold value and the single loss threshold will divide the customer base
into four groups (see Figure 6.2). They are as follows:

• True green lines—judged to be in range and actually are in range
• True red lines—judged to be out-of-range and are actually out-of-

range
• False green lines—judged to be in range but are actually out-of-

range
• False red lines—judged to be out-of-range but are actually in range

Some of these line types have financial implications. True green lines
and true red lines do not have any penalty costs as the correct business
decision was made—service was provided on true green lines and was not
provided on true red lines. False green lines are different because they incur
a cost to the business. There is a maintenance engineering visit sometime
in the future to determine that it cannot work, as well as waste of the
background costs of supplying the order. False red lines also incur a cost,
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because revenue has not been received from a customer who would have
taken the service. In addition, both false costs include intangible costs,
such as damage to the brand reputation. Of course, the difficulty is that
false green lines cannot be distinguished from true green lines until some
indeterminate time after the order is deployed – so there is a risk of failure
associated with deploying lines marked green, the degree of risk being
dependent on the position of the threshold. False red lines will never be
distinguished from true red lines as there would be no further check.

Of course, the precision measurement defines the system limit, so can
only give true red lines and true green lines. There are no false reds or
false greens (from a deployment decision point of view).

The position of the capacitance threshold is a balance between the false
green and the false red costs: if the threshold position is low, then there will
be a small false green cost but a large false red cost, whereas if the threshold
position is high, there will be few false red costs but large false green
costs. There will be an optimum position for the capacitance threshold that
depends on the financial values associated with the false green and false
red lines. The network survey assists in showing how many false green and
false red lines occur as the single threshold moves. The lowest total failure
costs mark this optimum position (see Figure 6.3).

0 20 40 60 80 100 120 140 160 180 200 220 240

Capacitance (nF)

Fraction of
false red

Fraction of
false green

Total failure costs

Optimum 
position

Figure 6.3 Determining the optimum cost. The fraction of false green and false
red lines varies as the capacitance threshold sweeps across. By attaching a cost
penalty to the two groups, a position of optimum cost may be found. The position
is dependent on the ratio of the costs—here a false green to false red cost of 0.5
has been used.



Dedieu/Implementation and Applications of DSL Technology AU3423_C006 Final Proof Page 239 18.9.2007 04:24am

DSL Planning Rules, Line Qualification, and Deployment Issues 239

The fraction of DSL orders that fall in the false green and false red
sectors will depend on several factors, such as, the topology of the network,
the indirect measure being used, and the expected penetration of the DSL
service. A decision will need to be made as to whether the percentage of
false red and false green given by this method is acceptable.

6.1.4 Improving the Process
In the previous section, the expensive engineering measurement was
exchanged totally for a less expensive capacitance-based estimate. Unfor-
tunately, some penalty costs are incurred in the region of the threshold. A
potential improvement can be made to the process by combining the best
parts of the capacitance-based estimates with the precision measurement,
as illustrated in Figure 6.4.

In this scenario, the lines in the region of high false red and false green
costs are now labelled with a different colour (amber). In this region, the
capacitance based measurement is ignored and the line is passed to the pre-
cision measurement team—the line qualification process becomes a two-
stage process. With this

1. Number (and cost) of capacitance-based false greens is reduced.
2. Number (and cost) of capacitance-based false reds is reduced.
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Figure 6.4 Improving the line qualification process. An improvement to
Figure 6.2 is that the region of high false green and false red costs is now called
amber. These lines are assessed using a more accurate (and more expensive)
method.
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3. Expensive precision measurements are made but the number and
cost of false green and false red are nominally zero (because lines
below the system limit are assumed to work and those above are
not).

So the majority of the false red and false green costs are exchanged for
expensive precision measurements, which unfortunately will incur a time
penalty as well as a cost penalty.

How are the two capacitance thresholds to be set? Previously, the single
threshold was set by balancing two opposing cost-based forces, false green
costs and false red costs. Now it will be a false green (or false red) cost
against a precision measurement cost. The network survey provides the
relative quantities of lines used to weigh these costs. Consider just the
green–amber boundary in Figure 6.4 without an amber–red boundary. As
the green–amber boundary moves to the right, the false green costs inc-
rease, but total precision measurement cost will decrease. There will be a
point at which the costs are minimized. There will be a similar optimum
point for the amber–red boundary. By combining together the capacitance
and the precision measurement, the easy decisions are made using the
cheap capacitance measure and the more difficult ones are made with a
more expensive process—targeted to where it can add most value.

A consequence of this is that not all lines are prequalified; there are
now three flags, green, amber, and red. Orders on green and red lines are
handled immediately, orders on amber lines have a delay until a precision
measurement turns them true green or true red.

It may be possible that the green–amber boundary is higher than the
amber–red boundary. What does this mean? It means that the additional
effort of using a precision measurement on targeted lines is not cost effec-
tive; a capacitance-based solution on its own is more cost effective.

6.1.5 Indirect Measures for Qualifying DSLs
In the previous section, a capacitance-based measure was used as an ill-
ustration of an indirect estimate of insertion loss. It is not the only one
available.

For an existing customer, there are several sets of information that can
be collected that can prove useful in qualifying their line. These need to
be cheaper, but unfortunately less accurate, than the two-ended measure-
ment that an engineer could make. They must also be available for a large
number of lines (ideally all), without the need for expert interpretation.
These measures relate to (1) measurements on their line conducted from
the exchange (single-ended measurements), (2) records made during the
construction and deployment of their line (a plant record), and (3) mea-
surements derived from the location of the customer and the exchange.
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So what kinds of line loss estimation data are available? The capacitance
of the cable for a fixed gauge wire increases in proportion to the length
and the line loss. Capacitance is measured between the A leg (or B leg)
and earth, but usually the average value would be used. If a single type of
cable has been deployed throughout the network then this could potentially
be a very useful measure. Most real networks use more than one gauge
size and the loss is no longer uniquely proportional to capacitance. As
longer lines could use cables of differing capacitance characteristics to those
on short lines, it may be that the general trend of loss is nonlinear with
capacitance.

Another source is the loop resistance which, in a similar way to capac-
itance, increases as the cable gets longer and also varies on the differing
gauges that make up to whole line.

A recent addition is an enhancement to the traditional line test for
POTS. Here the loss is inferred by performing many measurements in
the 300–4000 Hz window to deduce the loss at DSL frequencies. These
enhancements are now available from the line test suppliers.

Plant records detail the route and the build of the cables from the
exchange to the customer. The loss can be reconstructed from knowing
the cable gauges and length and, with an associated loss constant for
each gauge, calculating the loss. This is potentially more accurate than the
capacitance-based measure as the differing losses of different wire sizes
can be taken into account. Even if the differing gauges are not taken into
account, a simple cable length measure can still prove an effective measure.

The radial distance is the simplest form of postcode-derived distance,
deriving a distance based on the geographic coordinates of the customer
and the exchange. It is also probably the least accurate as it includes no
electrical characteristic of the circuit to the customer—merely the fact that
the circuit connects the customer to the exchange. Such a measure can
be improved by incorporating features of the network. For example, the
network may have large feeder cables to a cross-connection cabinet before
being connected to smaller distribution cables to a distribution point. A
more accurate estimate of loss may therefore be derived by adding the
radial distance from the exchange to the cabinet to the radial distance from
the cabinet to the distribution point. No allowance will be made of local
features, such as rivers, or the fact that the cables usually follow the roads.
In grid-based cities, the obvious improvement would be to follow the grid
pattern.

With each of these potential sources there are limitations, sources of
error that may or may not be screened out. Figure 6.1 shows the presence
of errors, but it is not obvious which value for a data point is incorrect. For
example, for capacitance, there is an inability to detect the aerial cables.
The two legs are not always identical so a certain degree of mismatch is
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permitted before a reading is rejected as suspect. Some types of equipment
interfere with the capacitance measurement of the line, sometimes to such
an extent that the returned reading is meaningless. Some network features,
such as bridge taps, also confuse the measurements. In both these cases,
there may be other records that identify these types of lines so that the
erroneous data can be ignored. If not, the errors, such as those shown
in Figure 6.1, will have to be accepted and tolerated, otherwise the data
type will have to be ignored. For plant records, the line constants might
have to be a single value for each gauge, even though there are several
designs of cable of varying ages from several manufacturers. The records
need to be up-to-date, particularly if there are potentially multiple routes
back to the exchange. Even with postcode data errors occur, putting the
customer in completely the wrong location. If one or more of these data
sources are to be used, then the errors incorporated in them have to be
accepted. In Figure 6.1, it is tempting to remove the data that is so obviously
incorrect, but if the network survey is to be an accurate representation
of the network, this data should remain as it is part of the characteristics of
the network.

Which of these indirect measures should be used, assuming some of
these and others are available? The aforementioned network survey can,
for each of these indirect measures, be used to compare the numerical
value of the measure against the system limit, then formulating a pair of
thresholds to mark the green–amber and amber–red boundary. The accu-
racy of each method would then be dictated by the fraction of lines that
are flagged as amber, assuming the same financial penalties were used
throughout.

Does just one of these indirect measures need to be used for prequalifi-
cation? Should it be the most accurate, or the one with the widest customer
coverage, which is unlikely to be the same? The proposal is to use all
of the available measures and use the most accurate indirect measure for
which a definite answer is available. A pecking order of indirect line qual-
ification methods is used to make the prequalification table, as shown in
Figure 6.5.

In this way, each individual in the customer base has the best pre-
qualification answer. There will be a fraction where amber is the most
accurate answer. These are passed to the on-demand test. In the pre-
vious examples, only a precision measurement has been used, but this
is not the only option. For example, during the early days of build-
ing the line qualification process not all the indirect measures may be
conveniently available. It may therefore be expedient to have one (or
more) indirect measures applied on-demand, with the precision measure-
ment last (as it is both the most accurate and the most expensive) (see
Figure 6.6).
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Green Amber Red No result

Most accurate

Next most accurate

Least accurate

Green Amber Red No result

Green Amber Red No result

AmberNo information

Figure 6.5 A sorting sieve for building the prequalification table. For each cus-
tomer check, an assessment is available from the most accurate method used. If
not, the customer drops to the next level and the process repeated. In particular,
if the answer is amber then that is the result—it is most likely to be amber by any
of the lower methods.

6.2 Factors Affecting the Successful
Deployment of DSL Systems

6.2.1 Impact of Local Network Faults on DSL Performance
Planning rules are used to maximize the number of correct deployment
decisions based on the agreed maximum line loss (the system limit)
that the DSL system would be expected to work over. In addition to this
reach requirement, the quality of the metallic pair is an important factor to

Green Amber Red

Green Amber Red

Green Red

Prequalification database

On-demand test 
(optional)

Precision measurement

Figure 6.6 The line qualification process. The majority of customer orders are
resolved by the prequalification database. The ambers are assessed by whatever
on-demand process that has been set up, with some passing for precision mea-
surement which can only return true green (GO) or true red (NOGO).
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consider, because deployment failures may be attributable to network
faults or impairments rather than excessive line length. This section gives
a brief overview of some of the other factors associated with the condition
of the actual metallic pairs that can degrade or prevent DSL operation.

6.2.1.1 Split Pairs

Split pairs occur where one leg of a twisted pair is crossed with one leg
of an adjacent twisted pair. The metallic connection of the circuit is made
but each of the two wires constituting the access network circuit belong to
different individual twisted pairs. For switched analog telephony lines, split
pairs can cause crosstalk (overhearing), but this will only occur when both
customers on the same split pair are making a call. The crosstalk increases
for increasing length of split. For digital systems, split pairs are generally
more of a problem because (i) excessive numbers of errors are generated
when calls are made on associated split circuits, and (ii) digital systems
tend to be used for longer periods of time thus increasing the probability
of being “hit” by activity on adjacent split lines. Two DSL systems trying
to use such lines will experience abnormally high levels of crosstalk, and
could easily disable each other.

Many split pairs arise owing to cable installation practices pre DSL,
where the individual wires of consecutive cable segments are simply joined
together with little care taken to preserve the correct pair twist along the
cable route. At the end of the cable route, the wire pairs are then “cor-
rected” by pair identification tones sent from the exchange or customer
premise.

Split pairs can exist at any joint in an access network. One of the most
difficult network impairments to identify and locate are split pairs that exist
between two joints part way down a cable route, i.e., the circuit is split at a
joint and then corrected (back onto a genuine twisted pair) for the remain-
der of the route. This means that at the exchange end and the customer
end, the circuit looks like it begins and ends on a normal (un-split) twisted
pair. The fault is, however, located somewhere between joints in the cable
route.

6.2.1.2 Bunched Pairs

Bunched pairs were sometimes used in an attempt to reduce the DC (direct
current) loop resistance of a POTS circuit. The term “bunched pairs” means
that two pairs are wired in parallel, joined at the customer end and the
exchange end to form one circuit. Although this does reduce the loop resis-
tance and low frequency loss, it does not reduce loss at the higher frequen-
cies which DSL systems operate at. In fact, the practice can substantially
impair the impedance match between the line and the DSL equipment.
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6.2.1.3 Cable Balance (Longitudinal Conversion Loss)

Transmission paths can never be entirely isolated from the external world.
Crosstalk mechanisms not only couple unwanted signals from other com-
munication channels but can also couple in noise from power lines, radio
stations, switching offices, and many other sources of electromagnetic
radiation. The major advantage of a well-balanced pair is that interference
induced equally in both wires of the copper pair balance out. Currents
flowing in the same direction along the pair are longitudinal, whereas,
currents flowing in opposite directions are differential and this latter mode
is usually used to transport DSL signals using balanced driver circuits in the
transceiver output stage. However, induced interference may also reach
the receiver. This can occur, e.g., if the coupling between the source and
one of the wires of the pair differs from the coupling between the source
and the other wire or if there is an impedance unbalance with respect
to ground within the pair owing to component aging or insulation or
conductor irregularities. If the voltages induced in the pair are not equal
then the interference will appear as both a longitudinal and a differential
current. The balance of the cable, sometimes referred to as the longitudi-
nal conversion loss (LCL), is the degree of rejection the cable has to this
longitudinal interference and is given by

Balance = 20 log10

(
open circuit longitudinal voltage

terminated transverse voltage

)

Ideally, the network cable should have a minimum balance of 60 dB
in the voiceband to be of good quality. Note that a well-balanced line is
possible even in the presence of a split pair.

6.2.1.4 Rectified Loop Faults

Corrosion (or verdigris) across PCB tracks or between adjacent pins on
telephone sockets are prime examples of this type of fault condition. Whilst
stable linear loop faults do not give much cause for concern to DSL systems,
rectified loop faults are more of a problem because they are nonlinear
and introduce cross modulation (a sort of self interference which cannot
be equalized away). They are also often very dynamic in nature and can
stay in an “inactive” state until they become activated, e.g., by a DC line
polarity reversal which may be associated with the application of ringing
current to the associated analog interface. Essentially, these types of faults
are “turned-on” when an incoming call is received at the ADSL customer’s
analog interface – the customer has no problem making outgoing POTS
calls but may experience problems with premature ring trip (false answer)
and high ADSL bit errors on incoming calls.
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6.2.1.5 Battery or Earth Contact and Insulation Resistance

Earth and battery contact faults from either leg of the network pair and
low insulation resistance faults (between A and B wires) can cause failure
of a DSL system, if they are too severe. In the case of ADSL, for instance,
battery-B and earth-A contacts (see Section 6.2.3) are more likely to cause
transmission errors during incoming ringing to the associated analog inter-
face, because the DC reversal typically associated with call arrival causes a
sudden change in current flow in the contacting leg of the ADSL wire pair.
If sufficient current is drawn then premature ring trip will occur. It should
be noted that these types of fault need to be tested for using equipment
with a high internal impedance so as not to mask the fault by effectively
short-circuiting the line condition causing the problem.

6.2.1.6 High-Resistance Joints

One of the biggest network impairments for digital systems is poor quality
or high resistance (HR) joints in the local network, on the MDF, or exchange
or customer wiring. HR joints generally occur in a single leg of a pair of
wires and are caused by either mechanical breakdown (possibly because
of poor workmanship when the joint was made), water ingress into the
joint, or corrosion of the joint over time. The typical symptoms of HR joints
include the following:

• Wire pair becomes unbalanced thereby allowing external noise onto
the local network pair.

• Lines carrying analog telephony can suffer from noise or crackling
whilst digital services often suffer intermittent and high bit errors.

• Impulsive noise may be created by very short breaks in the trans-
mission path (micro-interruptions).

• Measured insertion loss of local network pair can increase because
of the presence of the HR joint—this is obviously particularly rele-
vant when discussing planning rules and the capability of a given
wire pair for supporting DSL.

HR joints can typically be identified by measuring the single-leg
resistance of each leg (using a third wire as a common return path) and
comparing the difference in measurements. An AC balance test can also
identify an unbalanced pair which could be attributable to a HR joint. A
moderate HR joint will be visible on a time domain reflectometry (TDR) as
a pronounced cable-gauge change, and some modern test systems attempt
to exploit this to determine the presence of HR joints.



Dedieu/Implementation and Applications of DSL Technology AU3423_C006 Final Proof Page 247 18.9.2007 04:24am

DSL Planning Rules, Line Qualification, and Deployment Issues 247

6.2.1.7 Excessive Impulse Noise or RFI

Crosstalk is generally a steady-state noise source that limits the information
capacity of the cable, and hence the maximum useful DSL operating
range. Thus, it is crosstalk limits that are usually used when specifying the
maximum operating range of a DSL system (see chapter 3 of [Golden 2006]).
Within the operating range limit, modern DSL systems equalize to accom-
modate such steady noise, and typically retrain only if the noise level
increases substantially. Intermittent noise sources such as impulse noise and
some forms of radio frequency interference (RFI) are less deterministic and
quantifiable. However, they do affect the actual performance achievable on
a given copper pair connection. It is for this reason that an additional safety
margin (on top of the crosstalk noise margin) is often allowed for when
setting the maximum operating range or system limit of the DSL system.

6.2.1.7.1 Impulse Noise

Impulse noise is a key impairment for advanced access transmission on
metallic twisted pairs. It is caused by a variety of sources producing short
electrical transients. Such transients typically come from power switching
events. Known examples include the following: mechanical switching in
the household (e.g., thermostats, fluorescent light starters), semiconductor
switching (especially, light dimmers and faulty switch-mode power sup-
plies), telephony itself (e.g., on-hook or off-hook and ringing), nearby arc
welders, electric cattle fences, and lightning and electric trains. These dis-
turbances are electromagnetically coupled into the access network and may
cause error bursts in digital transmission. It is well known that the levels
of impulse noise on the network tend to correlate very well with human
activity (i.e., worse on weekdays and during working hours). Faults inves-
tigations have also determined that a significant number of impulsive noise
related problems on DSL are attributable to poor wiring practices within
the customer environment—such examples include running DSL wiring in
same trunking as mains power wiring and running DSL wiring over fluo-
rescent tubes as a shortcut in ceiling spaces.

Some impulsive noise events have been found to be repetitive in nature,
related to the local AC power supply frequency. This type of impulsive
noise is known as repetitive electrical impulse noise (REIN). Although each
event is typically less severe than isolated impulse noise events, sources of
REIN are very widespread, e.g., dimmer switches, switched mode power
supplies, Christmas tree lights, etc. In more extreme cases of REIN, how-
ever, field investigations have identified that a single source of REIN has
severely affected DSL performance for many customers within 100 m of the
source. REIN often causes a high number of errored seconds to be reported
alongside a high noise margin. Diagnosis of REIN can be confirmed using
a medium-wave radio at the customers premises where a loud buzz will
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be heard through the radio when tuned between stations at the low fre-
quency end of the medium wave band (instead of the more usual quiet
hiss or crackle).

Forward error correction (FEC) and data interleaving are used in many
DSL systems to mitigate the effects of impulse noise and REIN (at the cost
of increased transmission delay or latency). DSL systems which do not
include such signal processing are more vulnerable to transmission prob-
lems attributable to impulse noise and REIN, even at low-moderate levels.
Additionally, REIN poses a particular challenge to DSL systems operating
in rate adaptive mode because it impairs the CPE’s ability to estimate the
usable channel capacity.

6.2.1.7.2 Radio Frequency Interference

RFI is a source of noise which affects almost every access wire pair. It varies
considerably from pair-to-pair and has characteristics which show temporal
variations. Digital transmission systems must tolerate certain levels of RFI
as prescribed by legislation on electromagnetic compatibility (EMC).

Varying amounts of RFI will undoubtedly exist in the same frequency
range as the transmitted signal. This interference is often in-band and there-
fore cannot be filtered out. Metallic access transmission systems should not
interfere with radio transmissions. This places a limit on the transmitted
power spectral density. It is fortunate that access network pairs are well
balanced and do not pick up or radiate RFI easily, particularly at DSL oper-
ating frequencies. The longitudinal balance (common mode to differential
coupling loss) of most wire pairs is extremely large at low frequencies
(>60–70 dB) decreasing to around 30 dB at 30 MHz. This means that RF
signals will suffer quite large attenuation before coupling into the receiver
of a transmission system.

6.2.2 Local Network Components That Affect DSL
Deployment

DSL systems are designed to operate over pure metallic cable connections
between the DSL modems. In the local “access” network, there may be
active and passive components that can prevent or degrade digital trans-
mission systems from working satisfactorily. Some of these are now briefly
discussed.

6.2.2.1 Bridged Taps

Bridged taps are open circuit pairs connected in parallel with a service
pair, either intentionally placed along a main cable route in anticipation of
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possible service demand at another location or resulting from past service
disconnections or network re-arrangements. In the United States, e.g., many
telephone exchanges have more than one switching system, and for flexibil-
ity, connections to the MDF may be made to allow easy connection from the
loop plant to more than one switch. This parallel wiring at the central office
(CO) appears as bridged taps that are not recorded on any line records.
Bridged taps cause impedance mismatches and discontinuities which result
in reflections and increased duration of echoes. If these are too severe (in
terms of delay), they will fall outside the span of the DSL transceivers echo
cancellation circuitry and will therefore degrade transmission performance.
Ripples in the channel response are caused by the frequency-dependent
constructive and destructive interference of the echoes from the bridged
taps. These also vary with the length and position of the bridged taps.
Many DSL systems are able to operate in the presence of bridged taps as
long as the bridged taps obey certain criteria and constraints. Bridge taps
also contribute to the measured capacitance of the line, so the line measures
longer than it really is.

6.2.2.2 Loading Coils

Loading coils are inductive devices (typically 88 mH) introduced along the
length of a cable at regular intervals to improve the frequency response
of the line in the 4 kHz voiceband (flattening the response by reducing
relative attenuation at the upper band-edge). Unfortunately, in doing so,
they also seriously impair the transmission characteristics at the higher DSL
frequencies by increasing attenuation at these frequencies. Hence, loading
coils are incompatible with DSL deployment on the cable and must be
removed prior to DSL deployment. Loading coils are predominantly used on
long loops in excess of 18 kft, about 5.5 km, which were once used for trunk
transmission and that are now assigned for local loop use. Approximately
20 percent of US lines are estimated as having loading coils. Few non-loaded
loops exceed 18 kft.

6.2.2.3 Digital Loop Carrier Systems

Digital loop carrier (DLC) systems use nodes located in the distribution
network between the CO and the customer, fed by digital transmission
circuits, to provide a concentrating function for local access lines. DLCs
were introduced to reduce the length distribution of local access loops and
to make the loop plant more amenable to new digital services. Some DLC
vendors are introducing DSL cards that can connect to the customer from
DLC remote electronics. In cases of severe induced noise problems, DLC
systems are the only solution for customers to be able to make and receive
calls successfully.
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6.2.2.4 Electrical Protection Devices

In some modern networks, modular protectors for pole-top connector
blocks or for installation in cable joints can use (partially) semiconductor
protectors instead of gas discharge tubes (GDT). This is done to give more
precise clamping voltages to protect customer premise equipment (CPE)
better. Unfortunately, these semiconductor devices have very much higher
capacitance than GDTs (50–100 pF versus 0.5–1.0 pF). This capacitance
is sufficient to lower signal levels for VDSL signals by several decibels
although the impact on HDSL would be less. Even more unfortunately
the capacitance is bias voltage dependent (unlike GDT), so that the A-leg
(normally biased at ∼0 V, where C ∼ 100 pF) will have very much higher
capacitance to ground than the B-leg (normally biased to ∼−50 V, where
C ∼ 50 pF). This will cause unbalance, severely affecting the RFI immunity
performance of the cable. Also because the protectors’ common ground
will be all commoned but only earthed probably through a high HF
impedance (e.g., long ground cable and earth spike), the protectors will
also result in worse crosstalk. Where they are used, the in-cable protectors
may only normally be installed on long distribution side runs.

6.2.2.5 RFI Filters

RFI filters can be found connecting the customer drop wire to the inter-
nal customer wiring, especially for customers near AM radio transmission
masts. On short noise-free loops these filters can effectively disable DSL
systems (system can consistently fail to train-up or yield excessive down-
stream errors). Obviously, this gives scope for increased number of failures
at provision for DSL systems particularly as local records may not accu-
rately reflect the presence of these filters (many may have been installed
years ago and also may be hidden away in roof spaces, under floorboards,
etc.). It is therefore important to establish methods and field procedures for
detecting such devices using line test or field test equipment.

6.2.2.6 Maintenance Terminating Units

There are some devices which can be used to improve fault location and
line test assessments. These devices, typically called maintenance termi-
nating units (MTUs), are designed to allow line test systems to test the
line without the results being affected by different types of CPE. MTUs are
solid-state devices which have high-inline resistance when no current is
flowing (on-hook) and low-inline resistance when in the off-hook state.
Bypass capacitors allow for the transmission of calling line identity (CLI)
in the on-hook state. The line characteristic change between on-hook and
off-hook are severe enough to typically cause an ADSL to retrain whenever
the customer goes from on-hook to off-hook (and vice versa).
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6.2.3 Pathological Loop Testing
Pathological loop tests can also be used to evaluate the performance of DSL
equipment prior to deployment in the local network and in particular, to
ensure new DSL systems are resilient to potential service-affecting network
fault conditions. The primary objectives of these tests are as follows:

• To investigate the resilience of DSL systems to simulated line fault
conditions and to highlight any major deficiencies or areas of con-
cern. The types of fault conditions which can be simulated include
split pairs (where one leg of a pair is crossed with one leg of an
adjacent pair), contact faults with an adjacent pair, and rectified or
hard resistive loop faults. Typically, the effects of incoming and out-
going call activity (ringing, ring trip, loop disconnect dialling, call
clear, etc.) on the DSL systems downstream and upstream bit error
performance can be investigated for each fault condition.

• To ensure that DSL systems which also support analog telephony on
the same wire pair do not affect the charging integrity and exchange
performance with regard to premature ring trip faults (i.e., fault con-
ditions in the local network or customer environment which can
cause any incoming analog calls to trip ringing and charge the call-
ing customer).

• To assess the types of fault conditions which could cause, for
instance, an ADSL system under test to fail (produce unacceptable
error rate downstream or upstream) whilst the customer’s analog
telephony service remains unaffected and vice-versa.

• To investigate whether certain access network components such as
RFI filters, electric fence filters, and various protection devices affect
the performance of the DSL system.

• To ensure that the portfolio of test equipment carried by the incum-
bent operators field force is able to identify and locate the types of
fault conditions and access network components which are found
to cause service-affecting problems on the DSL system or on the
analog telephony service. Also, to verify that the use of cable pair
identification (CPI) and TDR test equipment does not affect DSL per-
formance when faulting or testing on adjacent pairs within the same
cable route.

• To determine if any additional test equipment is required by field
engineers to diagnose and locate DSL-affecting line fault conditions.

• To suggest best working practices to support the provision and
repair of DSL services.

It should be noted that some of the laboratory simulated network faults
(such as contact faults to adjacent pairs) are not truly representative of the
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wide range and characteristics of real network faults of this type. However,
Pathological loop or provocative testing, as it is sometimes known, is an
effective way of stressing a given DSL system in a controlled manner to
highlight the types of network fault conditions which are likely to cause
transmission problems for the DSL system or result in the DSL system failing
whilst the customer’s POTS remains unaffected (and vice versa). In addition,
the results from the tests can be used to develop efficient and practical
field and diagnostic processes for both the provision and repair of digital
systems.

6.2.3.1 Typical Pathological Loop Test-Bed Configuration

Figure 6.7 shows the typical test setup for performing pathological loop
tests (in this case on ADSL equipment). Simulated crosstalk noise (N) is inje-
cted at the line interface of the exchange and remote ADSL units at a 0 dB
reference power level. Bit error rate monitoring equipment is connected to
the exchange end network interface and to the remote end user interface.

Simulated fault conditions such as contact faults to earth or battery, split
pairs, and loop faults are easily connected (Figure 6.7) onto the test pair at
either the exchange (EX), an intermediate network joint (NJ), or network
termination (NT) points. For each fault type and fault location (EX, NJ, NT),
the effect on the ADSL downstream and upstream bit error performance is
recorded when incoming (i.e., ringing, ring trip, call clear) and outgoing
(loop seizure, loop disconnect dialling, call clear) calls are made or received
on the associated ADSL POTS circuit.

To facilitate easy connection of the simulated network faults at the EX,
NJ, and NT points, the cable test-bed should be arranged so that these
points are all located in the same test room. This is achieved by looping
back the cable runs as shown in Figure 6.8.

In addition to the ADSL circuit under test, two other POTS circuits are
required—one to be used as an adjacent POTS line for setting up contact
faults and split pairs with the ADSL, and the other for making (and receiv-
ing) test calls to (and from) either the ADSL or the adjacent POTS circuit.

6.2.3.2 Benefits of Pathological Loop Testing

Pathological loop testing enables the telecommunications operator or ser-
vice provider or equipment vendor to evaluate the behavior and perfor-
mance of their DSL systems, in a controlled manner, when subjected to
simulated network fault conditions on the local network pair. This leads to
a much better understanding of the types of network fault conditions which
could cause transmission problems for the DSL system when deployed in
a real access network. It also yields valuable information on the likely
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symptoms and failure modes which may be exhibited by the DSL equip-
ment for different types of fault conditions (e.g., DSL producing errors but
POTS working OK). These findings can ultimately be built into practical
field and diagnostic processes to aid the provision and repair of the DSL
system.

By way of an example, the general findings from a number of ADSL
systems evaluations are summarized below:

• For the majority of line fault conditions, analog POTSs will fail before
the customer’s ADSL service, although significant ADSL bit errors
may occur during active ringing cycles on incoming calls to the
ADSL (or to an adjacent POTS line in the case of contact faults).

• Only simulated fault conditions found to cause excessive down-
stream ADSL errors (before the customer’s POTS is affected) were
forward and reverse rectified faults at the customer end (typically
caused by corrosive action at the NTE or DP). Errors were found to
occur primarily during incoming ring bursts to the ADSL customer’s
phone for rectified faults more severe than typically 10 k�. Simi-
larly, rectified faults (more severe than approximately 7 k�) at the
exchange end were found to be the main cause of upstream errors
on ADSL when receiving an incoming POTS call.

• Single-leg battery and earth contact faults to adjacent POTS circuits
were found to cause minor downstream errors if the fault condition
was located at the customer end and minor upstream errors if the
fault was located at the exchange end. Again, errors were only found
to occur for very severe faults (less than 3 k�) and during incoming
ring bursts (to either the ADSL or the adjacent POTS line in contact
with the ADSL), on- or off-hook activity or loop disconnect (LD)
dialling.

• Fact that fault conditions near the exchange tend to cause upstream
errors and fault conditions near the customer tend to produce down-
stream errors is predictable because in both cases the received signal
is attenuated by the access network pair.

• Split pairs were found to cause excessive numbers of ADSL upstream
and downstream errors particularly for incoming ringing, on- or off-
hook activation and LD dialling. The error rate and the direction of
these errors were found to be dependent on the position and length
of the split.

• ADSL POTS circuit was found to cause premature ring trip (false
answer) on incoming calls for severe A-wire to B-wire loop faults
between approximately 4 and 5 k�. Although the window in which
this occurs with ADSL is wider than for a standard exchange line,
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it is not significantly greater. In addition, the ADSL POTS circuit was
resilient to false answer for rectified faults and earth-A or battery-
B single leg contact faults (which have, in the past, been found to
cause premature ring trip on other exchange systems).

• RFI filter, which may be found in customer premises connecting the
drop wire to internal customer wiring, was found to cause exces-
sive downstream ADSL errors on lines longer than 1.2 km (0.5 mm
Copper). Above 2 km, the ADSL system fails to synchronize. Whilst
this means that ADSL is likely to fail on a high percentage of lines
which have RFI filters installed, a method of detecting the presence
of these filters using standard field test equipment has been devised.
ADSL transmission problems may also occur on access network lines
beyond approximately 3.3 km which have electric fence filters fitted
at the customer premises.

6.3 Conclusion

Planning rules are used to maximize the number of correct deployment
decisions based on the agreed maximum loss line (the system limit) that a
DSL system would be expected to work over. The use of a network survey
on a small random selection of the network enables the series of indirect
(estimation) measures of loss to be ranked in terms of accuracy for a partic-
ular DSL service. The width of the amber zone is determined by balancing
failure costs (false red and false green) against the precision measurement
costs—the most accurate method has the smallest amber fraction. Indirect
measures are used to pre-qualify the majority of the customer base. For
lines marked amber, an on-demand estimation or measurement sequence
is only used when an order is raised. The whole process does make some
incorrect deployment decisions, however, the overall business cost is sig-
nificantly reduced.

In addition to the reach requirement, the quality of the metallic pair
is an important factor to consider, because deployment failures may be
attributable to network faults or impairments rather than excessive line loss.
Network faults and impairments are typically attributable to poor working
practices (e.g., split pair, bunched pairs, etc.), physical faults on the wire
pair caused by mechanical failure, or water ingress at a joint, flexibility
point or network termination (e.g., high resistance joints, rectified loop
faults, etc.), or degradation of the network cable making it susceptible to
external factors such as impulse noise.

Some legacy network components connected to the wire pair, such as
RFI filters, can also cause transmission problems on DSL.

Pathological loop testing is an effective way of stressing a given DSL
system in a controlled manner to highlight the types of network fault
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conditions which are likely to cause transmission problems for the DSL sys-
tem or result in the DSL system failing whilst the customer’s POTS remains
unaffected (and vice versa). In addition, the results from the tests can be
used to develop efficient and practical field and diagnostic processes for
both the provision and repair of digital systems.

Reference
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Abstract This chapter will discuss how spectrum management is achieved.
Approaches to spectrum management differ among countries and net-
works, this chapter focuses on spectrum management in the United States,
in the United Kingdom, and in Europe.

7.1 Introduction

For a telephone access network, “spectrum management”∗ is concerned
with coordinating the behavior of Digital Subscriber Line (DSL) systems
sharing the cable environment, to realize the intrinsic data transmission
capacity of the cables. For DSL, crosstalk is the dominant noise source
(see chapter 3 of [Golden 2006]), so a system’s data rate is limited† by
coupling of signals from neighboring lines. Crosstalk is of two types: near-
end crosstalk (NEXT) and far-end crosstalk (FEXT). Spectrum management
is about control of NEXT and FEXT. In practice, “spectrum management”
means limiting the levels and bandwidths of signals that may be transmitted
on lines in shared cables so that different DSL types can coexist in the same
cable.

This chapter will discuss how spectrum management is achieved. App-
roaches to spectrum management differ among countries and networks, this
chapter focuses on spectrum management in the United States, in the United
Kingdom, and in Europe. First, however, the motives of spectrum manage-
ment and the common features to be expected in all regimes are examined.

∗ The term “spectrum management” is inherited from radio spectrum allocation, in both cases the
problem is control of interference and is addressed by control of transmissions.

† The other aspects that limit performance are the transmission properties of the line in use, which
is often addressed by deployment limits. However, performance cannot be predicted until the
noise environment can be estimated, so logically spectrum management comes first.
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7.2 Common Features

All telephone networks have in common that they were originally laid down
to support voice telephony, and that the later arrival of DSL offers the
chance of greatly enhancing the value of this resource at low cost.∗ How-
ever, DSL brings the new problem of interaction between the signals on the
separate lines, and this interference must be managed to extract the most
benefit from the network. Therefore, compatible behavior must be forced
on the disparate users.

Lest it not be obvious why such restrictions to freedom are needed,
consider an evolution scenario in their absence: each user individually can
enhance his own service by increasing the output power of his modem’s
transmitter. Each user will, of course, need to increase power frequently,
becausehis neighborswill bedoing the same thing, and sobetweenupgrades
each user will experience service degradations. The process of progressively
increasing the transmitter power (sometimes referred to as the “cocktail
party effect”) continues until a user’s pair fails. Fortunately, this progression
is unattractive† tomost users,‡ so spectrummanagement is easily acceptable.
It does, however, require the involvement of an administrative body with
authority over all the disparate users.

The objective of the management of the spectrum is invariably “best”
use of the network, and strategic objectives are usually low-cost service
and high data rates to customers. It turns out that some decisions on use
are necessary: the optimal ways of exploiting a network for some systems
are not compatible. Different administrations typically come to different
solutions for their networks.

7.2.1 General Methods
The practice of spectrum management invariably reduces to prescribing
what may be connected to the network and what may not. Limits have
been proposed based on one or more of the following schemes.

List of approved systems: In the past, specifying approved systems has been
a common method, either by requiring equipment to have a certificate
of conformance to specified tests from a test house§ or by specifying a

∗ It also has an attractive investment profile: most costs are “incremental,” i.e., not paid until
needed,

† “Unattractive” means expensive, offering no net gain, and eventually a total loss of service.
‡ Those users on the shortest pairs will survive the process, and eventually they will have stable

connections.
§ In the United Kingdom, this was called “type approval” and was necessary for safety reasons.
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procurement standard. Modern procurement standards usually have many
operating modes, so for spectrum management it may also be necessary to
prescribe which modes are permitted.

Total power limit: In this case, a limit is applied to the total transmit power.
Such a limit is the natural choice for protecting DSL technology. Proponents
of power limits argue that the limits are fair in the sense that they allow the
user a choice of data rates (for example, based on line length), while giving
a universal level of protection because the worst case that occurs is when
all neighbors use the maximum power in the same way as the victim line.

Spectral masks: Spectral masks limit the transmit power spectral density
(PSD), specifying power limits at each frequency independently. The limit is
a continuous function of frequency, often shown as a graph. Formally, it can
be specified either as a list of corners of a piecewise plot, or as an algebraic
function. The specification of spectral masks is a modern approach com-
mon in standards.

Cable fill: In this case, the administration limits the number of pairs that
may carry active systems. The cable fill approach attempts to reduce noise
by lowering the worst-case crosstalk by decreasing the factor of (N/49)

0.6,

where N is the number of crosstalk disturbers. The successful limitation
of cable fill requires the administration to have good cable records, and
generally results in gains of only a few decibels.

Adjacency control: With this approach, if one pair is already in DSL use,
the administration prevents any other pair in the same cable binder from
being used. If successful, this reduces 1 percent worst-case FEXT and
NEXT by about 10 dB. The technique is only successful if the cables main-
tain adjacency at all the joints between cable sections, which requires the
administration to have very good cable records.

Signal direction: In this case, different rules are prescribed for the different
directions of transmission. Signal direction requirements are commonplace
with frequency-division duplexed (FDD) systems such as Assymmetric DSL
(ADSL) and are always needed to suppress NEXT.

Line length: With this approach, the rules vary as a function of line length
or of line attenuation. For example, it has become clear that for Very High
Bit-Rate DSL (VDSL) to achieve a useful reach, all VDSL systems sharing a
cable are required to control their upstream power based on the line length
[Kirkby 1995].
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System location: It is already common to consider different network
designs based on fiber-to-the-exchange (FTTEx), fiber-to-the-cabinet
(FTTCab), and fiber-to-the-curb (FTTCurb). As a result, different spec-
trum management rules would seem appropriate, especially because the
extension of fiber into the network is desired specifically to enable higher
bandwidths in the telephone cables. The United Kingdom’s access network
frequency plan (ANFP) uses a form of this methodology, where each end
of a line has its limits set based on its location (irrespective of where any
other modems might be).

Time: Instead of separating downstream and upstream transmissions in fre-
quency, they may be separated in time. In such a case, transmissions are
synchronized, and different limits may apply at different times of the day.
This has been proposed both on a diurnal cycle—different network uses
during and outside of office hours—and very short cycles, such as the “ping
pong” style time-compression multiplexed (TCM) integrated services digi-
tal network (ISDN) used in Japan. Ping-pong was the basis for an early∗
proposal for VDSL (see Chapter 17 on Standardization).

Dynamic spectrum management (DSM): In a DSM approach, the time
or situation dependent parameters of individual lines and cables can be
actively managed and controlled to jointly optimize performance for each
individual situation (see Chapter 8 on DSM).

Pollution licensing: In this approach, the administration sells licenses to
inject a given amount of power into a given line. The licensee can resell
his license. This approach is only a theoretical suggestion at this time; it is
an analog of certain methods of chemical pollution control.

7.2.2 Power Spectral Density
Spectrum management is about management of signal levels to reduce
crosstalk. The coupling from line to line typically exhibits random phase,
so PSD limits are an appropriate management method for spectrum man-
agement. Spectrum management limits should be in terms of harm done,
and it is therefore wise to cast spectral limits in terms commensurate with
the susceptibility of DSL.

The PSD of a random process that is wide-sense stationary is well-
defined and easily computed as the long-term time average of the power
in each infinitesimal frequency band. Communications signals are typically

∗ The proposal was not accepted, despite its many virtues, because a fault in any one system’s
synchronization could disable the whole cable.
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cyclo-stationary and not strictly wide-sense stationary. However, by assum-
ing that the phase is random, the process becomes stationary and has a
PSD. PSDs for spectrum management should be measured by equipment
that is not synchronous with the transmitted symbols. The measurements
should contain samples with a sufficiently large number of different phases
to provide an accurate average.

Mathematical definitions of continuous spectra imply integration over
all time. Practical measurements are necessarily finite, but long averag-
ing times are often necessary for two reasons: detailed resolution of fre-
quency, and accuracy. The appropriate resolution bandwidth is of the same
order as that of the system under study. ADSL has a subchannel spacing of
4.3125 kHz, which suggests a resolution bandwidth (RBW) near 4.3125 kHz.
A resolution bandwidth of 10 kHz is usually specified, because it is avail-
able on standard spectrum analyzers. Averaging many such observations
is needed for accuracy because any one observation is typically exponen-
tial distributed.∗ To measure a PSD within 0.1 dB accuracy, at least 9300
individual observations need to be measured in each sub-band.†

Currently, it is common to specify a much wider bandwidth when mea-
suring the out-of-band noise floor: the wider bandwidth is desirable to
allow low-level clock leakage from a modem to be acceptable.

For intermittent signals, measurements should only be made during their
“on” phase.

7.2.3 Crosstalk Impact
Estimating the practical impact of crosstalk is a key element of spectrum
management. (The “spectral compatibility” calculations of a method used
in North America are discussed in some detail in Section A.7.2.) It is a
well-established subject, having been investigated for plain old telephone
service (POTS), analog carrier, and other loop technologies deployed in
the past. Particular concern has always been on characterizing telephone
subscriber loop signaling and crosstalk in the frequency domain, hence the
designation “spectral compatibility.”

∗ The signal is random, both as transmitted and after coupling by crosstalk, so the observation is
random. It is still random after Fourier analysis. Indeed, the transmitted signal is approximately
Gaussian, and after coupling into another pair, it is typically even nearer to Gaussian. After
Fourier analysis, it is very nearly Gaussian and independent in each of the real and imaginary
components at every frequency individually (except near regular features such as pilot tones).

† A superhet spectrum analyzer only observes one sub-band at a time, an FFT based instrument
observes them all in parallel, which is why they are faster. The idea of an “individual observation”
is literally true for FFT based instruments, for a superhet instrument the equivalent is the rate at
which the detector produces independent values.
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Early copper transmission systems were all symmetrical, and their anal-
ysis generally only considered NEXT and ignored FEXT. FEXT is less severe
than NEXT because FEXT is attenuated by the cable. However, FDD sys-
tems such as ADSL and VDSL experience no NEXT at some frequencies,
and therefore FEXT becomes significant. Also, on short loops (for exam-
ple, about 1 kft), FEXT can have nearly the same power as NEXT. Modern
analyses now include all sources of NEXT and FEXT.

It is a standard industry practice to engineer crosstalk using the 1 percent
worst-case crosstalk coupling factors. This is to ensure a low probability of
service failure. Then if S( f ) is the transmit PSD of the crosstalk source in
milliWatts per hertz, and X( f ) is the dimensionless 1 percent worst-case
crosstalk power coupling, then S( f ) ·X( f ) is the received 1 percent worst-
case crosstalk PSD in milliWatts per hertz. With the Unger model assumed
(see chapter 3 of [Golden 2006] as well as [ANSI T1.417] and [Valenti 2002]),
the power couplings are as shown in Figure 7.1 along with some individual
measurements [Valenti 2002].

The 1 percent worst-case crosstalk power coupling X( f ) varies as
6 · log10(n) dB, where n is the number of crosstalk disturbers in the cable

binder. It is difficult to count or control n, so it is typically assumed that the
binder is filled with crosstalkers and n = 24 or n = 49, which is at most
10 dB pessimistic compared to n = 1 disturber. The received noise is the
sum of all crosstalk, NEXT and FEXT, plus a low-power background noise
of −140 dBm/Hz. NEXT, and separately FEXT, from different crosstalker

−100

−90

−80

−70

−60

−50

−40

0 200 400 600 800 1000

Frequency (kHz)

P
ow

er
 c

ou
pl

in
g 

(d
B

)

1 percent  NEXT model
Measured NEXT #1
Measured NEXT #2
1 percent  FEXT model 1 kft
Measured FEXT #1
Measured FEXT #2
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types is summed using the Full Services Access Network (FSAN) crosstalk
summation method [Galli 2002]. (See chapter 3 of [Golden 2006].)

7.3 American Spectrum Management

7.3.1 Need for Spectrum Management in America
The bit rates and reaches of early DSL technologies, such as basic-rate ISDN
and High Bit-Rate DSL (HDSL), were considered to be limited by NEXT from
the same types of systems as the victim system at the same end of the cable
as the victim receiver. The impact of this so-called self-NEXT was mitigated
by using low-frequency baseband transmission. Later, ADSL avoided most
self-NEXT by transmitting upstream and downstream signals in different
frequency bands, i.e., by using FDD. The fact that ADSL and other emerging
systems were not limited by self-NEXT, coupled with an increasing number
of different DSL types, increasingly resulted in alien crosstalk becoming a
limiting impairment, where alien crosstalk is defined as crosstalk originating
from a different type of DSL than the victim system. Spectral compatibility
occurs when alien crosstalk from one type of loop transmission system does
not overly degrade the performance of another type of loop transmission
system. DSL spectrum management involves controlling alien crosstalk to
ensure spectral compatibility.

A common misunderstanding of many individuals who have recently
become involved with DSL is that there is a “crosstalk problem” for only a
few DSLs on only a few loops. However, every DSL has been designed and
built based on, and runs with, crosstalk limitations. For example, crosstalk
limits HDSL to a maximum bit rate of 1.5 Mbit/s on two pairs of 26 AWG
cabling up to 9 kft in length. With no crosstalk, approximately 10 Mbit/s
is achievable with almost the same technology on one pair of this length.
Other DSL bit rates, loop reaches, and reliability would also increase dra-
matically without crosstalk. As time progresses, more DSLs will be deployed
and crosstalk will increase, which will cause failures if the plant is not man-
aged so that it functions with crosstalk.

The received crosstalk PSD, which characterizes the power as a func-
tion of frequency, equals the PSD transmitted by a crosstalk disturber plus
the crosstalk power coupling in decibels. Spectral compatibility is often
enforced by limiting the transmitted PSD to be below some defined PSD
mask at all frequencies, which in turn limits the received crosstalk PSD.
Different PSD masks are defined for different classes of technologies and
different loop reaches.

DSL spectrum management requires knowledge of all DSL types and
how their crosstalk affects other systems. Spectrum management also
requires defining the level of degradation from crosstalk that is considered
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spectrally compatible. This can be hard to define when some DSL types
are favored by some companies (for example, service providers or equip-
ment vendors) and not by others, such as was the case during the
development of Symmetric DSL (SDSL) and ADSL. (See Chapter 17 on
standardization.)

Competition in the local loop caused a need to standardize DSL spec-
trum management. In the past, a service provider could choose to deploy
only a set of loop transmission technologies that were spectrally compati-
ble and ignore all others. This is still true in some locales. Now, however,
many loop plants are unbundled, and a competitor may lease any loop and
deploy a number of different systems. In the United States, many competi-
tive local exchange carriers started providing broadband Internet access in
the late 1990s by deploying DSL types that were potentially incompatible
with existing services. A national standard emerged to provide a technical
definition of spectral compatibility and allow competition to progress in an
orderly fashion.

In the United States, ATIS standards committee T1E1.4 (now called
ATIS NIPP NAI) has issued the spectrum management standard T1.417-
2003 [ANSI T1.417], which contains a detailed definition of spectral com-
patibility that has broad industry consensus. This standard was forged at a
time of much competition in the local loop, and it represents a compro-
mise between incumbent and competitive carriers. It provides an unam-
biguous yardstick for determining whether and under what circumstances
(i.e., loop reach) new DSL technologies may be deployed in the loop
plant.

There are other impairments to DSL transmission besides crosstalk:
impulse noise, radio frequency interference (RFI), etc. However, these
impairments are almost totally independent of the generally dominant
crosstalk impediment, and are not usually explicit in spectrum manage-
ment. This section describes managing the spectra of different DSL types
and the crosstalk between them. A brief history of American spectrum man-
agement, spectrum management standard compliance, and some future
directions are presented.

Beyond the current rules, DSM holds the possibility of greatly increased
bit rates and reliability, by treating crosstalk as man-made interference that
can be measured, understood, and mitigated with multi-user transceiver
techniques. DSM is addressed in Chapter 8.

7.3.2 Creation of a Technical Definition of DSL
Spectral Compatibility in America

This subsection discusses the processes, people, organizations, and history
of the American spectrum management standard, T1.417.
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7.3.2.1 DSL Spectral Regulation

The Federal Communications Commission (FCC) sets nationwide telecom-
munications regulations and allocates radio spectra in the United States.
Specific tariffs and regulations are determined individually in each state by
the State Public Utility Commission (PUC). Because the Internet spans state
boundaries, the FCC has some authority over DSL regulations. At this time,
adherence to the American spectrum management standard, T1.417, is not
strictly required by the FCC to deploy DSL in the public network. The FCC
does, however, mandate that T1.417 will be used to resolve any disputes
over DSL spectrum management.

Much of the impetus behind the spectrum management standard was
the explosive birth of the competitive local exchange carriers (CLECs) who
began providing DSL service on unbundled loops leased from the incum-
bent local exchange carriers (ILECs) in the late 1990s. More recently, many
CLECs have disappeared. ILECs may soon be relieved of U.S. requirements
to unbundle “line-shared” loops, where the CLEC provides DSL on the
high frequencies of a loop while the ILEC continues to provide POTS on
the low frequencies. However, even with these changes the regulations
still mandate that ILECs allow unbundling in their loop plant. Also, many
new vendors continue to develop new DSL types. In this changing envi-
ronment, the ILECs have generally taken the safest and simplest method of
administering their loop plant by always requiring conformance to T1.417.
So, although T1.417 is not specifically required by law, conformance to it
is nearly always required. On the other hand, actual testing and indepen-
dent certification of T1.417 conformance is scant. Conformance is instead
declared analytically.

7.3.2.2 Writing the American Spectrum Management Standard

Spectral compatibility was a study project in standards committee T1E1.4
(now NIPP-NAI, see Chapter 17 on standards) in the mid-1990s with a
draft Technical Report, but it received little interest because the committee
was busy with other standards such as ADSL and HDSL2. An early defi-
nition, in 1997, of DSL spectral compatibility was conformance to one of
three “composite PSD masks,” one for all downstream transmissions, one
for upstream within CSA range, and one for upstream beyond CSA range
[Kerpez 1997]. The composite PSD masks encompassed all DSL technolo-
gies. This approach was very coarse-grained, spectral compatibility calcu-
lations assumed that a system would fill the entire composite PSD mask,
which was allowed, but which led to pessimistic projections of crosstalk
impact.

In the United States, the 1996 Telecommunications act gave the FCC
the task of creating an environment to foster competition in the local loop.
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Competition was to be driven by unbundling the local loop, allowing CLECs
to provide broadband DSL services. ILECs could no longer control the tech-
nologies that were deployed in their loop plants. It was in no one’s interest
to deploy incompatible technologies that were likely to cause service out-
ages. In late 1998, spectral compatibility became a hot topic. Standards
committee T1E1.4 was informally given the task of creating a technical def-
inition of spectral compatibility by the FCC, and FCC members began to
attend T1E1.4 meetings. The goal was to generate an industrywide standard
to allow successful DSL deployments by all parties. Spectral compatibility
became an official T1E1 standards project in 1998 and the draft Technical
Report became a draft standard.

The concept of spectrum management classes first appeared in late 1998
and was documented in T1E1.4 contributions in early 1999. This approach
is still in use, it defines a number of separate spectrum management classes.
A class represents a set of technologies whose spectra and crosstalk impact
are approximately the same, and membership within a class is proven
through conformance with the PSD mask specific to that class. For exam-
ple, spectrum management class 3 (SM3) represents HDSL systems from all
different vendors. There were originally five spectrum management classes.
Many individuals and companies contributed to the spectrum management
standard, and a version incorporating agreed PSD templates for all defined
SM classes, with complete test procedures, conformance criteria, and other
electrical specifications was sent out for letter ballot in June 1999.

In mid- to late 1990s, the Internet bubble was fully inflated, and
numerous new DSL service providers began to attend T1E1.4 spectrum
management meetings. Some parties viewed many of the assumptions
in calculating spectral compatibility as overly pessimistic. Others coun-
tered that performance in the field was often worse than the calculations
predicted. Meetings became highly contentious. Resolution of the spec-
trum management standard letter ballot was deferred pending agreement
on some basic principles. Most issues eventually were resolved through
compromise agreements.

One issue was the set of existing DSL systems with which a new technol-
ogy must demonstrate spectral compatibility. Those interested in protecting
existing DSL systems wanted very strict spectral compatibility requirements
imposed on future systems, whereas those who were more interested in
developing new systems proposed looser requirements. This issue was so
contentious that the name of the set of existing systems to be protected
changed several times, from “protected” services to “guarded” systems and
finally to the neutral language of “basis systems.” At one point, T1 lines,
which use a widely deployed but older technology, were taken off this list.

A major conflict was defining spectral compatibility between ADSL and
the original version of SDSL, which was a proprietary system using the
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2B1Q line code. (See Chapter 17 on standardization.) Most DSLs are lim-
ited to some performance level by self-NEXT and this performance should
be maintained with alien NEXT. But because most deployed ADSL systems
use FDD, they do not suffer from self-NEXT, and thus ADSL has no such
naturally defined performance level. Some operators were largely deploy-
ing ADSL to residential customers, and were concerned that crosstalk from
Symmetric High Bit-Rate DSL (SHDSL) would greatly lower ADSL bit rates.
Other operators were generally deploying SDSL, often to businesses, and
thought that overly pessimistic assumptions and unrealistic guarantees of
6.7 Mbit/s downstream ADSL bit rates had led to over-protection of ADSL
and overly restrictive spectrum management limits on SDSL. This impasse
was broken by the January 2000 “Fort Lauderdale Agreement,” which spec-
ified that SDSL is allowed to be deployed at the maximum reach possible
in the presence of 49 self-NEXT, and then the protected performance levels
of ADSL are defined as the ADSL performance with that resulting level of
SDSL crosstalk. The ADSL bit rates thus determined are now in Annex A.9
of T1.417-2003 [ANSI T1.417]. Moreover, SDSL spectral compatibility was
specified at every loop length in increments of 500 ft, and the SDSL PSD
template was tightly defined.

This definition of spectrally compatible SDSL was ensconced as a new
method of spectrum management standard conformance, known as the
“technology specific” guidelines. SDSL was categorized with 20 different
bit rates and spectrally compatible loop deployment guidelines. This fine-
grain structure allows, for example, 320 kbit/s SDSL at 15.5 kft, whereas
the nearest SM class is SM2 and is allowed only to a reach of 11.5 kft.
Technology specific guidelines for SHDSL and HDSL4 were subsequently
added to the standard.

After settling these major issues, the spectrum management standard
became standard T1.417-2001 in January 2001. In order for this timely com-
pletion, this issue of the standard, known as issue 1, only addressed sys-
tems that were deployed from the central office (CO), and deferred
defining spectral compatibility of deployments from remote terminals
and repeatered lines.

Issue 2 of T1.417, T1.417-2003 defined spectral compatibility of repe-
atered lines, SHDSL, and VDSL, it became an ANSI standard in 2003. Models
for crosstalk from repeatered lines, crosstalk over short exposure lengths,
and crosstalk from adjacent binders are the new normative text in T1.417-
2003. However, T1.417-2003 does not have a complete definition of the
difficult problem of spectral compatibility of remote terminal deployments
with CO-based systems.

T1.417-2003 defines methods of calculating spectral compatibility of
repeatered lines. Evaluations with crosstalk from repeatered lines relax mar-
gin requirements by 1.8 dB, equal to halving the number of disturbers,
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because repeatered lines are sparsely deployed. Every possible repeater
location, in 500 ft increments, needs to be evaluated. There is a test speci-
fying that repeatered lines must also demonstrate compatibility with basis
systems in adjacent binders.

VDSL is declared a basis system and a detailed method of calculat-
ing compatibility with VDSL is defined in T1.417-2003. This methodology
essentially mandates the use of spectra very close to that of the VDSL band
plan known as “998” (see Chapter 17 on standardization) at high frequen-
cies, although there is some flexibility. The spectrum management class
for VDSL is SM6. G.lite is also a basis system in T1.417-2003. In addition,
SHDSL is a basis system, analytical criteria for spectral compatibility with
SHDSL are defined, and SDSL is no longer a basis system in T1.417-2003.

It is difficult to ensure spectral compatibility of remotely deployed, cab-
inet, or remote terminal (RT)-based DSL with CO-based DSL in all cases.
ADSL or VDSL deployed from an RT can generate FEXT into CO-based
DSL that is almost as powerful as NEXT if the distance from the RT to the
CO-based subscriber loop end is a few kilofeet or less. The FEXT is usually
severely debilitating to any CO-based ADSL in the same binder. However,
loop lengths of RT-based DSL and CO-based DSL are such that the two sys-
tems will infrequently share the same binder, especially, if service provider
engineering does not allow it.

Spectral compatibility with ADSL2plus (G.992.5) is not defined in T1.417
issue 2. However, it is possible to force RT-based ADSL, or ADSL2plus,
not to use some frequency bands, leaving these bands free of crosstalk
so the CO-based ADSL can use them. However, disabling portions of the
spectrum of systems on shorter loops to improve bit rates on longer loops
is a difficult balancing act that can lower the performance of both systems
if not implemented properly.

The determination of spectral compatibility of remotely deployed DSL
is not defined in T1.417-2003, nor in any other American standard, at the
time of this writing. On one hand, T1.417-2003 defines the deployment
reference site as the network end of all new technologies and all basis
systems. However, there is no requirement to calculate the spectral com-
patibility of mixed RT and CO deployments. T1.417-2003 also specifically
declares that RT-based spectrum management classes 4 (HDSL2), 5 (ADSL),
6 (VDSL), and 9 (overlapped ADSL) are all spectrally compatible. Overall,
T1.417-2003 is ambiguous on the spectral compatibility of RT-based DSL.

ADSL2plus and some VDSL2 profiles are not included in T1.417, and
at this time of writing there is little ongoing work on ANSI T1.417. The
United States appears to be drifting away from the formal “static” spec-
trum management guidelines in T1.417, at least in part because local loop
unbundling has been largely a failed experiment in the United States. The
standardization effort in the U.S. standards now focuses on DSM.
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7.3.3 T1.417 Spectrum Management Standard
Conformance

This section gives a simple explanation of the requirements to comply with
T1.417 [ANSI T1.417], but only the standard itself can be used to demon-
strate the compliance of a system. Compliance with the standard only deter-
mines the spectral compatibility of a system, it does not determine whether
a system can or cannot be legally deployed in any particular jurisdiction.
T1.417-2001 inherently assumes that crosstalk is reasonably well behaved,
DSL receivers treat crosstalk as an independent Gaussian noise, and other
generally true assumptions. Issue 2 of T1.417 (T1.417-2003) was completed
at the time of this writing, so this section includes details of issue 2.

7.3.3.1 Basis Systems

The general concept of the spectrum management standard is to require
spectral compatibility with all members of the set of “basis systems.” Basis
systems are typically standardized systems that are expected to be widely
deployed. The basis systems are as follows:

• Voicegrade services
• Enhanced Business Services (P-PhoneTM)

• Digital data service (DDS)
• ISDN basic-rate (BRI)
• HDSL
• HDSL2
• ADSL, nonoverlapped
• Rate-adaptive DSL (RADSL)
• Splitterless ADSL (G.lite)
• SHDSL
• VDSL

A new DSL technology must not generate crosstalk that significantly
degrades the performance of any basis system. Ideally, crosstalk from all
the basis systems should not significantly degrade the new DSL technology’s
performance, but this condition is not required. The definition of a fixed set
of basis systems allows a new technology to demonstrate spectral compat-
ibility without requiring knowledge of all other new technologies, which
is potentially unobtainable. Being a basis system in no way assures con-
formance with T1.417, and basis systems themselves may not be spectrally
compatible on many loops. However, by virtue of having been developed
and deployed prior to the development of formal spectrum management
requirements, the basis systems have a form of “squatter’s rights” in the
cable plant.



Dedieu/Implementation and Applications of DSL Technology AU3423_C007 Final Proof Page 271 18.9.2007 04:24am

Spectrum Management 271

7.3.3.2 PSD Masks, Templates, and Conformance

A system cannot transmit more power at any frequency than the PSD
mask that it conforms to. To include as many systems as possible, the
PSD mask of a given class should be loose, allowing relatively high power
levels. But, to ensure the best spectral compatibility, the PSD mask should
be tight. These conflicting requirements led to the definition of a PSD tem-
plate [Kerpez 1997] [Russell 1999] [Schneider 1999], one case of which is
illustrated in Figure 7.2. The PSD template approximates the actual trans-
mitted PSD of the system it represents, and crosstalk is modeled as arising
from the PSD template. The PSD mask is usually defined as PSD template
plus 3.5 dB (to account for rounding of the number of bits per subchannel
in a discrete multitone (DMT) system and to account for transmitter filter
ripple; see chapter 7 of [Golden 2006]). The PSD mask sets a hard upper
limit on transmitter PSDs but is relatively loose. To offset this looseness,
a sliding-window, normalized power constraint must also be satisfied. The
sliding-window requirement is that 10 log10 of the sum of the ratio of the

measured power (in megawatt) divided by the PSD template (in megawatt)
cannot exceed 1 dB, in any 100 kHz sliding window. Some classes and
technologies have slightly different PSD conformance criteria. For exam-
ple, HDSL2 and SHDSL need only comply with a hard PSD mask that is
about 1 dB above the PSD template. (HDSL and SHDSL are based on single-
carrier modulation and do not need the 2.5 dB of headroom for rounding.
See Chapter 17 on standardization and chapter 6 of [Golden 2006].)
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Figure 7.2 Spectrum management class 3 (SM3) power spectral density (PSD)
mask, PSD template, and two measured High Bit-Rate Digital Subscriber Line
(HDSL) transmit PSDs. Different PSD masks and templates are defined for each
SM class and are illustrated in the T1.417 standard [ANSI T1.417] and in the help
section of [Kerpez 2001].
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Section 6 of T1.417 defines PSD template conformance criteria, and
Annex M explains why the specified sliding-window constraint is used. It
is based on equivalent noise, which was derived using the fact that channel
capacity is directly proportional to received signal power in decibels, and
inversely proportional to received noise power in decibels [Schneider 1999].

The total average transmit power across the entire bandwidth of a sys-
tem is also limited. This limit is often a decibel or so below the total average
transmit power of the PSD template, which means the template cannot be
entirely filled. Compliance with the T1.417 has generally been demonstrated
analytically so far, but complete lab measurement procedures are defined
in its section 6 [ANSI T1.417].

7.3.3.3 Deployment Guidelines

Some technologies and classes are spectrally compatible only within a cer-
tain radius from a CO. For example, HDSL, HDSL2, and SHDSL have wide-
band upstream spectra that create NEXT which can debilitate downstream
ADSL on long loops. Telephone loops often have unterminated sections
attached to them between the normal endpoints, called bridged taps. The
working loop length (the length of all loop sections excluding bridged tap)
on which a crosstalker transmits is sometimes limited so that it may not
disturb the highly attenuated signals of basis systems on very long loops.
This length, rounded to the nearest 500 ft, is a deployment guideline. The
bridged taps are ignored, because what matters is the loop of a basis system
that receives crosstalk, which usually has about the same working length
as the loop of the crosstalker, but not the same bridged tap. There are
other deployment guidelines, such as not allowing reverse ADSL (i.e., an
ADSL system that transmits upstream in the “downstream” spectrum and
downstream in the “upstream” spectrum).

Loop length deployment guidelines are expressed in terms of the equiv-
alent working length (EWL). In T1.417-2003,

EWL = L26 + 0.75 · L24 + 0.60 · L22 + 0.40 · L19

where L26, L24, L22, and L19 are the working lengths of 26-, 24-, 22-, and

19-gauge cable in the loop. The attenuation of a loop’s working length
approximately equals that of a pure 26 gauge loop of length EWL.

7.3.3.4 Time Domain Requirements

By definition, a PSD is a long-term time average. Start-up signals and instan-
taneous transmit voltages are not explicitly limited by T1.417. Crosstalk
samples are usually well-approximated by a Gaussian probability distribu-
tion [Kerpez 1993], and this is assumed but not mandated in T1.417.
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There are some systems that transmit bursts of data and are quiet in
between. These are known as short-term stationary (STS) systems, and their
PSDs are measured while the transmitters are continuously transmitting.
There are some requirements in T1.417 for STS systems: intentional syn-
chronization is not allowed, the minimum duration of each burst is 246 µs,
and systems must transmit at least 1 percent of the time in any 4 s. At
start-up, ADSL modems typically measure noise for 4 s, and the 1 percent
requirement helps enable adaptation to STS crosstalk.

A DSL system may initialize while STS crosstalkers are off, and then
the DSL may be mis-adapted while the STS crosstalkers are on, potentially
causing many decibels of degradation compared to stationary crosstalk.
However, STS vendors have presented extensive results showing that STS
crosstalk only causes minor degradations. STS crosstalk may be modeled
with many different assumptions about traffic and victim systems’ adap-
tation mechanisms, and the impact of STS crosstalk is still under study.
Recent findings [Kerpez 2001] show that typical STS crosstalk may cause a
few decibels more degradation than stationary crosstalk, and a single STS
disturber appears to have worse effect than many STS disturbers, which is
the opposite of stationary crosstalk. Several STS disturbers tend to have less
impact because of the assumption that they are not synchronized, which
means that the crosstalk they cause collectively is distributed in time and
with less amplitude variation than would result if they were synchronized.

7.3.3.5 Other Requirements

In addition to PSD conformance, T1.417-compliant systems must meet
defined limits of transverse balance and longitudinal output voltage. The
frequencies for which these requirements apply are defined for each class
or technology in section 5, with testing methodology in section 6 of T1.417.
Transverse balance and longitudinal output voltage requirements ensure
that the signal transmitted on a pair is balanced, so that the metallic voltage
between the two conductors of the pair only weakly couples into longi-
tudinal voltages from a conductor to ground. Transverse balance is a ratio
relative to the transmitted metallic signal, and longitudinal output voltage
is an absolute measure.

7.3.3.6 Three Methods of SM Standard Compliance

There are three methods of complying with T1.417:

• Belong to one of nine spectrum management (SM) classes.
• Satisfy technology-specific guidelines.
• Pass all analytical evaluations defined in Annex A.
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Table 7.1 T1.417 Spectrum Management (SM) Classes, and Spectrally
Compatible Technology Specific Guidelines. Non-Loaded Loops Have
No Load Coils

SM Class or
Technology

Deployment Guideline
EWL 26-Gauge (kft) SM Class Members

SM class 1 (SM1) Any non-loaded loop ISDN, SDSL ≤ 300 kbit/s
two- and four-line pair gain

SM class 2 (SM2) 11.5 SDSL ≤ 520 kbit/s
SM class 3 (SM3) 9 HDSL, SDSL ≤ 784 kbit/s
SM class 4 (SM4) 10.5 HDSL2
SM class 5 (SM5) Any non-loaded loop Nonoverlapped ADSL
SM class 6 (SM6) Not defined VDSL
SM class 7 (SM7) 6.5 SDSL ≤ 1568 kbit/s
SM class 8 (SM8) 7.5 SDSL ≤ 1168 kbit/s
SM class 9 (SM9) 13.5 Overlapped ADSL
Technology:
2B1Q SDSL 20 different, vary with

bit rate
2B1Q SDSL ≤ 2320 kbit/s

SHDSL 19 different, vary with
bit rate

SHDSL ≤ 2320 kbit/s

HDSL4 Any non-loaded loop TC-PAM 776/784 kbit/s
asymmetric PSD

The first two methods are very similar, involving conformance to
predefined PSD templates, and are summarized in Table 7.1. The requi-
rements for SDSL and SHDSL have PSD templates and deployment guide-
lines that vary with transmitted bit rate. It is important to reiterate that the
deployment guidelines in Table 7.1 only ensure that crosstalk impact will
be acceptable, and the SM class or technology will function within loop
lengths only in rough correspondence.

Annex A compliance, also known as “method B,” involves running a
well-defined set of computations to analytically demonstrate spectral com-
patibility with each basis system (details of the computations are discussed
in Section A.7). Annex A conformance can be difficult to verify. Members of
the standards committee worked to ensure that all calculation parameters
were fully specified and generated repeatable results, but people who have
not gone through this process could get different results. There is a publicly
available tool, at http://net3.agreenhouse.com [Telcordia], that can perform
all Annex A computations, but this or other software must be properly used
to demonstrate compliance, and other requirements must also be satisfied.

Annex A assumes full binders (i.e., all loops have active DSLs), and
1 percent worst-case crosstalk. Typically a reference crosstalker type is
defined (for example, SM3 is the reference for compatibility with HDSL) and
two crosstalk scenarios must be simulated: (1) 49 or 24 “new technology”
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crosstalkers, and (2) 24 or 12 “new technology” crosstalkers plus 24 or 12
reference crosstalkers. Signal-to-noise ratio (SNR) margins with 49 or 24
“new technology” crosstalkers must be within “delta” (decibel) (typically 0
to 1 dB) of the margins with 49 or 24 reference crosstalkers. If the evaluation
initially fails, then loop lengths of both the crosstalkers and the basis system
may be decreased until it passes. Evaluations are performed separately for
each basis system, and the deployment guideline is the minimum loop
length for which all evaluations pass.

Using a DSL’s exact PSD in Annex A calculations will often allow a longer
deployment guideline (maybe 1 kft) than using its PSD template, because
the exact PSD is often below the PSD template that it conforms with.

7.4 Spectrum Management in Europe

This section describes European DSL spectrum management in general
terms.∗

Historically, each country in Europe has had a monopoly operator,
which was originally part of the country’s post office and usually a part
of the government. Over the last 20 years, governments have tended to sell
off their operators, but until recently the operators were the only opera-
tors using the loops in their networks. Then, in about 1998, the European
Commission mandated local loop unbundling (LLU) in Europe. The cru-
cial difference between LLU and loop unbundling in the United States
is that LLU happened after the monopoly operators had begun installing
their own DSL. As a result, it was typical that only a small set of DSL
types had been deployed in each network. Furthermore, the operators had
gained some experience in managing interference between the different
DSL types. Of course, all the populations of DSL were different, and the
management regimes differed widely, too, but the basic concepts were in
place.

7.4.1 Regulators
In response to the LLU directive, each European government formed its
own telecommunication regulator. Each regulator is mostly concerned with
commercial issues (such as that competition shall be fair), but all are aware
that LLU can only encourage trade insofar as their national network is act-
ually useful. The regulators have the authority to act, and they will stop
objectionable or illegal behavior, such as cartel formation and network

∗ Europe is diverse, and there will be individual exceptions to the generalities here.
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pollution. Typically, the regulators delegate technical issues to a committee
of their industry players.

The committee considers their (several) future aspirations and the net-
work inherited from the former monopoly operator, and seeks a consensus
of how the network is to be used in future. Where consensus is possible,
a regulator will usually accept it.

7.4.2 Rules
Because of the historical development, each country in Europe has its own
spectrum management rules, seeking to exploit the inherited network and
its inherited systems. Often the rules aim for conservation, accepting those
DSLs present in the network and seeking to exclude interferers not already
in the network.

Because a country gets value from the absence of those systems it did
not inherit, trying to impose any single regime over the whole of Europe
would be harmful to the technical performance of every country’s network.
It is expected that the diversity of regimes will continue, and be defended
rigorously, despite any paper benefits of a “harmonized” regime.

It should be noted that the LLU directive was motivated by commercial
considerations, and in the interests of free trade almost all limitations on
connections to the network are forbidden. Rules forbidding connection are
only acceptable if aimed at protecting the network.

7.4.3 Standards
Formally, there are no European standards on spectrum management. A
“technical report” has been developed in ETSI (the European Telecommuni-
cations Standards Institute), and at present is aimed at assisting the technical
construction of spectrum management plans without coercing any partic-
ular construction method. The standard [ETSI TR 101 830] is developed in
three parts that were produced separately.

Part 1, entitled “Definitions and signal library,” defines a common set of
terms and the relevant properties of known systems. It includes a discussion
of formal reference models and the features that may be found in a network
(although real networks need not have all the features). This document was
published in 2002 and was revised to include ADSL2plus in 2005.

Part 2, entitled “Technical methods for performance evaluations,” is
concerned with the estimation of the impact of crosstalk from arbitrary
populations of interferers. Its principal use is in estimating harm simula-
tions, these are the technical basis for comparing options when construct-
ing a particular frequency plan. It was published in 2003. Publicly available
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software exists that covers much of the same subject and implements the
same algorithms [FTW].

Part 3 has not yet been published. It is entitled “Construction methods
for spectral management rules,” and was originally envisaged by some ETSI
participants as a means of justifying to a regulator why a particular approach
is respectable. Perhaps its time has passed, given that the regulators tend to
accept the committee consensuses. If Part 3 is ever published, it is almost
certain that every country will want it to endorse its own methods.

One significant absence in the ETSI technical report is any definition
of “spectrally compatible” systems. The definition is left as a value judg-
ment for the industry committees as they debate in the process of reaching
consensus.

7.4.4 British Spectrum Management
In the United Kingdom, spectrum management is effected by specifying
spectral masks that apply to both ends of the lines. These are prescribed
in the∗ ANFP [NICC ND1602].

The following sections describe the ANFP rationale, construction
method, and provide an outline of the masks. The extension for subloop
use (ANFPS) will also be described.

The ANFP is presently undergoing development, and the anticipated
changes are discussed at the end.

7.4.5 Need for Spectrum Management
in the United Kingdom

British Telecom (BT) had recognized its need for spectrum management
while it was a monopoly service provider: like any big company, its
divisions had sometimes differing agendas, and when that difference led
to incompatible deployment desires, there was a need to resolve a way
forward. For some years, this resolution was based on analysis of mut-
ual harm amongst all existing system types and a proposed newcomer,
similar to the methods in the American standard, T1.417.† In about 1994,
a less laborious method was developed, which was a forerunner of the

∗ Actually, there are two versions of the specification. [NICC ND1602] is properly entitled “Speci-
fication of the Access Network Frequency Plan applicable to transmission systems used on the
BT Access Network,” but British Telecom (BT) is one of two incumbent operators. For historical
reasons the city of Kingston upon Hull is served by its own private telephone company, and it
has an analogous document that uses the same construction but is different in detail because
the Hull network is different in detail.

† Although the approach was similar to the approach in T1.417, it was wider ranging, it involved
a search over all mixes of neighbors to find the most harmful one.
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ANFP. In about 1998, the European Commission mandated LLU in Europe,
and suddenly what had been a monopoly’s need to manage its resources
became a matter for public policy.

United Kingdom’s need for spectrum management is the same as
any other country’s: efficient use of the telephone access network as
a shared resource. Unchanged is the need to resolve conflicts of inter-
est, and explain to those who are displeased with the resolution why
the decided way forward is reasonable. LLU increases the stress on the
process, in that an error would be harder to rectify. (Within one com-
pany, the process benefited significantly from the inherent goodwill of the
participants.)

7.4.6 Access Network Frequency Plan
The ANFP is the public policy document that defines the spectrum usage
rules in the United Kingdom.

7.4.6.1 Authority

The document is owned and authorized by the UK regulator, Ofcom,∗ and
is considered stable. It was produced by a cross-industry committee, acting
to advise Oftel. When the committee agreed, Oftel accepted its recommen-
dations; when it could not agree, the committee proposed choices from
which Oftel chose.

7.4.6.2 Scope

The ANFP applies to all connections to BT’s telephone access network,
whether or not the connection is made by BT. All connections are subject
to the same ANFP limits.

The present ANFP only permits use of the spectrum up to 1.1 MHz,
which is the spectrum of interest to all technologies except ADSL2plus and
VDSL. The ANFPS [NICC ND1605] is an extension to enable VDSL trials on
subloops (i.e., using FTTCab).

7.4.6.3 Controlled Interfaces

The ANFP identifies those interfaces where connection to the shared cables
is permitted, and for each such connection point it specifies a single PSD
mask. The ANFP limit is that the spectral power flowing through the inter-
face toward the cables shall not exceed the mask in any frequency band.

∗ Ofcom was formerly known as Oftel.
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Figure 7.3 Network Interfaces to which the access network frequency plan
(ANFP) applies.

The same limit applies irrespective of who is using the interface, and for
what purpose.

These interfaces are the main distribution frame (MDF)∗ at the exchange†

and the network termination point (NTP)‡ at the customer’s premises. The
MDF is not a legal demarcation point, so nonBT connections also have a
third interface, the handover distribution frame (HDF).§ The ANFP does not
directly address the HDF, and managing crosstalk interference in the cabling
between the HDF and the MDF is the responsibility of the network opera-
tor(s) using that cabling. The ANFP is applied at the MDF and at the NTP.

The ANFP treats each end of the loop separately, based on where that
end is, any other terminations do not change the approach. As it happens,
the lines in BT’s access network have two ends, faults excepted¶, typically,
one end is at the exchange and the other is at the customer’s premises, as
shown in Figure 7.3.

The ANFP is only concerned with possible impact on other lines in a
cable, it does not explicitly consider what sort of system may be connected
to the interface. The “spectral power flowing” could be equally well from,
for example, a single modem connected directly to the interface, several
instruments sharing the line via splitter filters, several instruments sharing
the line via house wiring, or noise picked up via house wiring. The ANFP

∗ The main distribution frame (MDF) is the connection equipment with which BT terminates each
of its access network cables at the switched network end.

† “Exchange” is an obsolete term, here meaning the premises containing the MDF. Once upon
a time these were all exchanges in the sense of containing switching equipment, but now
often they only contain a remote multiplexer. (However, the sign on the door still often says
“telephone exchange.”)

‡ The network termination point (NTP) is the legal demarcation between the network provider’s
cabling and the customer’s in-house wiring. On a telephone line this point often has a master
socket or NTE (network termination equipment).

§ The “handover distribution frame” is the equipment that terminates the tie cables.
¶ A bridged tap would be considered a fault. Also, formally, one could claim that a broken line

is two one-ended lines. The ANFP still prescribes each end its same mask and the same limits
apply even under fault conditions.
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Table 7.2 Access Network Frequency Plant (ANFP)
Classes

Mask Name Defines Transmitted PSD Permitted at
Down exchange MDF of the exchange
Up extra short NTP of near customers
Up short NTP of near customers
Up medium NTP of mid-distance customers
Up long NTP of far customers

applies equally to signals intentionally injected into a line with intent to
communicate over it and to noise leaked into it.

7.4.6.4 Masks

Under the ANFP, an NTP falls into one of five classes, one downstream
and four upstream, that are broadly based on the electrical length of the
line. This classification was initially because of BT’s historical deployment of
HDSL systems. The classes are “extra short,” “short,” “medium,” and “long.”
BT has declared the classification for each NTP in its network [IBTE 2001].∗
Together with the MDF interface, there are five distinct classes of inter-
face, and the ANFP prescribes one mask for each of them. The classes are
detailed in Table 7.2.

Each mask is defined numerically by a table of values† that specify
corners of a polygon (on axes of log frequency versus the PSD in decibels).
Figure 7.4 illustrates the ANFP masks.

7.4.6.5 Deployment Rules

One view of spectrum management is that it exists to allow performance
to be predicted. However, the ANFP only permits connection to the loop
plant, it does not provide performance guarantees. The risk is left to the
system operator, who must define his own deployment rules, for example,
by specifying a longest line on which a particular service can be dep-
loyed. The particular deployment rules an operator chooses will depend
on many factors, including, which modems they are using, which market
they are pursuing, how they handle their customers, and their own attitude
to risk. The deployment rules are private property, and they are usually
kept confidential.

∗ This classification was based on the best information at hand at the time of the declaration,
there is a process to allow changes, perhaps owing to new cable installation, or perhaps owing
to discovering errors in the original information.

† The values are not reproduced here. The reader is referred to the latest published ANFP, which
is definitive (is currently [NICC ND1602]).
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Figure 7.4 The ANFP masks presented graphically.

7.4.7 ANFP Construction
A theoretical treatment of DSL spectral compatibility might start by con-
sidering the space of all possible lines and all possible DSL systems using
them, and seek to characterize the “attainable region,”∗ i.e., the points in the
space where all the DSL systems work. This approach would be ambitious:
even in the less ambitious space of line models and idealized DSL systems,
the attainable region has complicated boundaries. In practice, simplification
has been sought to identify a useful portion of the attainable region.

In the ANFP construction, the simplifying approximation is that if any
of a given system type may be present at a particular place then any num-
ber of that system may be present. In terms of the Unger models (see

chapter 3 of [Golden 2006]), this is equivalent to approximating
(

N
49

)0.6≈1.

When multiple system types are allowed, crosstalk is assumed to be from
a 100 percent fill of a hypothetical system type with a PSD that is the
envelope of all the PSDs potentially present. This approximation is con-
servative, no real mix can be worse. It is, however, surprisingly close to
reality, in a full cable, the approximation typically overestimates harm by
less than 2 dB [France 2004]. Furthermore, the approximation buys great
simplicity.

This underlies the superficially simple procedure by which the ANFP
masks were constructed:

∗ The attainable region was first discussed by [Shannon 1948].
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1. Network interfaces were grouped into clusters of mutual neighbors.
Ideally, the cluster would be the line ends that share a common
entry point to a shared cable.

2. System types to be admitted a priori were identified.
3. For each given system type, the historical deployment rule was iden-

tified.
4. Taking the deployment rules together, the network interface clus-

ters were categorized. The category indicates which ends of given
systems might be installed on at least one line end in the cluster.

5. For each end of each given system type a spectral mask was
obtained.

6. For each category, a composite mask was produced. The composite
mask is the envelope of the spectral masks of all system ends that
might be found installed at the cluster.

Note that this construction allows each network interface to be assigned
a single particular mask. The simplicity and transparency of this process
enabled an informed cross-industry debate, and regulator buy-in to it
[OFTEL 1999], [OFTEL 2000].

The construction process is discussed in more detail in [France 2004]
and in the public documentation with [NICC ND1602].

7.4.7.1 Post-Construction Check
The systems used to construct the ANFP included the bulk of the system
types BT had already installed—it was considered∗ too expensive (and too
time-consuming) to replace any of them. The same economic argument
that induces acceptance of the existing deployment of systems should also,
logically, motivate protection of the existing systems, as disabling them
is also too expensive. It happens that BT’s existing deployment† remains
viable under the United Kingdom ANFP, a fortunate inheritance from the
conservative nature of BT’s deployment history.

This was not an automatic outcome: the European directive on LLU
strives to increase deployment of more systems, and if it is successful then
networks all over Europe will become more heavily populated. In turn,
existing systems will get more live neighbors, and a louder noise envi-
ronment. It is not automatic that an existing system can survive this noise
increase. This reasoning is independent of how any particular spectrum
management rules are written, so finding this problem while attempting to
construct the rules does not necessarily invalidate the method.

∗ However, replacing systems was considered, particularly, for the spectrally incontinent HDSL
systems.

† This includes those systems properly deployed under BT’s deployment rules. Any system
deployed outside these rules may well fail in the future.
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Early in the development of the ANFP, it appeared that BT’s deployment
of HDSL systems would be compromised: the longest lines of HDSL as
BT had deployed it would not survive in a cable full of systems that fully
populated the spectral mask as the HDSL standard defines it. This particular
problem was found to be in the generosity of the masks in the standard:
the masks were deliberately set high so that real systems would pass that
test unless a genuine fault occurred. However, real systems did not fully
exploit the mask. The ANFP subsequently used a tighter mask (which still
admits HDSL as actually implemented).

There may generally be a design decision in the step “identify which
systems are deployed in significant numbers,” because there is a poten-
tial trade-off between the systems admitted and the deployments that will
work. For example, in some other network where there are old-style PCM
systems∗ (perhaps G.703 carrying T1 or E1), there would be a very poor
noise environment for more modern DSL systems. To develop an ana-
log of the ANFP for such a network, one possible way forward would be
“grandfathering,” i.e., to consider the system types obsolete and exclude
them from the plan, tolerate the existing systems unless they cause actual
harm, remove or modernize them if they do, but do not permit them to be
replaced, repaired, or installed anew.

7.4.7.2 Why Spectral Masks Only

Section 7.2.2 discussed why PSD limits are appropriate in spectral manage-
ment. In principle, one could introduce other limits, too, such as a limit on
the total power sent to the line. This was not done in the ANFP principally
because the worst case noise environment would not improve significantly
with such limits, and supernumerary limits might exclude future uses of
a line for no good reason. Such future uses include sharing a line bet-
ween two systems via splitter filters (for example, with POTS and ADSL on
one line).

7.4.8 Current Developments
In the United Kingdom, any signal injected into the access network needs a
frequency plan document to permit it. To support VDSL experiments on the
subloop, a trial use plan called the ANFPS [NICC ND1605] was produced. At
that time, the principal use anticipated for the subloop was VDSL, and it was
expected that “from the exchange” uses and “from the cabinet” uses would

∗ BT has none in its access network. At one time it had a lot of these systems, mostly deployed
in the “junction” network that links telephone exchanges. Those few systems deployed from
exchange to customer always had their own separate cables, and they are not considered a part
of the access network. Nowadays, such needs are met by optical fiber systems.
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use frequency bands that did not overlap. The eventual incorporation of
VDSL into the main ANFP was expected to be simple.

Since then, it has been desired to use ADSL2plus from the exchange, and
the ADSL2plus does overlap the VDSL spectrum. Furthermore, the desired
variant of VDSL has also changed. In the revised ANFP, it seems likely that
the categorization will use three lengths: the distance from the exchange
to the drop wire terminal, affecting ADSL band uses as at present; the dis-
tance from the cabinet to the drop wire terminal, affecting VDSL upstream
power back-off (UPBO, see Chapter 17 on standardization); and the dis-
tance from the exchange to the cabinet (“cabinet assigned loss”), control-
ling VDSL downstream signals to protect ADSL2plus. Furthermore, some of
BT’s cables go directly from the exchange to the customer without passing
a cabinet, it is being considered whether VDSL can safely be allowed on
these cables.

7.5 Summary

DSL spectrum management requires knowledge of all DSL types and how
the crosstalk they cause affects other systems. Spectrum management also
requires defining the degree of degradation from crosstalk that is allowed by
a spectrally compatible system. The scientific knowledge couples with the
agreed rules in a process that should allow new DSL rollouts, competition,
and new services, while minimizing conflicts and maintaining vital legacy
services.

Spectrum management is often mentally associated with LLU, but it is
more correctly associated with DSL. Even monopoly telephone companies
need spectrum management to ensure successful deployments of DSL, par-
ticularly, if they deploy multiple DSL types from different manufacturers.

In the United States, committee T1E1.4 has issued the spectrum man-
agement standard T1.417-2003 [ANSI T1.417], which contains a detailed
definition of spectral compatibility that had broad industry consensus. This
standard was forged at a time of much competition in the local loop, and
it represents a compromise between incumbent and competitive carriers
that was forged over several years by committee. T1.417 evolved from an
original specification of a small set of “composite PSD masks” to its current,
somewhat complicated, form. T1.417 does not specify which systems may
be admitted into the loop plant, but rather only states levels of allowable
impact on each of the defined “basis systems.” There are different meth-
ods of complying with T1.417, including the calculations-based “method B,”
which can allow great flexibility but is difficult to verify. T1.417 is not strictly
mandated by the FCC, and compliance is not generally strictly measured,
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but is instead more conceptual and theoretical. Nonetheless, operators in
the United States often mandate conformance with T1.417, because the
alternative is an uncontrolled and error-prone access network.

In Europe, each country has its own regulator and its own spectrum
management rules. Typically, the rules are developed by considering
the current needs and future aspirations of the industry and the network
inherited from the former monopoly operator. Often an industry consensus
is reached, and a recommendation is made to the regulator. Because of
the disparate needs of European countries, there is no European standard
equivalent to T1.417, and no expectation there will ever be one. A technical
report has been developed, aimed at assisting the construction of spectrum
management plans, but the report is not binding on any particular regime.

In the United Kingdom, the spectrum management regime is a relatively
straightforward definition of hard PSD mask limits, and compliance is more
strictly defined than in T1.417. The strictness is believed to give improved
operation of those systems admitted, at the cost of denying those systems
not admitted. The clarity of the relationship between the regime limits and
identifiable harm proved to be an advantage in the committee discussions
that developed the ANFP.

In the future, DSM holds the possibility of increased bit rates and relia-
bility, by treating crosstalk as man-made interference that can be measured,
understood, and mitigated with advanced DSL management systems and
multi-user transceiver techniques.
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A.7 Appendix on Spectral Compatibility
Calculation

The U.S. spectrum management standard [ANSI T1.417] defines “spectral
compatibility” in terms of the impact of one DSL system type on each of
a set of others. This appendix discusses the details of one such impact
calculation.

A.7.1 DSL Types
Spectrum management requires detailed knowledge of the PSDs of the dif-
ferent DSL types that may share the same cable. Sometimes it also requires
descriptions of time-domain behavior. Table A.7.3 gives a brief listing of
these different DSLs. There are also a number of proprietary DSL technolo-
gies which are not included in Table A.7.3.

A.7.2 Spectral Compatibility Calculations
The amount of degradation of a DSL’s performance caused by crosstalk
from another DSL can be accurately forecast by a computer simulation
calculation. A statistically worst-case environment is simulated by using
the 1 percent worst-case crosstalk coupling, highest probable number of
crosstalk disturbers, and long loops. Then, the transmission performance
(i.e., bit rate) is accurately calculated with computer programs. If the per-
formance meets some target then nearly all deployed DSLs (at least 99
percent) will also meet that target. This is more efficient than lab testing
many combinations of two DSL types in a cable until 99 percent have
passed. Furthermore, there are many different DSL types which need to
be crosschecked. Moreover, computer simulation is repeatable, and sim-
ulation parameters have been standardized so that results from multiple
parties are in agreement. The simulation parameters have been calibrated
with lab measurements.

Generally, there are three types of DSL performance calculations: total
crosstalk power, single-carrier equalizer equations, and multi-carrier “water
filling.” Specific details of these calculations are in Annex A of the spectrum
management standard [ANSI T1.417]. Spectral compatibility with POTS and
other narrowband services is calculated simply by determining if the total
received crosstalk power is above or below a certain threshold.

Wideband single-carrier DSLs almost universally employ a receiver with
a decision-feedback equalizer (DFE), and if trellis coded, then the feed-
back portion is implemented in the transmitter with a precoder. Spectral
compatibility with single-carrier baseband PAM and passband QAM DSLs
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Table A.7.3 Common American Broadband Copper Loop Transmission
Systems

Acronym Description Standard(s) Modu-
lation

Number
of
Pairs

Line Bit
Rate

Appro-
ximate
Passband
Frequen-
cies

ADSL Asymmetric
DSL

ANSI
T1.413,
ITU-T
G.992.1,
ITU-T
G.992.3
(ADSL2)

Discrete
multi-
tone
(DMT)

one Up to ∼1
Mbit/s
up-
stream,
up to
∼8 Mbit/s
down-
stream

25–138
kHz up-
stream,
25–1104
kHz
down-
stream

ADSL2+ Extended
band-
width
Asym-
metric
DSL

ANSI
T1.413,
ITU
G.992.5

Discrete
multi-
tone
(DMT)

one Up to ∼1
Mbit/s
up-
stream,
up to
∼20
Mbit/s
down-
stream

25–138
kHz up-
stream,
25–2208
kHz
down-
stream

ISDN,
BRI,
or BA

Integrated
Services
Digital
Network
(ISDN)
basic-rate
(BRI), or
basis
access
(BA)

ANSI
T1.601,
ITU
G.961

2B1Q one 160
kbit/s
symmet-
ric

0–80 kHz

HDSL High
Bit-Rate
DSL

ITU-T
G.991.1,
ETSI TS
101 135,
ANSI
T1.TR.28,

2B1Q two 1.544
Mbit/s
symmet-
ric

0–370 kHz

HDSL2 High
Bit-Rate
DSL, 2nd
genera-
tion

ANSI
T1.418,
ITU-T
G.991.2

16-
level
Trellis
coded
(TC)
PAM

one 1.544
Mbit/s
symmet-
ric

0–300
kHz up-
stream,
0–440
kHz
down-
stream
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is determined by calculating the SNR at the output of the DFE with the
modified Wiener–Hopf equations derived by Salz. The SNR margin is the
computed SNR minus the SNR required for 7−10 bit-error rate (BER). A pos-
itive SNR margin, usually 6 dB or more, is needed to ensure reliable service
with unknown impairments and temperature variations [ANSI T1.417].

ADSL, G.lite, and ANSI-standard VDSL are modulated with DMT mod-
ulation, which transmits up to 256 orthogonal QAM sub-channels at tones
with 4.3125 kHz spacing up to 1104 kHz. Receivers generally incorporate
a front-end pre-equalizer, and it is safe to assume that each sub-channel is
flat across its narrow 4.3125 kHz bandwidth. The Shannon capacity of each
tone is computed assuming 6 dB margin, 3 dB coding gain, and 9.75 dB
SNR gap, then these are all summed to compute the system bit rate.

A.7.3 Example: HDSL Crosstalk into Downstream
ADSL

Figure 7.5 shows an example of downstream ADSL transmitted on a
15-kft 26-gauge loop with two types of crosstalk: self-FEXT crosstalk from
other ADSLs, and alien-NEXT crosstalk from HDSLs. The HDSLs would be
repeatered on such a long loop. The upper left plot shows the transmit
PSDs of HDSL and downstream ADSL. The lower left plot shows the power
couplings (power transfer functions) of the 15-kft loop, and the 1 percent
worst-case 24-disturber NEXT and FEXT for the 15-kft loop. Adding the
ADSL transmit PSD to the loop coupling (in decibels) gives, the received
ADSL PSD in the upper right plot. Adding the ADSL transmit PSD to the
FEXT coupling gives the received FEXT PSD from ADSL, and adding the
HDSL transmit PSD to the NEXT coupling gives, the received NEXT PSD
from HDSL, in decibels. Subtracting the appropriate crosstalk PSD from the
received ADSL signal PSD gives the lower right hand plot, the received SNR.

Downstream ADSL has a passband extending from about 138–1104
kHz. At a frequency in the ADSL passband, as the SNR increases more bits
can be transmitted by using a constellation with more signal points at that
ADSL frequency. The minimum constellation is quadrature phase-shift key-
ing (QPSK), requiring at least about 17.5 dB to be useful [ANSI T1.417]. The
bottom right plot in Figure 7.5 shows that few frequencies are at all useful
with HDSL NEXT, whereas with self-FEXT all ADSL frequencies are useful.
Adding −140 dBm/Hz background noise to the crosstalk, and perform-
ing the calculations in the spectrum management standard [ANSI T1.417],
ADSL can transmit 1102 kbit/s downstream on the 15-kft 26-gauge loop
with self-FEXT, but it can only transmit 96 kbit/s downstream with
HDSL NEXT.
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Figure 7.5 Downstream ADSL performance with self-FEXT from 24 other ADSL
crosstalk disturbers, and with 24 HDSL NEXT disturbers on a 15 kft 26 gauge loop.

HDSL generates strong levels of crosstalk relative to the weakly by
received ADSL signal on this loop. This results in poor ADSL performance
compared to ADSL self-crosstalk, and so HDSL can be said to be incom-
patible with ADSL on such a long loop. HDSL is compatible with ADSL on
loops no longer than about 9–12 kft [ANSI T1.417].
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Abstract Dynamic spectrum management (DSM) dramatically improves
the speed of Digital Subscriber Line (DSL) services. When the highest level
of coordination is available, up to 500 Mbps can be realized for a sin-
gle twister pair. With the medium or low level of coordination, the data
rate can still be significantly improved over current data rate. In practice, the
level of attainable coordination varies depending on each service provider’s
situation: deployment scenario, government regulation, etc. This chapter
provides a guideline for each service provider so that 500 Mbps per user
becomes viable in the near future.

291



Dedieu/Implementation and Applications of DSL Technology AU3423_C008 Final Proof Page 292 18.9.2007 04:24am

292 Implementation and Applications of DSL Technology

8.1 Introduction

Dynamic spectrum management (DSM) provides an evolutionary path
toward the goal of ubiquitous single-line Digital Subscriber Line (DSL)
service that delivers 500 Mbit/s to each customer. This chapter provides an
overview of various DSM technologies that offer a promising lead to this
ultimate speed.

The performance∗ of any DSL system [Starr 1999] depends on the chan-
nel and the noise level at the receiver. The noise at the receiver is composed
of additive white Gaussian noise (AWGN), impulse noise, any AM radio sig-
nals that couple into the twisted pair line, and crosstalk from other lines
in the same physical cable. The capacity, which is the maximum data rate
achievable in a given channel at a particular noise level (see chapter 4 of
[Golden 2006]) is expressed as

C = 1

2
log2

(
1+ SNR

)
bits/dimension.

Here, SNR is the signal-to-noise ratio at the receiver. Therefore, to increase
the data rate, either the transmit signal power must be increased or the
noise from other sources must be decreased. DSM is an approach to
improve the performance of all transceivers in the entire DSL system by
dynamically managing the spectra of all DSLs such that the crosstalk from
other lines is mitigated.

At present, the spectrum of any standardized DSL is controlled by an
upper limit ([ANSI T1.417], method B). All the DSL standards clearly dictate
the maximum power spectral density (PSD) that the DSL system is allowed
to transmit. This limit, which is a function of frequency, is known as the PSD
mask. As long as the PSD mask is not exceeded, DSL modems are allowed
by standards to transmit any spectrum that they choose. There are two
problems with this approach.

First, this approach does not always provide reasonable data rates for
all the lines. To determine the static PSD mask for each standard, various
loop topologies were considered. However, it is impossible to consider all
possible deployment topologies in advance, and therefore the standard-
ized PSD masks are suboptimal for at least some unforeseen deployment
topologies. For example, when asymmetric DSL (ADSL) was first deployed,
all the DSL access multiplexers (DSLAMs) were located in the central office
(CO). However, as the number of ADSLs increased, service providers

∗ The performance of DSL systems can be characterized by any of the following metrics: the
bit rate versus reach curve per line, the bit rate distribution among lines in the same physical
cable, etc.
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began installing remote terminals (RTs); hence, now quite a few DSLAMs
are located in the RT as well as in the CO. The static spectrum mask app-
roach significantly reduces the bit rates of lines from the CO because of the
strong interference from the transmissions on lines emanating from the RT.

Second, the data rate achievable by static spectrum management is much
lower than the optimal data rate∗ that the network can provide with a
dynamic approach. This is due to the fact that any static spectrum must be
designed assuming the worst-case deployment scenario; in other words,
after considering various channel and noise conditions, the PSD that can
guarantee the minimum data rate with the worst combination of channel
and noise conditions should be selected. Therefore, the current design app-
roach necessarily leads to DSL deployment that is overly restrictive in terms
of both coverage and speed. Moreover, static spectrum management hurts
other lines unintentionally; some lines (short line or low-noise lines) can
achieve reasonably good data rates even though they do not transmit all
the power. By transmitting at the full power level (as in static spectrum
management based on the PSD mask), modems on these lines unnecessarily
limit the data rate achievable on other lines. This phenomenon happens
because the static spectrum management does not take into account the
potential to optimize the data rate for all the users.

Suppose that 25 copper lines exist in a cable bundle. Depending on
the time (day versus night, weekday versus weekend) and the location
(commercial versus residential area), the demand for DSL services varies.
For example, the data traffic load at an office is heavy during the daytime
and may be close to zero at night. Furthermore, depending on specific loop
topologies, the interference caused by one line to another varies. Some
pairs might be physically close in the binder over a very short distance;
hence, the interference between these pairs might be very small. On the
other hand, other pairs might be proximate along most of the loop length,
which leads to a very strong interference between the two pairs.

In static spectrum management, ignoring all these specifics, it is assumed
that all 25 copper lines are always used at their full capacity, and that the
interference path gains are always at the maximum level in all cases. This
assumption is inevitable because only one (a “static”) solution has been
specified. In reality, it is very unlikely that all the lines are always used
at their maximum bit rates, and it is impossible simply because of cable
geometry that the interference path gains are all at the maximum level. It
is possible that only one subscriber is using his or her DSL service while
no other users are using the DSL service at the moment. Likewise, perhaps

∗ For multiple lines, no one scalar value can fully describe the trade-off among different lines;
hence, instead of data rate, the data rate region (the region where achievable rate pairs are
marked) is preferable for multiple lines.
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the interference level between two active pairs is minimal because of their
locations in the cable binder. Even in these cases, with a static spectrum
management method, the bit rates on all loops are limited.

The limitation caused by static spectrum management is an especially
serious problem for expanding DSL service range. The transmitted signal is
attenuated as it propagates along the copper loop. Hence, to support cus-
tomers in a wider area, either a stronger signal must be transmitted from the
CO, or the loop noise must be reduced. Under a static spectrum manage-
ment scenario, the transmitted signals are typically already at the upper limit
because the standards presume the worst-case scenario. Reducing the inter-
ference is not feasible under static spectrum management because crosstalk
does not decrease unless modems transmit at lower power levels, which
is contrary to the objective of transmitting at the maximum allowed power
level. Hence, using static spectrum management, the DSL service area is
reduced, as is the revenue of service providers.

DSM [ANSI T1E1.4-R4] is an evolutionary step in DSL spectrum man-
agement strategies. DSM adaptively allocates the available resources among
multiple lines, depending upon the channel characteristics and the crosstalk
activity on the lines. By guaranteeing spectral compatibility among different
services, DSM promises faster and more reliable information delivery.

Revisiting the example where 25 copper lines exist in a telephone bun-
dle, suppose that in the middle of the night at school, one PhD student
is trying to download a large paper from a website using DSL. If static
spectrum management is used, the speed is as slow at night as during the
daytime when many other students are also using their DSLs. However, if
the DSL network uses DSM, the speed at night can be much faster than
during the daytime because the bit rate on the line in use can be optimized
to take advantage of the low-noise conditions.

Two principles guide the improvements resulting from DSM. First, DSL
modems should not transmit more power than necessary to achieve their
target data rates with good quality of service. Second, DSL modems should
not use more bandwidth than necessary. When applied, these two simple
principles allow for enormous rate and reach improvements. Because the
spectrum is dynamically controlled by these two principles, DSM can pro-
vide a satisfactory solution for channel and noise environments that static
spectrum management could not handle properly. At the time of this writ-
ing, DSM is an ongoing project of NIPP NAI [ASSIA Inc. 2006].

8.2 History of DSM

To understand the role of DSM at each development stage of DSL systems,
it is useful to present the context in which DSM evolved.
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Figure 8.1 Digital subsriber line (DSL) environment.

As described in detail in [Golden 2006], DSL transmission occurs
between the modems at the customer side (the customer premises equip-
ment (CPE)) and the modems at the CO (or RT or equivalent), which
are connected through twisted-pair copper lines. Several twisted pairs are
physically bundled together in the same cable, resulting in electromagnetic
coupling, which induces interference known as crosstalk in the neigh-
boring lines. Near-end crosstalk (NEXT) refers to the interfering signals
at the receiver originating from transmitters at the same side of the line
as the affected receiver. Far-end crosstalk (FEXT) signals originate from
transmitters at the other side of the line from the affected receiver. Both
types of crosstalk are illustrated in Figure 8.1.

Because the spectral incompatibility among different DSL types (for
example, ADSL and SHDSL, see Chapter 17) and among different ser-
vice providers can aggravate the crosstalk problem, existing static spec-
trum management enforces overly conservative PSD constraints for all DSL
services, thereby severely limiting the achievable performance. Clearly,
more optimal spectral allocations can be determined. DSM, even in a non-
coordinated situation (to be described), immediately achieves a remarkable
improvement in both the DSL service coverage area and the transmission
speed by enabling the DSL modems to “autonomously” adapt their own
spectra without causing harm to the existing DSL systems.
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The autonomous operation of modems on copper loops became a
prominent issue in the United States in 1996, when the Telecommunica-
tions Act of 1996 required incumbent local exchange carriers (ILECs) to
lease unbundled network elements (UNEs) to certified competitive local
exchange carriers (CLECs). The UNEs include lines from the CO to the cus-
tomer. Therefore, multiple service providers may share the copper lines in
a telephone binder. For example, in Figure 8.1, lines operated by differ-
ent service providers could reside in the same binder. In this “unbundled”
scenario, the data rate can be poor, especially for the longer loops, when
static spectrum is used.

On the other hand, the increasing investment in fiber-to-the-curb (FTTC)
installations is gradually resulting in a topology where the optical fiber is
deployed between the CO and an optical network unit (ONU), which is
located closer to the customer premises. Then, twisted pairs emanate from
the ONU to provide the “last mile” connection to the customer. The ONU
equipment includes a DSLAM performing the appropriate multiplexing or
demultiplexing operations between the fiber link and the DSLs. The corre-
sponding inverse operations are done at the CO. Very High Bit-Rate DSL
(VDSL) will mainly be deployed in such “fiber-assisted” environments (see
Chapter 17).

The extension of optical fiber toward the customer premises implies
higher DSL data rates because the shorter lines attenuate signal much less
than the longer lines do. A potentially more important observation, how-
ever, is that with an ONU, a single DSLAM may be attached to all of the
DSL modems. This change of paradigm allows the possibility of coordi-
nating the DSL modems at the DSLAM, enabling additional significant data
rate gains beyond those achievable with autonomous DSM [Ginis 2002].
The loop configuration suggested in the lower part of Figure 8.1 illustrates
this scenario.

Another advantage of deploying DSL from an ONU or the like is that
a completely coordinated DSL service is possible if all the lines from the
ONU are owned by a single entity, which is the case in most countries.

8.3 Level of Coordination in DSM

There are four levels of coordination defined in DSM. All the levels
inherently have one common theme in the sense that the power and
rate allocations for each line are dynamically controlled. However, each
method assumes different level of coordination among lines. Some schemes
assume an autonomous balancing of line spectra to improve DSL service
data rates, ranges, reliability, or symmetries. Other schemes assume coor-
dination of line signals maintained by a single service provider. DSM is
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Table 8.1 Dynamic Spectrum Management (DSM) Levels

DSM Level Description
No DSM

0 Completely autonomous spectrum management
Single-line

1 Spectrum balancing
Multiple-line

2 Spectrum balancing (spectra controls)
Multiple-line vectored

3 Coordinated LT-side downstream transmission
and upstream reception

Source: From J. Cioffi et al., Vectored DSLs with DSM. To appear IEEE
WCNC, 2006.

categorized depending upon the level of coordination among DSLs. DSM
is classified into four levels of coordination: level 0, level 1, level 2, and
level 3. Table 8.1 summarizes the four levels.

Before explaining each coordination level in detail, it is useful to
understand the DSM reference diagram. The basic reference diagram
appears in Figure 8.2. The DSM-D interface carries data from vendor
equipment through an element management system (EMS) for LTs (line
terminals or DSLAMs) or an auto-configuration server (ACS) for NTs (net-
work terminals or CPE modems). The DSM control interface, denoted
DSM-C, carries commands usually known as “profile settings” from the
management system (either the EMS or ACS) to the DSLs.

8.3.1 Level 0 or 1
Level 0 coordination means that fully autonomous methods are used for
spectrum selection, and level 1 coordination means that autonomous spec-
trum determination is performed with data rate or power imposition. Most

Figure 8.2 Dynamic spectrum management (DSM) reference model.
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of the currently deployed DSL modems use level 0 coordination, although
level 1 systems have been deployed in some networks. Because these two
levels are closely related, they are explained together here.

Autonomous spectrum management is achieved using the technique
known as “water filling” [Yu 2000] [Yu 2002]. Water filling is a well-known
optimal power distribution algorithm for the single-user communication
channel [Starr 1999] that provides the basis for the power and bit allocation
schemes in most discrete multitone (DMT)-based modems.∗ The single-
user water filling concept is illustrated in Figure 8.3a. Given the channel
SNR in the frequency domain† (denoted as SNR(f)), the optimal spectrum,
S(f), that maximizes the data rate is obtained by allocating more power to
frequency bands with higher channel SNR. The strategy is pictorially the
same as “pouring” the total power in the bowl of the inverse SNR(f) curve,
hence the name water filling.

Level 0 DSM is the case when each DSL modem does water filling inde-
pendently. A power-minimizing (or margin-fixing) version of water filling
is commonly deployed to practice DSM, in which case the target data rate
is fixed and the objective is to minimize the total power used. This power
minimization version is especially attractive because the modem only uses
the amount of power necessary to support its own performance require-
ments and thus does not cause excessive interference to other lines.‡ In
addition to the margin-fixing schemes, both margin maximization and rate
maximization schemes have been suggested [Starr 1999].

In each of these cases, the optimal power allocation is still as achieved
by “pouring the power” into the inverse SNR( f ) curve. However, the water
level is dictated by the target data rate rather than by the total power
constraint.

Currently, most modems perform bit swapping, which is a simplified
version of water filling; bit swapping is a practical technique to implement
water filling in a time-varying noise environment. When the SNR versus fre-
quency changes, all the bits and powers allocated in the affected frequency

∗ DMT is a multi-carrier modulation method adopted in a number of existing DSL standards. In
DMT, the information bits are mapped into a set of quadrature amplitude modulated (QAM)
signals, where these QAM signals are transmitted through independent subchannels in the fre-
quency domain. A detailed description of this method can be found in [Starr 1999] or in chapter 7
of [Golden 2006]. It is possible to perform DSM with a single-carrier modulation scheme, but the
implementation of DSM is much easier for DMT schemes because the power per subchannel is
controlled directly. (See chapter 6 of [Golden 2006] for details of single-carrier modulation.)

† In general, SNR is defined as the signal power divided by the noise power at a specific frequency
or within a particular frequency band. Channel SNR refers to the SNR with unit signal power
across the entire frequency band, which concisely characterizes the communication channel.
For notational simplicity, SNR(f) denotes the channel SNR at frequency f.

‡ Note that in the power minimization version, the water level of Figure 8.1 might not always be
constant over frequency.
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Figure 8.3 (a)Water filling for single-user; (b) iterative water filling for two-users.

band should be recalculated to achieve the optimal data rate. In most cases,
the resulting bits and powers over frequency after the water filling are sim-
ilar to the bits and powers over frequency before the noise environment
changed; by swapping bits from the subchannels where SNR decreased to
the subchannels where the SNR increased, the same results as water filling
may be obtained. Practically, bit swapping is preferred to “real” water fill-
ing because the modems do not need to recalculate the bits and powers
over all the subchannels. Instead, after identifying subchannels in which
the SNR significantly changed, the bit swapping is performed over only
the affected subchannels. (See chapter 7 of [Golden 2006] for details of bit
swapping.)



Dedieu/Implementation and Applications of DSL Technology AU3423_C008 Final Proof Page 300 18.9.2007 04:24am

300 Implementation and Applications of DSL Technology

Level 1 DSM is the case where all DSL modems use an algorithm called
“iterative water filling” to allocate power. Iterative water filling is an exten-
sion of the water filling process for a multi-user communication environ-
ment [Yu 2000] [Yu 2002]. This algorithm is based on formulating power
allocation in the multi-user interference network as a competitive game,
in which each user tries to maximize its own data rate in the presence of
crosstalk interference from other users as noise. Starting from any initial
spectrum, the water filling procedure on each line is independently per-
formed across all the DSLs within a binder. It can be experimentally shown
that this distributed iteration process converges to a competitively optimal
equilibrium point, sometimes called a Nash equilibrium in game theory.
Although multiple Nash equilibrium points may exist in the multiuser inter-
ference channel, such a case has not yet been found over ADSLs tested, and
indeed can be mathematically proven not to exist in frequency bands up
to 2 MHz on copper lines.∗ Furthermore, the convergence and uniqueness
of the iterative water filling solution from any initial spectra are guaranteed
for ADSLs [Chung 2003a]. Power-minimizing iterative water filling is also
possible, in which case the target data rate on each line must be provided
to the modems in advance. Maximum data rates are established today even
in static spectrum management by provisioning rules known as profiles;
thus, the need for DSM to impose a target data rate maintains the existing
autonomous nature of DSL deployment today.

For most ADSLs, the data rates achieved by iterative water filling are
very close to those achieved by the optimal rate and power allocation
[Chung 2002]. In [Chung 2002], various channel path gain scenarios (not
just ADSL channel path gains) have been investigated to see under what
channel conditions the power allocation from iterative water filling per-
forms close to the optimal power allocation. It turns out that in the worst
case, for certain channels, the data rate for one user from iterative water
filling can be just one half of the data rate from the optimal scheme. How-
ever, in typical ADSL cases, the performance of iterative water filling is
in fact very close to the optimal case. This result is highly encouraging;
specifically, it implies that iterative water filling, in which the bit rate and
power allocation for each line are adapted autonomously with no central
control, performs essentially the same as when the spectra of all the lines
are controlled by a centralized network entity. It should be noted that the
total power (or rate) still needs to be determined and communicated by
the centralized network entity.

Figure 8.3b illustrates the iterative water filling process for two lines. At
each iteration step, each line’s spectrum “moves away” from the frequency
region characterized by strong interference owing to the water filling

∗ The detailed mathematical conditions can be found in [Chung 2003a].
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process explained above, thereby achieving better performance step by
step. For DMT modems, the iterative water filling algorithm can be sum-
marized for “off-line” analysis as follows:

1. Initialize IterNum = 0
2. Repeat

For i = 1 . . . L
(a) Compute water filling spectrum, Si, for line i.

(b) Compute crosstalk spectra into all other lines as

j �= i, σ
2
j,n
=
∑
i�=j

|Hij,n|2 · Si,n + Thermal Noise

until IterNum = max

Here, L is the number of DSLs, max is the maximum number of iterations

allowed, Si,n is the i-th line’s spectrum at the n-th subchannel, σ
2
j,n

is the

crosstalk variance of the j-th line at the n-th subchannel, and Hij,n is the

crosstalk transfer function from line i into line j at the n-th subchannel.
This procedure assumes that the water fillings occur in a specific order.

However, it should be emphasized that for practical DSL channels, the same
convergence result is obtained whether or not the water fillings occur in
a specific order or simply successively. In other words, each modem only
needs to autonomously execute its own water filling process.

Because each modem performs water filling via bit swapping, as long as
the total rate (or power) is communicated to the modem at the CO, iterative
water filling could be implemented in the network without requiring any
modems to be replaced. However, the conservative rules often imposed by
spectrum management standards would not allow the benefits of iterative
water filling to be fully realized. If these rules were lifted, the benefits of
iterative water filling would be much more pronounced. Furthermore, such
lifting combined with iterative water filling would not lead to performance
degradation on any existing line that continues to use static spectrum man-
agement. The iterative water filling would result in spectra that are no more
“harmful” to existing lines than the ones they would use under the spectrum
management standards. However, the more the lines use iterative water fill-
ing, the greater the advantage becomes. A “single” static line, for instance,
a 998 VDSL system with a fixed PSD mask [ANSI T1.417], can unnecessarily
limit the performance of all future lines. (See Chapter 17 for details of VDSL
systems using band plan 998.)

DSM is permitted in the existing North American spectrum manage-
ment standard [ANSI T1.417] under the definition of “new technology.” This



Dedieu/Implementation and Applications of DSL Technology AU3423_C008 Final Proof Page 302 18.9.2007 04:24am

302 Implementation and Applications of DSL Technology

Figure 8.4 (a) Asymmetric DSL (ADSL) transmission scenario; (b) achievable rate
region by iterative water filling.

accommodation essentially paves the way for future DSM use by allowing
new systems to be deployed as long as they do not harm any existing sys-
tems more than those systems are allowed to harm themselves. As more
DSM-enabled DSL are deployed, DSM will gradually “clean up” the loop
plant in a graceful and consistently performance-improving manner. Service
providers will be motivated to use DSM-enabled modems instead of static
modems as they deploy more remote terminals and more DSLs because
line maintenance will decrease and data rates will dramatically increase.

Figure 8.4 illustrates a classic field problem in current ADSL deploy-
ments, for which iterative water filling can achieve dramatic data rate
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increases. In Figure 8.4a, the ADSL receiver on line 1 experiences large
FEXT from line 2 because of the downstream transmitter of an ADSL
modem installed in the RT, which is only 5 kft away from the ADSL
receiver on line 1. Under the existing static spectrum management rules,
line 1 simply does not work; the achievable data rate is only 300 kbit/s
in the downstream direction, and field personnel must be dispatched to
investigate the reason for the poor data rate.

Crosstalk measurements for a typical configuration as in Figure 8.4a
were reported by the Verizon Broadband Integration Lab [Cioffi 2002]. The
worst-case crosstalk coupling pair is considered here to investigate the ben-
efits of iterative water filling. With static rate-adaptive training, the Verizon
Broadband Integration Lab measured downstream bit rates of 9 Mbit/s on
the short line but only 100 kbit/s on the long line. Figure 8.4b shows the
achievable rates when modems on both lines use power-minimizing (mini-
mum power for a given rate) iterative water filling. For example, denoting
the bit rate on the short line as A and the bit rate on the long line as B, rate
pairs (A, B) = (2, 1.8), (4, 1.4), (6, 0.9), and (8, 0.6) Mbit/s are achievable.
At the expense of reduced rates on the short line, enormous improvements
are possible in the long line. The spectrum on the short line “migrates” to
higher frequencies, yielding to the need for the long line to use the lower
frequencies.

The iterative water filling algorithm can “optionally” be augmented by
an outer control loop when centralized resource allocation is used, thus
providing more flexible services to customers in the form of a broader
range of data rate choices. Clearly, this would require a higher degree of
coordination, and each modem would need to report the relevant DSM
data, such as the achieved data rate, the noise margin, and the associated
transmit power level, to the spectrum maintenance center (SMC). Based
on this information, the SMC would determine the achievable data rate
pairs, or, more generally, the achievable data region, based on which it
can command each modem to perform iterative water filling with a more
optimal transmit power level and target data rate.

Even this small amount of cooperation among the modems offers a great
deal of flexibility. For example, upon the request of a customer or a higher
level of network hierarchy, the SMC can command a modem operating
with an excessively large noise margin to increase the data rate, thereby
providing a higher-speed service, or to decrease its transmit power, which
results in less crosstalk interference to other modems. This concept of flex-
ible service provisioning is not feasible in the static spectrum management
environment, under which each modem is forced to ensure its transmis-
sions remain below the levels allowed by a fixed PSD mask, regardless of
where the modem is located, and to “accept” the resulting data rate whether
or not it is satisfactory.
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Although the well-known water filling algorithm results in a bit distri-
bution with continuous values, all practical DMT systems require that the
number of bits assigned to each subchannel is an integer. (See chapter 7
of [Golden 2006].) Methods of discrete bit allocation have been developed
in the past for single-user DMT systems [Starr 1999]. After a connection has
been established, a bit swapping procedure is used to adapt the bit alloca-
tion to changes in the channel or noise that do not significantly degrade the
channel capacity. However, the number of bits that can be swapped during
each bit swap iteration is limited in ADSL1, the mechanism does not allow
hundreds of bit changes at one bit swap. On the other hand, both ADSL2
and VDSL2 allow many more bits to be swapped during a single iteration,
thus enabling a faster response to a time-varying noise environment.

For interested readers, several theoretical works in this field on various
aspects of iterative water filling are briefly introduced. In [Chung 2003a],
the power allocation strategy is modeled as a rate maximization game, and
iterative water filling is a distributed power allocation scheme in the game.
In the paper, it is shown that the Nash equilibrium always exists.∗ At the
Nash equilibrium point(s), no user needs to change its power allocations
to maximize its own rate. If a Nash equilibrium does not exist, then it
means that at least some users are changing their strategies during each
time instant, even though the channel and total power budget are fixed for
a long time. This behavior is not desirable in practice because it implies that
even though the channel and power budgets are fixed, some users might
be changing their power and rate allocations. Therefore, it is a significant
benefit that in iterative water filling, the Nash equilibrium always exists.

Theoretically, it is also important to enumerate all the Nash equilibrium
points, because each equilibrium point can be an operating point for the
non-cooperative rate maximization game. Hence, by obtaining all the Nash
equilibriums, the number of operating options is known. Enumeration of
the Nash equilibrium is not straightforward in general. For example, in
bi-matrix games, the most elementary type of nonzero-sum games, there
have been many discussions regarding the enumeration of Nash equilib-
riums. For this rate maximization game, [Chung 2003b] found that Nash
equilibriums can be easily enumerated.

8.3.2 Level 2

8.3.2.1 History of Level 2

Level 2 DSM [Cioffi 2006] assumes that the binder topology is known to the
SMC. Binder topology can be identified through a number of mechanisms

∗ Regardless of the channel conditions, the existence of the Nash equilibrium is guaranteed. The
uniqueness of the Nash equilibrium, however, can be guaranteed only under certain conditions
[Chung 2003a].
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within the SMC. Interference path gains between lines can be inferred via
sophisticated correlation methods based upon reported data from the lines,
telephone-number and address correlation, and other published informa-
tion about topology. Inference of suspected crosstalkers and types can be
calculated for the same DSL service provider’s network as well as for any
competitive service provider’s network. Binder identification is beyond the
scope of this section, but the discussion that follows presumes it can be
estimated with some reasonable tolerance.

The optimal condition in level 2 coordination is called the optimum
spectrum management (or optimum spectrum balancing) situation, in
which all the modems know all the other modems’ practices and exact
crosstalk coupling. Optimum spectrum management (OSM) bounds were
investigated by Cendrillon of Alcatel in [Cendrillon 2006]. OSM is called
OSB (optimum spectrum balancing) in Annex A of [ANSI NIPP-NAI].
The OSB technique essentially describes a procedure to maximize a
weighted sum of data rates for all DSL subscribers within a binder. The OSB
procedure requires central knowledge of the allowable spectral masks for
all the lines and the crosstalk power coupling transfer functions between
all pairs of lines. The optimization procedure assumes that crosstalk occurs
only on the same subchannel between lines, and the SMC proceeds to
allocate all the subchannel energies (equivalently, power spectra) and the
number of bits per subchannel for standardized ADSLs and VDSLs. By vary-
ing the relative weights of all the lines (so that the non-negative weights
all sum to one in each case), the rate region is obtained. The rate region
is a multidimensional graph describing the achievable rate combinations
for all the users in the same binder. The number of dimensions equals
the number of lines. For example, when there are two users in the same
binder, a two dimensional graph will show the pair of rates (R1, R2) where

R1 is for line 1 and R2 is for line 2 that is achievable in the given loop

condition.
OSB methods provide a large gain in situations where crosstalk is strong,

particularly when there is a mixture of long and short lines in the binder as
shown in [ANSI NIPP-NAI]. The algorithm of OSB is computationally com-
plex; the complexity increases exponentially with the number of lines and
number of subchannels. A few approximations have been derived to sim-
plify the OSB calculations and essentially achieve the same performance.
All these OSB methods presume a central implementation of bit swapping
by the SMC. As such, unfortunately, all these methods then require a bun-
dled implementation that is almost always contrary to regulatory practice.
Furthermore, to respond to time-varying noise conditions on the lines, OSB
requires a rapid SMC response, high-bandwidth control, and data flows
from both the modem at the operator’s end of the line and the modem at
the customer premises to the SMC. Hence, even if bundling is allowed in
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certain areas of the world, the high-speed central reaction to noise changes
is not desirable and may not be feasible in most situations. Additionally,
there is no facility in current standards for such centrally controlled bit
swapping.

To overcome this issue, band preference spectrum management (BPSM)
was proposed [Cioffi 2004]. In this scheme, the spectrum is managed per
band (which consists of a number of adjacent subchannels) instead of per
subchannel. In its original form, BPSM proposed that the SMC distributes
the new spectral mask to each CPE modem and then indicates that band
preference should be used, then CPE modems would autonomously control
each subchannel by water filling according to the spectral mask specifically
assigned to each modem. This approach is very similar to level 0 or 1 DSM,
the only difference is that in level 0 or 1, the spectral mask is defined by the
standard. In contrast, in the original form of BPSM, the spectral mask is
calculated by the SMC depending on the binder topology. By adjusting the
spectral mask, the interference to other users can be properly controlled.

Compared to OSB, BPSM has significantly lower overhead and a more
distributed resource control mechanism. This scheme, however, is not
proper when the number of active lines or the noise environment is time-
varying. Suppose that the spectral mask for a certain line is calculated
when it causes large crosstalk to another line, to protect the other line,
a very strict spectral mask must be imposed. However, this strictness is
unnecessary when no other users are operating in the same binder.

Thus, in the current BPSM, a power scaling factor is introduced instead
of a spectral mask. The power scaling factor conceptually is a penalty given
to each band. When the spectral mask is controlled, depending on the
binder condition, the level of the spectral mask is adjusted. Depending on
the binder condition, the level of power scaling is adjusted. In this chapter,
the focus is on BPSM using power scaling, which is the most advanced
transmission scheme in level 2.

8.3.2.2 BPSM Using Power Scaling

Band preference (BP) as standardized in [ANSI NIPP-NAI] can be
selected by one-bit indicator from an SMC to all DSLs controlled by
that SMC, in other words, the BP is either “on” or “off.” Different ser-
vice providers’ SMCs can make independent BP decisions if the binder
or cable is unbundled. When BP is off, the DSLs operate as they would
otherwise (presumably using level 0 or level 1 DSM). When BP is on,
DSL transceivers independently and locally run an algorithm that is a
modified version of water filling. In standardized DSLs, there is a quantity
known as the PSDMASK that is distributed by an SMC (or set somehow
by an operator or standard) to DSL modems. The PSDMASK, which is a
function of subchannel index n, represents an upper limit on the power
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that can be allocated to each subchannel. When BP is on, the SMC uses
PSDMASK to provide a BP weighting factor to the loading algorithm. This
BP-on weighting factor is typically between the values of two and eight
in different bands, for example, if the weighting factor is two, then half
of the optimal power allocation is used for that particular band. These
weighting factors are the novel idea in the BP loading algorithm compared
to the iterative water filling algorithms. The modems continue to load,
and if noise changes exceed a threshold, then the algorithm reverts to
normal (BP-off) water fill loading, this change in procedure is the result of
the observation that if the line’s noise changed too much, the weighting
factor previously calculated is not optimal anymore. The modems then
wait for any future subsequent control from the SMC to use a new set
of BP weighting factors with BP reset to “on." This adaptation is devised
so that the CPE modem can autonomously move to a new optimal point
when the binder conditions change.

To understand the simplicity of the BP loading algorithm, it helps to
restate the basic water filling algorithm that assigns an energy En to each

subchannel as a function of a measured channel to noise gain ratio gn on

each subchannel and a constant gap � such that the total energy on the
line does not violate the total power, maximum margin, or PSD constraints.
The basic equation is

En +
�

gn
= constant on all subchannels (8.1)

subject to the energy being non-negative and satisfying the constraints.
Note that Equation 8.1 represents level 0 or 1 DSM water filling. This simple
concept leads either to the maximum data rate when the margin and total
transmit power are fixed (rate-adaptive DSLs), or to the minimum transmit
power when the margin and data rate are fixed (fixed-rate polite DSLs).

With band preference and the supplied set of weighting factors
αn ≥ 0, the water filling in Equation 8.1 is modified to

αn · En +
�

gn
= constant on all subchannels (8.2)

Equation 8.2, which represents BP (level 2 DSM) water filling, is also
subject to the energy being non-negative and satisfying the PSD and total
power constraints. Rate-adaptive or fixed-rate and fixed-margin water filling
can also be implemented within the BP water filling just as in the normal
case in Equation 8.1. The only difference is the use of the energy scaling
factor αn that is supplied by the SMC. If the noise changes substantially on

a line so that
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gn,new

gn,old
< threshold,

then the modem resets αn = 1, in other words, BP is turned off for this

modem and the scale factor is reset so normal water filling is again used.
The SMC can tell whether the CPE modem has reset the BP by examin-
ing the reported PSD(n) and SNR(n), because the reporting mechanisms of
these parameters are standardized. The quantity αn can be inferred from

the difference in supplied PSDMASK(n) quantities when BP is on and off.
Two important issues in the BPSM are how to divide the band and how

to select the weighting factors. The most obvious optimal solution is to
perform an exhaustive search over all possible combinations of bands and
weighting factors. Close-to-optimum solutions are currently being investi-
gated, details are provided in [Lee 2006].

The performance of the various DSM methods is illustrated in Figure 8.5.
For the loop configuration suggested in Figure 8.5a, the rate regions for
OSB, interworking function (IWF), and BP are provided in Figure 8.5b. It
is interesting to note that BP provides a rate region as large as that of OSB;
hence, BP is much more desirable than OSB, considering all the benefits
of BP.

As previously mentioned, most DSL loading algorithms use discrete
(integer bits per subchannel) methods like the Levin–Campello procedure
described in [Starr 1999]. Such practical loading algorithms typically
require the flexibility to add an incremental amount of energy to a subchan-
nel to round the number of bits to the next higher integer. The incremental
energies �En required to add each additional bit to a constellation might

be stored in a table. (There may be many efficient ways to implement
such a system without storing a full table of incremental energies for each
subchannel.) For BP water filling, the table of incremental energies is
scaled by αn, and then loading proceeds as in the normal discrete-loading

situation. The presence of unequal αn will tend to favor loading in some

bands over others.
BP enables the use of level 2 DSM in unbundled environments where

binders of DSLs may be excited by the equipment of different service
providers. Each service provider’s SMC can independently make a deci-
sion on whether to set BP = 1 and supply a set of αn to any or all of

its controlled lines. If there is no SMC for any particular service provider,
then αn is set to one for all that service provider’s DSLs. If multiple service

providers are using BP, then they all may experience yet larger average DSL
data rates, but none may exceed existing applicable standardized (or regu-
lator imposed) PSD masks. Thus, BP represents a significant and practical
improvement from a regulatory and implementation viewpoint.
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Figure 8.5 (a)ADSL transmission scenario; (b) achievable rate region by optimum
spectrum balancing (OSB), interworking function (IWF), and band preference (BP).

8.3.3 Level 3
In this level of coordination, the SMC may observe, process, or supply
corresponding packets of channel input and output samples for some or
all of the DSLs connected to it. The most advanced spectrum utilization
is achieved by the vectored mode, wherein synchronized signals can be
co-transmitted and co-received at one side (typically the ONU side). In this
mode, the SMC is located behind the DSLAM and controls the transmission
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and reception of signals. Coordinated advanced DSM systems essentially
execute the following steps, perhaps periodically, depending on the spe-
cific transmission scenario:

• Network information acquisition phase, where loop characteristics,
transmission parameters, and traffic information as well as external
user commands are collected by a single service provider.

• Negotiation and optimization phase, in which all the information
acquired in the previous step is used to distribute the network
resources among the service provider’s customers, and the commu-
nication parameters are determined to best serve those customers.

• Coordinated operation phase, in which the optimized communica-
tion and network parameters are provided to the modems within a
single service provider’s DSLAM to achieve the “cooperative” data
transmission and reception.

Vectored DMT can achieve FEXT-free transmission in a coordinated
environment in which multiple DSLs “share" their physical signal infor-
mation [Ginis 2002]. In level 3 coordination, the modems on both sides of
the loop (transmitter and receiver) can be coordinated, or only one side
(i.e., transmitters) can be coordinated. When both sides are coordinated
in level 3, then by performing a singular value decomposition (SVD), the
interference from others can be completely removed. In most DSL deploy-
ment environments, however, it is necessary to assume that only one side
can be coordinated in level 3, and, therefore, this is the model on which
this chapter concentrates.

One-sided coordination can occur when a fiber-assisted DSL system
(shown in Figure 8.1) is deployed. In this case, the DSLAM is capable of
generating and receiving synchronized DSL signals from multiple lines. By
employing frequency-division duplexing (FDD), which allocates upstream
and downstream transmissions to disjoint frequency bands, NEXT is easily
mitigated; the major interference, then, is due to FEXT. The performance
loss caused by FEXT becomes much more severe when the lengths of the
DSLs differ significantly. For instance, if all the modems at the customer
side transmit the same power level in the same frequency band, FEXT
caused by short lines at the upstream receiver of a longer line may severely
degrade the upstream bit rate on the longer line.

Vectored DMT exploits the optimum multiple-input multiple-output
(MIMO) signal processing structure, which is the generalized decision
feedback equalizer (GDFE). The GDFE offers a unified view of signal
detection in the interference channel. In the DSL environment, major inter-
ference sources include intersymbol interference (ISI), a signal distortion
caused by the frequency selectivity of the line, and crosstalk interference,
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Figure 8.6 Vectored DMT diagram.

more generally referred to as inter-user inference (IUI). In its most general
form, the GDFE thus views ISI and IUI in the same domain and tries to
eliminate both simultaneously. DMT is a special case of GDFE wherein
only ISI is eliminated.

When DMT is employed as a modulation technique, the signals from
multiple lines can be processed separately at each sub-carrier frequency.
The GDFE structure then can be derived to eliminate the crosstalk.
Figure 8.6 illustrates the block diagram of a vectored DMT system. One
should note that all DSL modems at the customer side are essentially the
same as before, except that the transmission and reception now occurs
synchronously. Synchronous transmission is feasible in a one-sided coor-
dinated situation with a common DSLAM and is accommodated in the
VDSL1 and VDSL2 standards as an option called “synchronous mode”
[ETSI TS101 270-2]. The DSLAM processes the signals to be transmitted
on each line or to be received from each line. It is assumed that all the
channel information, such as signal attenuation and crosstalk character-
istics on each line, is reported to the SMC and is known to the DSLAM
in advance.

In the upstream direction, the DSLAM becomes the cooperative receiver.
The received signal on each line is first processed via the usual DMT
techniques. After the DMT processing stage, the signal at each line con-
tains crosstalk interference from other lines. For each subchannel, all the
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signals from multiple lines are then collected, and interference cancela-
tion is performed: a “rotation” operator (Q∗

n,up
in Figure 8.6) is first applied

such that the signal to be decoded in the current line contains interference
only from the previously decoded symbols in other lines. Finally, decision-
assisted successive cancelation (Rn,up in Figure 8.6) is performed.

In the downstream direction, the DSLAM is the cooperative transmitter,
in which case the corresponding GDFE has a precoder structure. The multi-
line signals to be transmitted are first collected for each subchannel, and
appropriate pre-distortions or precodings (characterized by Qn,down and

Rn,down in Figure 8.6) are successively introduced across all the lines. These

distortions are such that, after passing through the channel, the received
signal at the modem in the customer premises is free of crosstalk.

Although the concept of the GDFE is applicable to any system, the
use of DMT as a modulation technique greatly reduces the computational
complexity of transmitter and receiver processing because each subchannel
can be separately processed in the frequency domain. Moreover, the major
crosstalk sources for each line are usually because of, at most, two to four
neighboring lines in the cable. Therefore, the complexity increase at the
DSLAM is the additional GDFE (or precoder) processing block associated
with, at most, 4× 4 matrix operations per subchannel for each line. There
is essentially no increase in complexity in the CPE.

In most DSL deployment scenarios, two-sided coordination is not possi-
ble because modems at the customer premises are geographically separate;
however, in some private network environments utilizing multiple lines,
modems at both the transmitter and the receiver sides could cooperate.
In such cases, instead of deploying FDD, NEXT cancelation methods can
be used, thus allowing the use of the entire frequency band for both the
upstream and downstream directions.

8.3.3.1 Simulation of Vectored DMT

The need to simulate vectored DMT to investigate the potential benefits in
performance has revealed a deficiency in the channel modeling approach
that has traditionally been used in the DSL industry. For a single isolated
line, the channel insertion gain can be accurately modeled using the pri-
mary parameters of the associated cable (i.e., 24 AWG, 0.5 mm, etc.). How-
ever, in most existing channel models, the geometry of lines in the same
binder is not considered explicitly. When the interference from other lines is
treated just as an interference as in level 0, 1, and 2, the traditional channel
models provide a reasonable approximation of a real channel. However,
in level 3, the interference is canceled via GDFE operations. In this case,
exact channel models are necessary to provide accurate results, because
small phase and gain changes make a big difference in the performance.
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It should be emphasized, however, that more accurate channel models are
necessary only to predict the performance of vectored DMT using simula-
tions. In a real DSL deployment, of course, the channel path gains are fixed
by the loop plant geometry. The gains are estimated by the modems, and
a channel model is not necessary.

8.4 Information Necessary for DSM

DSM specifications address informative methods and requisite accuracies
for identification of crosstalk and line information. Such specifications also
address the format of line and crosstalk information for use by a ser-
vice provider’s DSL maintenance entity, as well as the format for optional
specification and control of DSL transmit spectra where permitted by the
DSL modems. It is difficult to predict the final format of all the necessary
information. In this section, the possible formats of the information for the
ADSL and VDSL standards are provided. More recent results can be found
in [ASSIA Inc. 2006].

Here the ADSL2 list of channel-identifying parameters is enhanced. The
ADSL2 recommendation [G.992.3] specifies that parameters be computed
in two modes:

1 Diagnostics mode can be invoked on-demand to compute diagnos-
tics parameters accurately and exchange them reliably between the
modems, even in conditions of poor SNR that would not normally
allow the line to go into the state known as “Showtime.” In fact,
diagnostics mode is a stand-alone mode of operation that is not
followed by Showtime.

2 Initialization is the procedure by which the two ADSL2 modems
establish a steady-state connection. Successful completion of ini-
tialization is followed by Showtime. The computation of test
parameters during the initialization procedure may be less accurate
than in diagnostics mode, because such computation is constrained
by a shorter period of training than is used in diagnostics mode.
Moreover, during initialization the computed parameters are not
exchanged between modems by default as they are in diagnostics
mode. Instead, these parameters are stored in modem buffers and
are transmitted through higher layers on demand. Some of these
parameters are updated during Showtime, and again on demand:
when an external request for that parameter is issued, the modem
recomputes the parameter, updates its buffer, and transmits the new
value, fulfilling the request.
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The reason for this on-demand computation requirement is that DSM
or the DSLAM itself may use this information for management of the
loops. In the case of DSM, the information may be used to coordinate
the transmitted spectra. To realize its greatest potential, DSM may recog-
nize and respond to changing conditions in the binder, such as modems
being turned on and off, and nonstationary CPE ingress noise sources,
without having to wait for the next retrain or the next diagnostic test.
On-demand reporting of operational data has been standardized by the
ITU-T in [G.997.1] and is implemented in the SNMP MIBs (Simple Network
Management Protocol Management Information Base). Tables 8.2 and 8.3

Table 8.2 Per-Subchannel Parameters Specified in [G.997.1], Which
Enable Level 2 DSM with Discrete Multitone (DMT) Modems

Diagnostics Mode Initialization

H(f )
Range (Scale)×(2−15–1),

linear complex, scale
is 2−15–2

−102.2–0 dB

Granularity Scale 0.1 dB
Size Single 16 bits scale +

2× 16 bits per bin
10 bits per bin

Filter removal Best effort Best effort
Measurement period 1 s 0.5 s
Showtime availability N/A Yes
Showtime update N/A No

QLN(f )
Range −140–0 dBm/Hz −140–0 dBm/Hz
Granularity 0.1 dB 0.1 dB
Size 11 bits per bin 11 bits per bin
Filter removal Best effort Best effort
Measurement period 1 s, rms value 0.5 s, rms value
Showtime availability N/A Yes
Showtime update N/A No

SNR(f )
Range −32–96 dB −32–96 dB
Granularity 0.1 dB 0.1 dB
Size 11 bits per bin 11 bits per bin
Measurement time 1 s 0.5 s
Showtime availability N/A Yes
Showtime update N/A Yes
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Table 8.3 Aggregate Parameters Specified in [G.997.1],
Which Enable Level 2 DSM with DMT Modems

Diagnostics Mode Initialization

Line Attenuation
Range 0–63 dB 0–63 dB
Granularity 0.1 dB 0.1 dB
Size 10 bits 10 bits
Showtime availability N/A Yes
Showtime update N/A No

Signal Attenuation
Range 0–63 dB 0–63 dB
Granularity 0.1 dB 0.1 dB
Size 10 bits 10 bits
Showtime availability N/A Yes
Showtime update N/A Yes

SNR Margin
Range −63–64 −63–64

dB dB
Granularity 0.1 0.1 dB
Size 11 bits 11 bits
Showtime availability N/A Yes
Showtime update N/A Yes

Attainable Bit rate
Range 0–232 − 1 0–232 − 1
Granularity 1 bit/s 1 bit/s
Size 32 bits 32 bits
Showtime availability N/A Yes
Showtime update N/A Yes

list the test parameter specifications that are also mentioned in the [G.992.3]
recommendation.

8.5 Application of DSM to Other Systems

Although DSM was developed for DSL, it may have potential applications
to other types of systems, such as wireless systems. In particular, DSM
methods may be of use in wireless multi-user MIMO systems. When the
channel is changing very fast, then the channel path gain cannot be updated
quickly, so level 0 or 1 DSM schemes could be suitable. When the channel
is changing slowly, then level 2 and 3 DSM schemes might be applied.
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Abstract Broadband Digital Subscriber Line (DSL) access networks can
be designed in a variety of ways to adjust to specific end user demands in
particular market areas. The customers of DSL access networks are Internet
service providers (ISPs), application service providers (ASPs), and other net-
work operators together with the end users. This wide-ranging customer
base can have diverse requirements. Fortunately, there are a variety of pro-
tocols that ride above the transport layer to facilitate flexibility of their DSL
product choice. Such protocols can employ capabilities such as authenti-
cation, quality of service (QoS), configurable latency, as well as allowable
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bandwidth at the lower layers. These capabilities can enable support of
applications such as video conferencing, gaming, streaming, Voice-over-
IP (VoIP), and Video-on-demand (VoD). This chapter describes how the
various layers of protocols and interconnecting element interfaces provide
opportunities for service providers to differentiate DSL products beyond
the simple “best-effort Internet access” paradigm that has been predom-
inant in the first phase of DSL deployments. The chapter also indicates
ways in which this Internet focused architecture may evolve in the future
to support enhanced services beyond commodity Internet access.

9.1 Introduction

Many analysts are fond of saying that network transport is a commodity
business and that the only value (and hence, better Average Revenue Per
User [ARPU] and margin) lies in offering differentiated services above the
network layer. This may be true to a degree in some sectors of the net-
work transport market. For example, the core or backbone fiber networks
often only differentiate themselves on features related to network speed
and resilience. Hence, the real differentiator to the customer then rapidly
becomes one of price. As a consequence, this section of the market has
already degenerated to commodity products with commodity pricing and
over-capacity in the market with multiple networks existing on many inter-
city and intercountry routes. Consequently, the market cannot support all
of the operators and many have hit hard times.

Some analysts may be inclined to extrapolate this scenario to the broad-
band access market. However, the broadband access market is very differ-
ent. For a start, there is much less competition. Although there are a variety
of technologies that can provide broadband access (DSL, cable modem,
satellite, broadband wireless), many consumers do not have much choice.
DSL is the most globally prolific broadband access technology, yet it is
only available to around 60–75 percent of the population in many devel-
oped countries. Cable franchise areas cover an even smaller footprint. The
broadband fixed-wireless access spectrum auctions and deployments have
not been a resounding success in many countries, consequently, this tech-
nology has very limited availability. Satellite is available everywhere includ-
ing rural areas, but because of its higher costs and high latency (which can
reduce throughput on some applications including Web surfing), it is often
regarded as the technology of last resort.

There are of course a number of dimensions to the differentiation
of broadband DSL services. There is the fundamental business model
philosophy that separates the approach of various players. For example,
wholesale versus retail, distribution channels and associated support
(tiering), residential versus business focus, branding versus “white-labeling”
of products, etc. Another key dimension to service differentiation is in the
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“service surround” which generally encompasses factors that are dictated
by processes and systems as opposed to network connectivity. Such service
features can include service level agreement (SLA) parameters, availabil-
ity, provisioning time, fault response time, ordering interface (fax, Web,
electronic data interchange [EDI], eXtensible Markup Language [XML] for
batch orders, etc.), online access to systems to track order progress and
trouble tickets, as well as enabling end users to perform their own line
prequalification processes. However, such factors, whilst important, are
beyond the scope of this chapter. To constrain the focus, the discussion of
service differentiation is limited to attributes associated with the network
architecture and connectivity.

Many consumers usually only have a choice of one DSL network
provider within each technology class where the technology is available to
them. However, the end users are not the only customers for broadband
access networks. Service providers such as Internet service providers (ISPs)
and application service providers (ASPs) together with corporate IT divi-
sions also want to procure such connectivity on a wholesale basis. Again,
choice can be limited. For example, the vertically integrated nature of
the cable industry (and lack of current regulation to force open interfaces
here) means that independent ISPs often cannot deliver their services over
a third-party cable modem infrastructure. DSL fares better in this respect
and owing to regulation is much more open in certain markets e.g., the
EU, to a competitive broadband services market. However, to truly max-
imize customer (consumer or service provider) choice, there needs to be
competition based on product features at the network infrastructure level∗
not just across access technology types.

No single operator is likely to provide all of the broadband access prod-
uct functionality that the market demands. This can be owing to a variety
of factors ranging from the DSL network providers market segment focus,
geographic target, and consideration of their own cross-portfolio canni-
balization. This chapter explains why broadband DSL access is not just a
simple “fast pipe,” but is highly customizable to the needs of different mar-
ket segments because of the huge range of differentiating features that can
be provided.

In this chapter, the various opportunities for service differentiation are
highlighted with reference to the alternative configurations, including the
employment of alternative protocol stacks and network element inter-
faces. Many services can be delivered over a single platform, consisting of
common elements such as the DSL access multiplexer (DSLAM), layer 2
switch, and broadband remote access server (BRAS), which are configured

∗ A point emphasized by the work of the United Kingdom broadband stakeholders group, a
government initiated “think tank.”
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accordingly to support various levels of service requirement. The chapter
points out how the various protocol layers and interconnecting interfaces
provide opportunities for service providers to differentiate DSL products
beyond the simple best-effort Internet access paradigm that has been pre-
dominant in the first phase of DSL deployments. The chapter also indicates
ways in which this Internet focused architecture may evolve in future to
further support enhanced services beyond commodity Internet access.

9.2 Early DSL Access Architectures

This part first gives a high level description of the typical DSL network
architecture, which was first deployed primarily to provide best-effort
Internet access. It describes how the architecture evolved from the dial-
up Internet access model and the end-user options for connecting their
customer premises equipment (CPE) and local area networks (LANs) to
the DSL network. It then goes on to describe each layer of the architecture
in greater detail together with options for service providers, such as ISPs
to interconnect with the DSL network platform.

9.2.1 Overview of Best-Effort Internet Access
Architecture

The desire for “always on,” mass market, broadband Internet access services
has had a significant impact on how DSL network operators design their
broadband network platforms. Many requirements have had to be taken
into account, the most important of which are as follows:

• An always on service in the strictest sense of the word implies that
the Internet Protocol (IP) addressing scheme has to be static. This
is virtually impossible to achieve for mass market broadband IP
services given that public IPv4 addresses are in very short supply.
Hence, a dynamic addressing scheme as employed by most of the
dial IP service providers is necessary.

• Bandwidth contention or end-user “overbooking” of some descrip-
tion needs to be employed within the network to cut down on
network costs, thereby making a viable business case for offering
broadband IP services.

• For some sectors of the market, it may be desirable to be able to
offer a service provider selection capability, e.g., for an end user to
switch directly between ASPs or between their ISP and corporate
network, without traversing the public Internet.
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Figure 9.1 Overview of originally deployed Digital Subscriber Line (DSL)
architecture.

Broadly speaking, as shown in Figure 9.1, three main network com-
ponents are required to be able to offer DSL service to an end user. The
first network component is the local DSL link connecting the end user
to a DSLAM in their local central office (CO) by use of DSL transmission
over copper telephone pairs to a dedicated end-user port on a DSLAM. The
second network component is the backhaul link, which connects the aggre-
gated traffic from the end-user ports on the local DSLAM to a broadband IP
point of presence (PoP) or aggregation node. The aggregation node usu-
ally contains an ATM switch or a BRAS. This DSLAM to PoP link is usually
over a high speed fiber core network connection. The aggregated end-user
traffic from a number of DSLAM end-user ports is usually grouped (e.g.,
on the basis of ATM traffic class, contention ratio or ISP) and transported
within an ATM virtual path (VP). This second network component usually
has a built-in bandwidth contention (on the fiber backhaul) to take advan-
tage of the bursty nature of IP traffic and the fact that not all end users
will be active at the same time. This fiber bandwidth sharing allows a sig-
nificant reduction in network infrastructure costs. These first two network
components in combination usually contain a number of “product” options
with regard to access speeds and can also contain options for different con-
tention ratios. The first two network components also combine to convey
ATM cells across the copper and fiber bearer transmission systems. They
transport an individual end user’s access “pipe” (based on an ATM perma-
nent virtual circuit [PVC]) from the end user’s premises to the broadband
PoP or aggregation node.∗ The BRAS in this PoP may be used to terminate

∗ Before the DSL Forum’s TR-101 Ethernet with QoS architecture, some DSL network architectures,
particularly in the Asia Pacific region, had used Ethernet instead of ATM on the backhaul from the
DSLAMs. In some ways, this was a simpler approach but lost some of the product differentiation
opportunities that relied on ATM traffic engineering.
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the ATM PVC. Hence, ATM traffic engineering and quality of service (QoS)
can be used across this part of the broadband access connection.

The third major network component in the overall end-to-end connec-
tion between end user and their chosen ISP is an aggregate “fat pipe” link
to provide interconnection between the DSL network provider’s PoP (or
aggregation node) and an ISP’s premises. These network components are
more like leased lines, because they are symmetric and can have various
speeds and perhaps resilience options. They may also have different inter-
face and protocol options such as Layer 2 Tunneling Protocol (L2TP), IP,
or direct ATM (discussed later). The number and speeds of such intercon-
nect components that an ISP chooses to take will depend on factors such
as: (a) how many concurrent end users they wish to support, (b) whether
or not they wish to impose further bandwidth contention on their services
(over and above those already imposed by the DSL network provider’s end
user access component), and (c) whether or not they wish to offer their
end users different levels of service (say three offerings labeled, for argu-
ment sake, as “bronze,” “silver,” and “gold” representing three differently
contended services).

Within the generic architecture shown above there may be different
business entities operating. For example, typically an end user will con-
tract with an ISP for high-speed Internet access. The ISP may contract with
a DSL network provider for the broadband access network connections.
The DSL network provider may in turn contract with regional fiber net-
work operators for backhaul fiber (“middle mile”) between their DSLAMs
and their metropolitan PoP (where the DSL network provider locates their
ATM switches, BRAS, etc.). If the DSL network provider is not the inc-
umbent operator, then it may also contract with the incumbent for CO
space to locate their DSL equipment together with rental of the copper
pairs. For an incumbent telephone company, the DSL network provider
and ISP may be separate divisions within the same company. However,
for brevity in the following network architecture discussions, these distinc-
tions are avoided. Hence, where the generic term “service provider” is used,
this could denote an ISP or ASP, or a teleworker’s (end user’s) corporation
(for “Intranet” access). Where the term DSL network provider is used, this
implies both local access and regional backhaul network service provision.

9.2.2 Evolution from Dial-Up Internet Access:
A Session-Based Architecture

To resolve issues related to IP addressing and service selection, a session-
oriented approach has been taken to the provision of early DSL Internet
access services [Enrico 2000]. This is the same approach that was used
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by ISPs, when they deployed dial-up Internet services using voiceband-
modem or basic rate Integrated Services Digital Network (ISDN) access.
A benefit of using this approach in initial DSL deployments was that ISPs
were already familiar with the basic architectural principles, hence they had
the necessary in-house skills and equipment (such as RADIUS servers) to
operate such a service.

The Point-to-Point Protocol (PPP) is used to establish end-to-end ses-
sions between an end user and their chosen ISP over which IP traffic can
then be transported. PPP is the protocol that facilitates the familiar “logon”
via the use of a username and password. It is also used for authentica-
tion of the end user before an IP address is allocated. Similar to dial IP,
end user’s IP addresses can be dynamically allocated during the establish-
ment of a PPP session from an address pool administered by the ISP. The
DSL network provider does not need to take part in the address allocation
process, thereby allowing it to avoid the significant overhead that would
otherwise be associated with obtaining and administering vast allocations
of IP addresses. In addition, the ISP can reclaim IP addresses on termina-
tion of a PPP session (which can be end-user initiated or as the result of an
idle timeout), thereby allowing it to make efficient use of public IP address
allocations.

The use of PPP sessions denotes that the resulting broadband IP services
are not always on. However, the time taken to establish a PPP session over
a broadband network is typically very short (usually less than one second).
In addition, provided that the underlying network has been dimensioned
such that there are always a usable minimum set of (albeit contended)
resources available to every end user, then they should never, under normal
conditions, encounter the broadband equivalent of a “busy tone.” In this
case, the service is said to be “always available.”

A key feature of the architecture is the broadband PoP or aggregation
node, the key component of which is one or more broadband BRASs. These
act as a brokering point with regard to the establishment of PPP sessions
allowing end users to be able to select their ISP on a per session basis. From
the PoP, IP tunnels∗ are used to provide point-to-point connectivity across
a high speed IP interconnection link to the ISP. This interconnection is
usually either an aggregated stream of IP packets from the ISP’s end users
(PPP Terminating Architecture [PTA]) or PPP sessions from the ISP’s end
users (L2TP architecture). In the PTA approach, the DSL network provider’s
BRAS is terminating the PPP sessions. In the L2TP approach, the DSL
network provider’s BRAS acts as an L2TP access concentrator (LAC) and
forwards an aggregated stream of PPP sessions over an L2TP tunnel to

∗ The IP tunnels are implemented using the IETF recommendation for the Layer 2 Tunneling
Protocol or L2TP (RFC2661).
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an L2TP Network Server (LNS) which can be implemented on another BRAS
or a router in the ISPs domain. The PPP sessions originating from end users
are extended via the appropriate tunnel to the ISP and terminated (follow-
ing successful authentication) on the ISP’s LNS. It is these tunnels along
with appropriately dimensioned and provisioned transmission pipes that
constitute the aggregate fat pipe interconnections described above. There
are two main approaches to implement PPP functionality on broadband
networks. These are termed “PPPoA” and “PPPoE” and are described in
more detail later.

9.2.3 End-User IP Connection to the DSL Service
DSL service presentation to business end users is predominantly via a
10/100 BaseT Ethernet interface on a DSL router (CPE). This allows a cus-
tomer LAN to be used to share the DSL connection amongst a number of
host machines (PCs, etc.). In a PPP over ATM (PPPoA) environment, the
PPP session is terminated in the DSL router. A simple Web server built into
the DSL router can facilitate easy configuration (of the username, password
parameter, and network settings) and control of the PPP session. The IP
address obtained from the ISP address pool during session negotiation is
assigned to the network-side port.

There are then two options with regard to the IP addressing used on
the LAN side of the DSL router. One option is to use private addressing
(as described in RFC1918) and use network address translation (NAT) to
hide the entire private IP subnet behind the single network-side IP address.
The advantages with this option are that it makes efficient use of an ISP’s
address allocation and offers the end user a level of security against hacking.
However, NAT is a double-edged sword—it does not allow unsolicited IP
access from the network-side of the DSL router. This is problematic for
an end user subscribing to an Internet access service that wants to host
Internet services (Web servers, etc.) on their own premises.

There is an expedient workaround that can be used to address this issue.
An approach variously known as “static PAT (Port Address Translation)” or
“punctured NAT” can be used to define specific UDP/TCP (User Datagram
Protocol/Transmission port numbers that will be Control Protocol) “listened
for” on the network-side interface. These are mapped to specific IP add-
resses on the LAN-side subnet that correspond to hosts upon which the
required Internet services are running. The problem here is that as each
new Internet service is added by an end user, it is necessary to make a
change to the configuration of the end user’s DSL router.

Another aspect to NAT, which makes it undesirable for many end users,
is that it is not transparent to all higher layer applications. In particular,
H.323-based video conferencing applications and many network games
may not work.
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The other option for addressing used on the LAN, is to avoid running
NAT on the DSL router—thereby eliminating the problem of application
non-transparency described above. In order for this to work, an IP subnet
that is part of the ISP’s address allocation has to be statically assigned to
the end-user LAN and a suitable IP route established on the BRAS. Of
course, this approach means that the IP addresses spanned by that subnet
are unavailable for use with other end users’ PPP sessions. This option
is therefore expensive with regard to IP address usage. In addition, the
DSL router no longer has the security that comes with NAT (unless firewall
functionality is put in its place). Many ISPs selling DSL access services offer
both static IP address (no NAT) and dynamic IP address (NAT) options and
usually charge more for static IP addresses.

The preceding arguments are not applicable to all consumer end users
because many consumers will use universal serial bus (USB) modems
instead of Ethernet routers to connect to their DSL service. USB DSL
modems extend the ATM PVC from the DSL modem into the host PC or
MAC itself (in essence, the USB DSL modem is acting as a layer 2 bridge).
This allows the PPP session to run all the way from the ISP’s BRAS to the end
user’s PC. The IP address allocated by the ISP during session negotiation is
assigned directly to the host as in dial IP. (In fact, the method of managing
the PPP session is very much like the legacy “dial-up networking” client.)

9.2.3.1 Device Types

The CPE used at the end users premises to connect them to their DSL service
is available in a number of forms. The simplest (and hence among the
cheapest) is a peripheral component interconnect (PCI) card ADSL modem
which can be installed directly on a card slot within a PC. Many service
providers have avoided offering this approach directly, because of liability
concerns when an end user is required to “crack open” their PC to get
service. However, one way they have mitigated such issues is to bundle
a new PC (including a pre-installed ADSL modem card) as part of a DSL
service package.

The next simplest product is a USB modem. Like the PCI DSL card, this
provides DSL transmission and can support PPP and ATM protocols via
the use of software drivers installed on the end users PC. However, it is
an external modem and so does not require opening up the PC case for
installation, it simply plugs into a USB port. Some USB modems also have
drivers for Apple Mac machines. It is possible to share a DSL connection
with other devices using the simple modems described above if one PC
is acting as a master gateway. However, this has security issues if Internet
connection sharing is enabled on a gateway PC, which also directly uses the
publicly accessible IP address allocated by the ISP to the DSL end user. For
more than one end user, it requires the gateway PC to be always switched
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on (because it powers the DSL PCI card or USB modem) in order for other
devices to access the DSL connection.

A DSL router is the best way to share a DSL connection among a number
of end users. In addition to the modem functionality, these devices provide
Ethernet ports to enable multiple devices to connect to the router either
directly or via a hub. The router can contain a range of functions including
a Dynamic Host Configuration Protocol (DHCP) server to allocate private
IP addresses to devices on the LAN, such as multiple PCs and other per-
ipherals like printers and scanners ensuring that they are addressable and
reachable to and from each other. The DSL router will also include NAT
functionality to translate between private LAN IP addresses and the publicly
accessible wide area network (WAN) IP address allocated to the router by
the end user’s ISP (during PPP log-on session). This gives better security
than the simple DSL modems described above, because it helps to hide
the IP address of any connected PCs from potential intruders. Some manu-
facturers refer to DSL routers as residential gateways or premises routers.
Some manufacturers include advanced functions such as firewalls, virtual
private network (VPN) termination, and print servers in their CPE products.
DSL routers that also include voice ports are generally termed integrated
access devices (IAD). All this additional functionality beyond the basic DSL
modem has the potential to make the DSL device a portal in the home
or business, through which a diverse range of services are provided. This
DSL gateway market is being targeted by manufacturers and vendors from a
range of industry segments including modem, router, consumer electronics,
games console, and PC industries.

Home networking technologies have been developed to support the
transparent transmission to and from the DSL network, without having to
use Ethernet cabling to wire every device to the router. Hence, some DSL
routers include home phone networking alliance (HPNA) interfaces to con-
nect to home devices over existing internal telephony extension wiring.
Another even more popular approach is to use wireless LAN interfaces to
facilitate radio links between the DSL router and LAN devices, e.g., via use
of the IEEE 802.11g standard (Wi-Fi). For such wireless networks, security
can be provided by appropriate configuration of the encryption and access
control and even via use of additional overlay VPNs, to prevent interception
of local signals and unauthorized access to the LAN or DSL connection.

As these customer premises devices are developed to complement and
interwork with the evolving DSL network architecture, additional functions
will become included. These may include the shaping of IP flows per down-
stream devices such as IP phones. Sessions need to be prioritized for each of
these IP-based devices. Some devices may communicate with proxies that
then can relay or translate state or configuration information for the end
device. Data, voice, and video can be delivered from a single DSL router or
gateway device. However, these differing services can place different and
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perhaps conflicting requirements on the DSL access delivery mechanism.
For example, streamed video is characterized by being tolerant of delay
but very intolerant of transmission errors. Voice requires low latency and
is relatively tolerant of errors. Data is generally tolerant of both delay and
transmission errors, however, in the context of TCP/IP (Transmission Con-
trol Protocol/Internet Protocol), the delay must be minimized to prevent a
detrimental effect on data throughput (see Section 9.2.5.1.2).

The majority of initial applications delivered over the DSL network to the
customer premises were focused on the PC. Thereafter, new applications
have increasingly targeted a diverse range of devices such as televisions,
set top boxes, games consoles, telephones, cameras, Web appliances, home
automation equipment, and security devices—as the “data origination and
consumption points.” As an overall trend, the DSL router is becoming more
sophisticated and will include increasing capabilities to allow remote man-
agement as part of a DSL service. This could be used, e.g., to enable the
VPN and firewall functionality of a teleworkers DSL router to be centrally
configured, in accordance with corporate IT security policies. It could also
be used to enable additional voice ports to be temporarily enabled on a
residential IAD for a weekend visit by a relative. The signaling and manage-
ment capabilities of DSL CPE will become increasingly sophisticated as the
architecture evolves from best-effort Internet access to delivery of multiple,
simultaneous, and real-time multimedia services.

9.2.3.2 CPE Interconnection Approaches for DSL Services

In the early days of DSL deployment, interoperability of CPE with DSLAMs
was not as mature as it is today; therefore, the only viable approach was for
the DSL service provider to provide the end user with CPE that they knew
would interoperate with their installed DSLAMs. With this approach, the
CPE was often owned by the DSL network provider as an NTE (Network
Terminating Equipment). Some operators increased DSL CPE choice for
end users by performing their own rigorous testing on vendor equipment,
and then selling or renting CPE from a limited range of equipment whose
interoperability and range was proven.

The development of unified DSL standards by the ITU-T together with
interoperability test plans and “plug fests” programmes developed by the
DSL Forum have resulted in interoperability of DSL CPE and DSLAMs from
disparate vendors. This has enabled some DSL service providers to move
to a “wires-only” model where the end user is free to supply their own DSL
CPE as long as it meets the appropriate standards. This has consequently
allowed a retail DSL CPE model to develop in those countries where the
service providers have confidence in the vendor community’s ability to pro-
duce standards compliant products (thus meeting a minimum transmission
range performance standard).
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To take advantage of interoperable DSL CPE and facilitate a mass
consumer market for DSL services, the other key requirement is self-
installation of equipment by the end user. Without this, installation req-
uires a DSL network provider engineer to install the equipment, which is
clearly inappropriate for large scale deployment. Developments in DSL CPE
interoperability and ease of configuration have avoided the need for an
engineering visit to install and configure the DSL modem or router. How-
ever, it was also necessary to be able to avoid an engineering installation
of the ADSL splitter that separates and isolates the ADSL signal from the
voice-band POTS signals. The development of microfilters facilitated this so
that self-installation of both microfilter and ADSL CPE has become the
de-facto approach. It also gives the end user the flexibility to plug their
ADSL modem into any telephony extension socket in the premises. The
user simply needs to place a microfilter into every socket into which a
telephony device is present. The microfilter is essentially a low pass filter
that allows the 4 kHz POTS signal to reach the telephony CPE but blocks
the ADSL upstream and downstream signals as shown in Figure 9.2. The
microfilters also isolate the ADSL modem from the impedance variations
of the telephony CPE which can present an open circuit in the ADSL
band (especially, when off-hook) that could result in error bursts or even
complete loss of synchronization (of the modem to the DSLAM). The ADSL

Figure 9.2 Asymmetric DSL (ADSL) customer premises equipment (CPE) instal-
lation using distributed microfilters.
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CPE contains a high pass filter to block the POTS signal to only allow the
high frequency ADSL upstream and downstream signals to pass.

For consumer focused ADSL, the key issues associated with self-
installation of microfilters, variation in DSL equipment performance, and
ease of configuration of higher layer protocols have been largely solved.
For business focused DSL services, especially those using Symmetric High
Bit-Rate DSL (SHDSL) routers, SHDSL leased line replacement services
(e.g., using circuit emulation to present T1, E1, X.21, or V.35 to the end-
user or VoDSL IADs) will still be offered by service providers who provide
installation and perhaps ongoing CPE management options as part of the
DSL service.

9.2.4 Overview of Protocol Layering in DSL
Architectures

Network architectures are often described in terms of the various protocol
layers. DSL transmission systems work at the physical layer of the Open
Systems Interconnect (OSI) model∗ and only span the access link between
end-user premises and the DSLAM associated with a local CO or remote
terminal (RT). However, additional network links and protocol layers are
required to deliver an end-to-end service between an end user and an ISP.
Examples of the links and protocol layers are described in more detail in
the remaining parts of this section. An example of the protocol layers used
to transport e-mail (using Simple Mail Transfer Protocol [SMTP]†) across a
DSL network is illustrated in Figure 9.3 showing the mapping to the various
layers of the OSI model.

There are actually seven layers in the OSI model. In the above e-mail
example, the presentation and application layers will be determined
largely by the e-mail package that the end user is running on their PC,
to communicate with their mail server. The five layers above are those
required to be provided by the DSL network provider and ISP to convey
the e-mail application across the network.

The applications and higher layer protocols are successively encapsu-
lated by the lower layer protocols. Depiction of this way of visualizing
the protocol “stack” is often shown in a “horizontal” protocol encapsula-
tion diagram with lower layer protocols on the left. For an over-simplified
example, see Figure 9.4.

∗ http://www.webopedia.com/quick_ref/OSI_Layers.asp
† SMTP is often used for an outgoing mail servers, while POP3 servers are used for incoming mail

servers.
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Figure 9.3 Example of DSL architecture protocol stack.

An end user’s application data may be encapsulated within a ses-
sion layer “transfer protocol” such as SMTP for e-mail, File Transfer Pro-
tocol (FTP) for file transfer or Hypertext Transfer Protocol (HTTP) for
Web surfing. This is then encapsulated within a transport layer protocol
such as TCP which can provide flow control (if required by the applica-
tion) ordering guarantees, and reliability (in the form of handshake and
retransmission). The transport protocol is then encapsulated within IP
packets where IP is essentially acting as the unifying “network glue” of
the Internet.

IP network layer encapsulation may involve further partitioning of the
data stream (fragmentation) and adding “overhead” headers and trailers,
such as source and destination addresses to each fragment of the data.
These packets can then be conveyed between the end user’s PC or DSL
router and an ISP using PPP sessions. The PPP sessions enable authentica-
tion (by username and password) and also enable the ISP to provide the
end user with a publicly accessible IP address. In this way, data can be

Figure 9.4 Example of simplified protocol encapsulation.
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Figure 9.5 User data transported viaTransmission Control Protocol/Internet Pro-
tocol (TCP/IP) in Point-to-Point Protocol (PPP) sessions over ATM.

routed between the ISP/Internet back to the end user. The PPP sessions
can then be “adapted” to ATM cells (e.g., via PPPoA protocol and ATM
adaptation layers such as AAL5) for transport over an ATM network with
the appropriate ATM traffic class and quality of service (QoS). This involves
further segmentation of the packetized data stream into 53 byte ATM cells
with their own headers for switching across the ATM infrastructure (as illu-
strated in Figure 9.5). The ATM cells will then be transmitted over some
form of physical layer transmission system for each link in the connection,
such as via DSL over copper and via SDH or SONET over fiber.

The overheads associated with each successive layer of encapsulation
reduce the ratio of end-user data to actual number of “bits” transported
across the physical transmission system, hence reducing effective through-
put as perceived by the end-user’s application. There is often a functionality
versus efficiency trade-off in DSL system architecture design with respect
to the protocol stacks employed.

In practice, there may also be different protocol layers present on dif-
ferent links within the end-to-end connection. For example, as will be des-
cribed later, the link between a DSL network provider and an ISP may
group all the PPP sessions of end users associated with that ISP into an
L2TP tunnel, which ultimately may be conveyed to the ISP over either ATM
or Ethernet infrastructure as illustrated in Figure 9.6.

Figure 9.6 Example of protocol encapsulations on the link between DSL network
provider and Internet service provider (ISP).
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The various protocol layers involved in end-to-end DSL architectures
are described in greater detail in the following sections.

9.2.5 Physical Layer

9.2.5.1 DSL over Local Copper Access Network

The physical layer in the local access network consists of twisted copper
pairs of wire bound in binder groups of cables, which was originally used
just to connect end users telephony equipment to the local CO. An end
user’s DSL CPE is connected to a DSLAM via these same copper wires.
DSLAMs can be both CO-based and RT∗ based. The various DSL trans-
mission types and modulation techniques are described in detail in other
chapters of this book. However, one characteristic of the transmission tech-
nique does have a notable impact on the performance of the higher layer
protocols and its impact that is covered here.

9.2.5.1.1 Impact of DSL Latency on Applications

ADSL was originally conceived as a delivery mechanism for streamed, com-
pressed video over the copper access network (e.g., for Video-on-Demand
[VoD]). The high tolerance of video delivery to delay meant that for this app-
lication ADSL was able to employ physical layer forward error correction
and interleaving techniques to mitigate the effects of impulse noise on the
integrity of the bit stream. Interleaving in particular is critical in the defence
against impulse noise events, commonly encountered in the copper access
network, as interleave processing can translate a single significant noise
event into many recoverable insignificant events. However, its downside is
that it introduces significant delay. Hence for ADSL delivery, low delay is
synonymous with burst error events, whilst if higher delay can be tolerated
(as for VoD), improvements toward more error-free transmission can be
achieved. Typical round trip delay figures for ITU-T compliant ADSL are
up to 45 ms if interleaving is employed and 5 ms if it is disabled.

However, as the driving “killer” application for ADSL shifted away from
VoD and toward high speed Internet access and in particular gaming, the
deployed architectures generally only used the fast latency path. This is
because of the use of TCP above the end-user IP layer, which can affect
data throughput (see next section).

When considering transmission of multiple, mixed services over an
ADSL access system, the link between interleaving depth (i.e., delay) and

∗ Remote DSLAMs placed closer to the end user effectively reduce the length of copper over which
the DSL needs to operate. They are often used in parts of the network where local communities
are a long distance from the CO or can be located in the basement of multi-tenant units or on
campus networks.



Dedieu/Implementation and Applications of DSL Technology AU3423_C009 Final Proof Page 336 20.9.2007 05:35pm

336 Implementation and Applications of DSL Technology

error rate leads to the logical conclusion that different interleaving depths
may be required for different services. This was considered during the
development of ADSL, hence the ITU-T ADSL standards allow for two dif-
ferent interleave “paths” through the ADSL link whereby the data stream
can be split between a “fast path” and an “interleaved path,” a concept
referred to as “dual latency.” However, dual latency is optional and was
not used in initial DSL deployments, which were all single service (i.e.,
either VoD or Internet access but not simultaneously). Furthermore, it is
not possible to dynamically vary the share of the available bandwidth be-
tween the two paths, hence, the bandwidth allocation is usually fixed under
management control. This leads to limitations for multiple service delivery,
where it may be desirable to dynamically share ADSL transmission capacity
between multiple services each with differing latency requirements. One
possible way around this dual latency problem is to carry all traffic over
the same low latency (non-interleaved) ADSL path and rely on appropriate
transport layer protocols (e.g., TCP) to ensure error-free delivery for error
sensitive applications. However, TCP is not appropriate for real-time ser-
vices that cannot tolerate any delay owing to retransmission and buffering.
Hence, there may then be a requirement for an application layer forward
error correction (AL-FEC) code. In summary, the ADSL “slow” interleaved
transmission path is expected to be only really necessary for a video ser-
vice, where low bit error rate (BER) (resulting in less Moving Picture Experts
Group [MPEG] artefacts and corrupted video frames) is more important than
delay. This will be especially true for transport of high-definition TV over
DSL. For data, additional delay can affect throughput where TCP is used.
For voice, any additional delay can affect subjective quality, hence latency
should be reduced. Thus, the vast majority of ADSL deployments today and
in the future will probably either be ADSL fast path based or they will use
a “compromise” interleaving depth on a single slow path (e.g., between 10
and 16 ms) to ensure good impulse noise immunity, line stability, and video
quality without unduly compromising data throughput or voice quality.

Note that for SHDSL transmission, there is no choice of latency at the
DSL transmission layer, and the DSL transmission latency is low. The ITU-T
standard requires a one-way delay of <500 µs for bit-rates >1.5 Mbit/s and
a one-way delay of <1.25 ms for bit-rates <1.5 Mbit/s. Hence with SHDSL,
voice and TCP protocols do not experience any performance impact.

9.2.5.1.2 Impact of Physical Layer Latency on TCP/IP Data Throughput

The TCP receive window size is the amount of receive data (in bytes) that
can be buffered at one time on a connection. The sending PC or server
can send only that amount of data before waiting for an acknowledgement
(ack) and window update from the receiving PC or server. Larger receive
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windows improve performance over high delay, high bandwidth networks.
For greatest efficiency, the receive window size should be an even multiple
of the TCP maximum segment size (MSS). The maximum TCP window size
is determined by a parameter in the PC’s registry, not something the average
end-user PC will be capable of configuring.

The TCP/IP stack is designed to “self-tune” in most environments.
Instead of using a hard-coded default receive window size, TCP adjusts
the window size to even increments of the MSS negotiated during con-
nection set up. Matching the receive window to even increments of the
MSS increases the percentage of full-sized TCP segments used during bulk
data transmission. By default, on many PCs the TCP window size is set to
8 KB, rounded up to the nearest MSS increment for the connection. If that
increment is not at least four times the MSS, it is adjusted to four times
the MSS, with a maximum of 64 KB. The maximum window size is 64 KB
because the field in the TCP header is 16 bits long.

The maximum sustained TCP/IP throughput is the maximum throughput
that can be achieved by an end user sending a very large data file. In
assessing maximum sustainable throughput, it can be assumed that the TCP
window on the end user’s PC is open to its largest possible size and that
there are no lost or errored packets causing retransmission and associated
decrease in TCP window size. This is reasonable if there are low error rates
on the physical layer transmission systems.

The maximum sustained DSL throughput is given by the minimum of
the rate allowed by the upstream bandwidth, the rate allowed by the down-
stream bandwidth, and the rate allowed by the maximum window size.

TCP throughput can be constrained by the rate at which acknowledge-
ment packets can be returned:

Throughput = UpStreamBandwidth× SegmentSize× SegmentsperACK

53× CellsperACK

Note that in the early days of ADSL trials, where it was used only for VoD,
the ADSL was highly asymmetric (e.g., 2 Mbit/s downstream and 16 kbit/s
upstream). This did not work well for Internet access, because the acknowl-
edgement packets on the upstream path could not be returned fast enough
to allow TCP to make most effective use of the downstream bandwidth
(low upstream bandwidth also increases round-trip time).

TCP throughput cannot be larger than the downstream bandwidth with
allowance for TCP, IP, AAL5, and ATM headers:

Throughput = DownStreamBandwidth× SegmentSize

SegmentSize + Overhead
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TCP throughput may be constrained by the TCP window size (in bits) and
round trip time (in seconds):

Throughput = Window Size

RoundTripTime

(Window Size is the minimum of the sender’s buffer size, the receiver’s
buffer size, and the congestion window. With no congestion, this is res-
tricted by sender and receiver buffer sizes, typically 8 KB for a PC.)

The resulting maximum sustained TCP throughput is given by the mini-
mum result from these equations. Much work on this topic was undertaken
in the early days of the DSL Forum. Typical results are that for a 2 Mbit/s
link (net of ATM and DSL overhead), TCP and IP overheads cause maxi-
mum downstream data rates of around 1.7 Mbit/s (maximum segment size
536 bytes) or 1.9 Mbit/s (maximum segment size 1400 bytes). Segment sizes
of 1400 bytes are typically more common than 536 bytes.

It can be shown that a TCP window size of 8 KB means that end-to-end
round trip delays must be kept low (e.g., <20 ms for a 2 Mbit/s connec-
tion, but can be greater for lower bit-rates) to achieve the maximum DSL
throughput, because throughput decreases exponentially with increasing
round trip delay. It should be noted that because the TCP throughput dec-
reases exponentially, the drop in throughput as delay increases from 50 to
100 ms is much greater than the drop in throughput as delay increases from
200 to 250 ms.

A TCP window size of 64 KB can give the maximum throughput as
long as round trip delays are less than 250 ms.∗ Some versions of Microsoft
Windows may have a TCP window re-scaling option, which allows these
large window sizes but this would not be straightforward for end users to
configure to maximize their DSL throughput. If there are segments that are
errored or lost, the TCP congestion window shrinks dynamically anyway.

A consequence of the above is that if a larger ADSL interleaving depth
is used to improve video performance (BER), then any simultaneous data
transmission will only avoid TCP throttling, if it is at low bandwidth. Video
transmission together with simultaneous delivery of high-speed data (e.g.,
>1 Mbit/s) or voice will need to use a reduced interleaving depth to avoid
impacting the TCP data (or voice) quality.

This analysis has concentrated on maximum sustained TCP throughput.
This is the measure often used for testing connections (as per the ftp down-
load tests used by many Web sites) and is a measure of interest to users

∗ This is why some broadband satellite modems include proprietary TCP ack spoofing, and why
they are better for ftp transfer than Web surfing. It is also why transcontinental landlines could
impact perceived DSL throughput.
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transferring large files, such as PowerPoint presentations or MP3 files. How-
ever, for interactive Web surfing, the time taken to download a small file
is more appropriate. Differences in maximum TCP window size become
less important if file transfer is often completed before the TCP window
attains its maximum size. Because Web pages are made of many small files
of size 1–3 kbytes, which are downloaded with parallel TCP sessions, it
may be concluded that the download of these Web pages would not be
affected by the maximum TCP window size allowed. However, it must be
remembered that because the transfer takes place in the ramp up phase of
the TCP window, the download rates will be far from the DSL downstream
maximum, because in practice there is typically a ramp up from a small
TCP window at the beginning of the data transfer. Therefore, data transfer
is probably completed before the TCP window attains its maximum size.

In conclusion, it is important for the TCP/IP throughput over a DSL
network that the underlying physical layer performance is adequate. The
key parameters are latency and underlying error rates to reduce TCP
re-transmission.

9.2.5.2 SONET and SDH over Regional Fiber Backhaul

DSLAMs are usually connected to the broadband IP PoP or aggregation
node via optical fiber links. In the early days of some deployments, the
backhaul from the DSLAM may have operated at 34 Mbit/s (E3) or 45 Mbit/s
(DS3). However, as DSL service became popular, more DSLAMs now oper-
ate at a minimum of 155 Mbit/s (STM-1 or OC-3) backhaul. The exception
to this is in lower-density areas such as rural deployments or in the base-
ments of multi-tenant units, where very small DSLAMs may be deployed
with 2–8 Mbit/s backhaul using inverse multiplexing over ATM (IMA) with
backhaul via 1–4 × 2 Mbit/s (E1) circuits. To accommodate higher service
take-up and demand for higher bandwidth video DSLAM vendors then
developed 622 Mbit/s (STM-4 or OC-12) backhaul transmission cards. The
state-of-the-art has now moved even beyond 1 Gbit/s to examine 10 Gbit/s
technology.

DSLAMs can either directly “drive” the fiber backhaul connection, or
they can have a local connection to a colocated SONET/SDH Add-Drop
Multiplexer (ADM) to exploit an existing SONET/SDH infrastructure. The
direct drive approach involves less equipment in the CO. It would need
to make use of 1+ 1 protected fiber transmission directly from the DSLAM
to improve resilience. The use of SONET/SDH ADM for backhaul requires
that additional network elements have to be managed. Nevertheless,
SONET/SDH ring’s resilience can be employed for fast fail-over protection.
It is also useful when a different operator is being sub-contracted to pro-
vide the fiber backhaul and needs to specifically manage this link to meet
SLA targets set by the primary DSL network provider.
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Both CO and RT-based DSLAMs can connect directly to both the local
narrowband Class 5 voice switch (for interconnecting the POTS in the
base-band of an ADSL link) as well as a SONET/SDH ADM. SONET/SDH
fiber-based backhaul transport can be used to connect DSLAMs to an
ATM switch. The ATM switch connects to a BRAS, which can also be via
SONET/SDH if the two are not colocated in the same PoP.

The above is the dominant approach with DSL architectures, but a new
generation of DSLAMs with integrated ATM switching/or IP routing cap-
abilities may lead to greater use of “sub-tended” architectures. Here, a
“hub” DSLAM may act as an aggregator of traffic from remote subtended
DSLAMs, as well as providing DSL cards for DSL connectivity to local cop-
per lines.

9.2.6 ATM Layer

9.2.6.1 Role of ATM within the DSL Architecture

The ATM layer is used to connect the end user’s DSL CPE to the DSLAM,
the DSLAM to the ATM switch, and the ATM switch to the BRAS. This is acc-
omplished in the form of ATM PVCs. The number of PVCs that are used to
connect from the DSL CPE through these network elements on to the BRAS
can range from 1 to a maximum of 8 PVCs (4 is also common), depending
on the configuration of the architecture and product options offered by
the DSL network provider. A single PVC is most common (especially on
ADSL), because it eases the ATM network provisioning task, and multiple
PVCs are not required for simple best-effort Internet access services. For
a brief while (pre-Ethernet architecture dominance), multiple PVCs looked
set to become more common as voice was bundled with ADSL services and
SHDSL was deployed to business customers. This selection of the number
of PVCs is a determining factor for the DSL network providers approach to
managing QoS (i.e., whether to use ATM QoS or IP QoS), as well as the
attributes of the services to be supported.

ATM can support several different ATM service classes and associated
QoS levels. The unspecified bit rate (UBR) service class has predominantly
been implemented in networks to support best-effort service. Other ATM
service classes can provide “beyond best-effort” service. They include CBR
(good for video streaming or leased line substitutes), variable bit rate–real
time (VBR-rt) (good for voice), VBR–non real time (VBR-nrt) and UBR with
a minimum cell rate (MCR) guarantee (both good for Internet access with
minimum throughput guarantees). The ATM standards specify the appro-
priate ATM adaptation layer that best suites these service classes. Owing
to its lower costs and the large demand for data services, AAL5 has been
implemented throughout most networks. AAL1 has been implemented in
network elements for applications such as leased line or circuit emulation.
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More recently, AAL2 has been employed for its inherent capability to sup-
port voice. Hence, the primary role of ATM within DSL architectures is to
manage the traffic and QoS on the bandwidth-limited DSL over copper link
and the expensive backhaul link from the DSLAM to an aggregation node.

9.2.6.2 Rationale for Use of ATM within the DSL Architecture

Throughout the last several years, silicon and systems development of
today’s broadband access technologies have contributed to the IP versus
ATM debate of recent years. In some parts of an end-to-end network, band-
width can be used to solve problems associated with QoS. For example,
dense wavelength division multiplexer (DWDM) can be deployed in the
core of the network and gigabit Ethernet can be deployed in both the
core and the customer’s building. However, apart from using fiber or coax
bearers, most access delivery media do not have the luxury of excess band-
width. When today’s broadband access systems and silicon for ADSL, Local
Multipoint Distribution Service (LMDS), and satellite were first being devel-
oped several years ago, ATM was the only way of managing and policing
traffic and offering absolute QoS mechanisms that could underpin service
level guarantees. Hence, use of ATM was subsequently embedded in ADSL
silicon and IP was seen more like “just another application” to be trans-
ported rather than a comprehensive networking technology. It was only
after the initial broadband access standards and silicon development that
IP developments such as Resource Reservation Protocol (RSVP), Differential
Services (Diffserv), and Multiprotocol Label Switching (MPLS) came along
to move IP-centric networks toward equivalent functionality.

The use of ATM in much of today’s DSL silicon is, of course, not to
the exclusion of IP. In the DSL Forum’s system guidelines for ATM-centric
architectures (as opposed to its packet-based recommendations), IP is car-
ried over ATM. Several network operators took advantage of this IP over
ATM approach by using an end-to-end architecture, enabling product offer-
ings for either layer 3 IP or layer 2 ATM services over a common platform.
Hence, their ISP customers then have the choice of which network product
best suits their services. For example, some companies may procure the IP
product to construct IP VPNs, and others may procure the ATM product,
e.g., for VoD. In fact, in some parts of the world, the regulators give the
operators little choice but to offer a wholesale layer 2 service, to which ISPs
add their own IP layer.

There is logic (technical and marketing) in the history behind why ATM
functionality has ended up in broadband access silicon and systems, and
there appears to be very real markets for both ATM and IP delivery over
such systems today. However, the more important issue is what will the
markets require tomorrow (e.g., multicast) and how should the technology
evolve to best serve those markets? The communications world is moving
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toward an increasingly IP-centric future. It seems less likely that in the near
term the ATM layer will be completely removed from say ADSL, becasue the
impact on silicon and interoperability of mass market ADSL products would
slow down broadband access deployment to the masses. What is possible is
that as the new developments for IP QoS and connection oriented capability
are developed in the Internet Engineering Task Force (IETF), the ATM layer
within broadband access systems may become “dumbed down,” so as not
to employ addressing and signaling mechanisms at both layers.

Whilst many European and North American operators have deployed
the ATM-centric “standard” DSL architecture described above, several oper-
ators in the Asia Pacific region have avoided the use of ATM on the backhaul
from the DSLAM, instead, they used Ethernet metropolitan area networks
for the backbone. This works well in geographies where metropolitan fiber
Ethernet connectivity is deployed close to the DSLAM locations (COs, base-
ments of multi-tenant buildings, or on campus networks). With the advent
of gigabit Ethernet metropolitan area networks and gigabit Ethernet cards in
DSLAMs, such approaches are now gaining greater interest. Ethernet back-
haul foregoes the traffic management (and operations and maintenance)
capabilities of ATM. For example, when using virtual LAN (VLAN) tagging
to segregate traffic flows, the ability to enforce QoS guarantees is reduced.
However, if the price of over-engineering Ethernet capacity justifies it, then
more operators may investigate this approach—particularly, because it can
avoid the need to configure ATM PVCs across the network when an end
user is provisioned with service.

9.2.6.3 ATM Traffic Management

In the backhaul network from the CO to the ATM switch, there could be
contention among end users to gain access to the services that are trans-
ported. The first aggregation point of all of this traffic is the DSLAM, how-
ever, many DSLAMs are incapable of upstream traffic shaping. At the egress
of the DSLAM (upstream toward the ATM switch), there may be multiple
ATM VPs carrying different services and each containing multiple users
(PVCs). The DSL network provider can manage end-user contention by
controlling how many end users are put into each VP. VP usage can be
monitored. Once predetermined VP capacity thresholds are reached, addi-
tional VPs can be created (as long as they are still within the bounds of the
backhaul bearer circuit).

Note also that the VPs (connecting the DSLAMs to the ATM switch and
BRAS) can contain end users from different ISPs. The ISPs may be extremely
sensitive to end users of other (competing) ISPs bursting and affecting the
service performance of their own end users, hence a diligent traffic man-
agement approach is vital.
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Figure 9.7 ATM virtual circuit (VC) switching possibilities within the DSL
network architecture.

It would be desirable for the BRAS to shape both VPs and VCs in the
downstream direction toward the ATM switch. The ATM switch can be set
to police the aggregate VPs upon ingress (for both upstream from DSLAMs
and downstream from BRAS). However, traffic shaping may be more desir-
able, because some traffic from ISPs may come directly into the ATM switch
and not via the BRAS (if they have an ATM interconnect to the DSL network
provider), and the ISP may have insufficiently abided by their traffic con-
tract. Also, DSLAM upstream traffic shaping toward the ATM switch may be
limited on some vendors DSLAMs. It is also desirable to shape traffic at the
egress of the ATM switch toward the DSLAM to control contention within
the VPs. The ATM VC switching possibilities are illustrated in Figure 9.7.

Traffic shaping and policing can have a profound impact on end-to-
end performance of the network. For example, ADSL upstream cell delay
variation (CDV) from access to backhaul could cause cell loss at a backhaul
network switch policing point. There are solutions to such issues including
design options of increasing core network CDV target, introducing shaping
from access VCs into backhaul VPs, or introducing shaping rather than
policing at the VPs ingress to the ATM switch.

Traffic shaping allows an effective data transmission rate to be limited
with traffic beyond this rate being buffered, until such time as the buffer
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reaches a predetermined upper limit—at which time it is discarded. Traffic
shaping can be done at the ATM VP or VC levels. ATM QoS can be used to
prioritize servicing of traffic on a port, therefore, it affects which traffic will
be discarded. ATM QoS is applied to VPs or VCs as they connect to a port.
The purpose of traffic shaping and the use of QoS is to manage contention
of limited bandwidth links in the DSL network architecture. Contention only
occurs between traffic types when multiple traffic types are used. Hence,
this is not an issue in the initially deployed DSL architectures that transport
only data for best-effort Internet access.∗

In today’s prevailing architectures, the mechanisms used for controlling
end-user traffic are the DSL profiles for the DSLAM and ATM profiles in the
ATM switch. In most DSL networks, profiles allow a preset bandwidth and
ATM traffic characteristics for upstream and downstream traffic.

The ATM switch within the DSL architecture is capable of traffic shaping
and policing on the end-user VCs, and switching them “downstream”
into the appropriate VP on the ATM switch port for onward connectivity
toward the DSLAM and associated end user. In the upstream direction, the
ATM switch can extract the end-user VCs from the many different DSLAM
VP connections and merge them (via cross-connection) into a single VP for
“upstream” connection toward the ISP hand-off interconnection point. This
ATM VP can be traffic class and contention ratio specific, thus enabling the
ISP to easily extract say their “gold” premium end users from the rest. For
an ATM-interconnected ISP, the VP can emanate from a switch port that
is dedicated to the ISP interconnect, so these VPs inherently only contain
traffic for this single ISP. The DSL CPE will provide some upstream shaping,
and the line rate also imposes limits on peak cell rate. The ATM switch can
use VC shaping on its ingress ports to smooth excessive bursts, etc.

The network management system may perform call admission control
(CAC) on the VP links between the DSLAM and the ATM switch. This can
enable it to reject and flag any VC provision requests that would “overload”
the VP causing violation of product traffic contracts.

Some DSL network providers support both best-effort and guaranteed
services offerings using ATM service classes providing service class differen-
tiation with associated QoS; ATM shapes traffic to minimize jitter. Buffering
of traffic takes place when traffic arrives too quickly. The shapers delay
some or all of the cells in a stream to bring the ATM cell stream into com-
pliance with a traffic profile. The DSL loop inherently shapes the upstream
traffic from the end user with the non-guaranteed service, via line profiles.

∗ It would however become an issue for an evolution to a combined data and voice product. To
transport voice at the same time as data over the access connection, the DSL network Provider
could add a second ATM VC with a VBR-rt traffic class. The DSLAM and IAD/CPE would need
to incorporate an extended form of “per VC” queuing prioritization method to ensure that the
voice cells have priority that the data queue is the first to go into discard mode.
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The BRAS is configured to shape traffic downstream. With an end-to-end
ATM architecture (direct PVC ATM interconnect between DSL network
provider and ISP), the downstream traffic is shaped from the ISP’s ATM
switch over the end-to-end PVC to the end user’s DSL CPE.

For non-best-effort guaranteed services using the ATM layer, the ATM
traffic parameters are provisioned at each element to support the traffic
of the end user’s service. More specifically, using VBR-nrt as an example,
the ATM traffic parameters for VBR-nrt PVCs are a peak cell rate (PCR), a
sustained cell rate (SCR), and a maximum burst size (MBS).

When multiple PVCs to a single end user are implemented, the DSL
bandwidth must be partitioned among the PVCs. The DSL network provider
provisions the ATM PVCs’ traffic parameters at each element accordingly.

9.2.7 Higher Layer Protocols

9.2.7.1 PPP Layer

Within the PPP family of protocols are the Link Control Protocol (LCP),
Password Authentication Protocol (PAP), the Challenge Handshake Authen-
tication Protocol (CHAP), and the IP Control Protocol (IPCP).

Inherent to PPP, LCP is typically used to configure a link layer. Either PAP
or CHAP are used to authenticate the end user by sending a username and a
password to his ISP, once the link layer is in place. IPCP is used to configure
the network layer, upon successful authentication by PAP or CHAP. Once
IPCP is configured, packets can be exchanged between the end user’s PC
and the ISP (or corporation). IP packets carrying application layer packets
are encapsulated in PPP frames and communicated between the PC and
the ISP. These IP packets are recovered at the opposite end from which
they were originally encapsulated, i.e., PC or ISP. Once they are recovered,
the IP packets can be routed to their ultimate destination such as a server
on the Internet or on a corporate LAN. The DSL CPE∗ passes the username
and password over the PPP session toward the network. The structured
username appendix or network access identifier (NAI) (e.g., @FastISP.com),
also called the realm or domain name, is used by the BRAS to determine
where to forward the PPP session.

Integral to this configuration procedure is the dynamic assignment of
an IP address from an address pool to the end user’s PC. With PPP, this
assignment is considered dynamic, because the IP address is assigned and
maintained only for the duration of the PPP session with the ISP. Once the
procedure for the configuration of the PPP session and address assignment

∗ For PCI cards, Ethernet, and USB DSL modems, the PPP protocol stack resides on the PC. For
a DSL router, it resides within the router.
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is complete, packets at the application layer (e.g., e-mail or Web pages)
can be exchanged between the ISP and the end user.

With DSL, PPP is typically implemented for mass market services. A DSL
network provider aggregates PPP sessions as well as routes them to ISPs
at the BRAS. This allows the end user’s PPP session to be carried from the
end user’s premises to the BRAS using PPPoA or PPPoE (PPP over Ethernet)
over ATM.

9.2.7.1.1 PPPoA versus PPPoE

PPP can be carried directly over the ATM layer (PPPoA), which is typical
in most parts of Europe, or it can be carried over Ethernet and then over
the ATM layer (PPPoE), which is typical in North America. With PPPoA, the
PPP session is connected between the ISP and the end user using PPPoA
carried over an ATM PVC. Hence an ATM PVC is provisioned between the
DSL modem/router and the BRAS equipment, to transport a single PPP
session. With PPPoE, the PPP session is connected between the ISP and
the end user using PPPoE encapsulated in Ethernet prior to being carried
over the ATM PVC. Multiple PPP sessions can be thus transported over a
single ATM virtual channel connection (VCC).

The PPPoA approach is based on the PPP over ATM recommenda-
tion (RFC2364) drawn up by the IETF. Although PPPoA is well estab-
lished and many ISPs have deployed it, it nevertheless has a disadvantage,
because it does not support the multiplexing of a number of concurrent
PPP sessions into a single ATM VC. This means that in an ATM environ-
ment which only supports “permanent” connections (PVCs), it may not
be possible to rapidly configure a new concurrent instance of an IP ser-
vice given that the lead time to configure a new end user PVC over the
ATM network (via management systems) may be in the order of days. One
way to overcome this limitation is to operate PPPoA in a “switched” ATM
environment that supports SVCs. The full PPPoA recommendation sup-
ports the signaling protocols necessary to dynamically set up an ATM SVC
during the establishment of a PPP session. However, even though SVC
functionality has been built into some DSLAMs and other operators’ ATM
infrastructures, it is not widely deployed in DSL architectures. SVCs may
now never gain widespread deployment in DSL architectures because of
the trend toward addressing, network routing, and “signaling” at the IP
layer.

The other approach to PPP is to make use of the IETF recommendation
for PPPoE (RFC2516), which as its name suggests facilitates PPP sessions
over an (connectionless, broadcast) Ethernet LAN. This then enables the
establishment of multiple concurrent PPP sessions and the auto-discovery
of a BRAS that supports PPPoE. Whilst offering some advantages, PPPoE
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Figure 9.8 Comparison of PPP over ATM (PPPoA) and PPP over Ethernet (PPPoE)
protocol stacks.

has greater protocol overhead, so it is a less efficient protocol stack than
PPPoA (i.e., smaller ratio of end-user data to overall bits transported on the
physical layer). This is illustrated in Figure 9.8.

9.2.7.2 RADIUS

The Remote Authentication for Dial-In User Service (RADIUS) protocol is
the prevailing mechanism for the end user to be authenticated by the ISP,
to check that he or she is a valid paying end user (and hence one who
should be allowed to access the Internet or local services such as e-mail
servers and news feeds). RADIUS may also be employed to obtain IP add-
ress information from the ISP. Finally, RADIUS can be used to capture an
end user’s session duration to generate accounting information or usage
statistics.

RADIUS works in conjunction with PPP. The end-to-end DSL access
connection is established by an end user initiating a PPP session. This will
generate a RADIUS request that will be used by the ISP to fully authenticate
the end user and establish the end-to-end PPP session. The two protocol
options within RADIUS for authentication are known as PAP or CHAP. The
authentication information is exchanged between the end-user PC or DSL
router and the ISP’s RADIUS server. The DSL network provider’s BRAS and
RADIUS server passes the username and password information to the sel-
ected ISP’s RADIUS server. The DSL network provider’s BRAS selects the
ISP based on the structured username appendix (e.g., @fastISP1.com, also
referred to as a qualified domain name or “realm”). During this session
establishment, upon successful authentication, an IP address (or subnet)
is sent to the PC (via PCI card, Ethernet, or USB ADSL modem) or DSL
router from an allocated address pool via either the ISP’s RADIUS server
or the DSL network provider’s RADIUS server (if it is managing the IP
addresses on behalf of the ISP). The end-user CPE is also provided with
primary and secondary Domain Name System (DNS) addresses by the ISP’s
RADIUS. Hence, the role of the DSL network provider’s BRAS is to ter-
minate the ATM part of the end user’s broadband DSL or backhaul con-
nection. The BRAS then supports authentication and routing based on the
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Figure 9.9 Example of Remote Authentication Dial-In User Service (RADIUS)
functionality within Layer 2 Tunneling Protocol (L2TP) interconnect architecture.

domain name or realm. When an end user with the ISP qualified domain
name logs in, the DSL network providers BRAS parses the domain name.
The domain name is checked against the domain names listed in the DSL
network provider’s BRAS domain database. To explain these various steps
during the PPP session establishment using RADIUS, here is an example
using an L2TP interconnect between the DSL network provider and ISP.

For an L2TP interconnect to the ISP, when the ISP domain is identi-
fied, the BRAS effectively routes the end user PPP session to their ISP by
forwarding the session down the appropriate L2TP tunnel thereby form-
ing a L2TP interconnection between the DSL network provider and ISP. In
this model, the ISP is responsible for maintaining their database of user-
names and passwords. The DSL network provider determines the correct
target ISP L2TP tunnel (and hence, RADIUS servers responsible for ultimate
authentication of each user). An illustration of where the network and ISP
RADIUS servers fit within this architecture is given in Figure 9.9.

The username and domain name are captured from the end user when
they initiate the connection, and the DSL network provider’s BRAS (acting
as a LAC to originate the L2TP tunnel) replays them to the ISP’s LNS (which
terminates the L2TP tunnel). An example of such a session setup procedure
is illustrated in Figure 9.10.

9.2.7.3 End-User IP Layer

The IP layer that carries the end users’ applications and data (e.g., Web
traffic between the end user’s PC and a Web server on the Internet) needs
to have certain associated settings established to function properly. The ISP
can assign the appropriate settings using RADIUS as described above, e.g.,
a RADIUS access-accept packet may be used to download the end user’s IP
address together with additional settings such as one or more DNS address
(e.g., primary and secondary). This information is then forwarded (via IPCP)
to the end user’s DSL router or PC (for Ethernet and USB DSL modems).
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Figure 9.10 Example of PPP session setup (L2TP interconnect shown). (The num-
bers in parenthesis indicate the sequence of information flows.)

If the ISP allocates IP addresses to end users directly from its own
RADIUS server, the ISP then has direct control and can then size this address
pool according to a contention ratio of end users to addresses. Addresses
can be allocated and de-allocated to end users dynamically, session by
session. The ISP can then decide whether they wish to assign static add-
resses to certain end users, i.e., the end user gets the same address each
time they initiate a broadband session. Alternative approaches are to give
a pool of IP addresses to the DSL network provider to allocate to end users
on the ISP’s behalf, typically at the BRAS. Another option is to use a proxy
RADIUS where the DSL network provider RADIUS server interacts with an
ISP RADIUS to perform authentication and address allocation.

Normally, where the end-user CPE connects to a LAN (i.e., Ethernet
interface, not USB) many-to-one NAT is used to translate the private end-
user LAN addresses to the dynamically assigned DSL CPE WAN address
associated with the active broadband session. The IP subnet on the LAN
port of the router will need to be globally registered if unrestricted access
to the Internet is required. However, the LAN can use private ISP-supplied
addresses (or a default subnet) on the LAN if restricted access is required
(e.g., to a corporate Intranet or an ISP using NAT for Internet access).
In both cases, the LAN addresses could be DHCP served, static, or a combi-
nation. Also, for these fully routable solutions, the ISP RADIUS will still need
to download an IP address and give a route to the DSL router pointing to
the static LAN-side subnet at session setup. For the no-NAT option of a static
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address, the ISP must set aside a valid IP subnet from their own IP address
allocation for assignment to the LAN side of the DSL CPE. These addresses
on the subnet are not then available for assignment to any other end users.
The route to this subnet needs to be downloaded for the DSL router via the
ISP during PPP session establishment in the RADIUS access-accept packet.
This route, which enables the end user’s LAN to become addressable, will
be automatically removed when the end user’s PPP session terminates.

9.2.8 Service Provider Interconnection Options
The interconnection between DSL network provider and ISP can vary in
terms of bit-rate and resilience. However, the major differentiation is in the
nature of the protocols used across the interconnect. Some of the most
commonly deployed options are now described.

9.2.8.1 L2TP Interconnection

The L2TP interconnection between a DSL network provider and an ISP is
described as the example in the above descriptions of the protocol layers in
the DSL architecture. The ISP’s equipment (such as a router or BRAS acting
as an LNS) terminates L2TP tunnels from the DSL network provider. The
DSL network provider and ISP must agree upon tunnel setup parameters
(name, password, etc.). With an L2TP interconnect, an ATM end user data
path provides transport between the end user’s premises and the BRAS of
the DSL network provider. The BRAS terminates the ATM connection and
then places the end users PPP session into an L2TP tunnel (based upon the
log-on realm) for hand-off to the ISP. The BRAS actually provides the L2TP
interconnectivity between the DSL network provider and the ISP. This form
of interconnection allows the ISP to have complete end-to-end control over
their end user’s PPP sessions. The DSL network provider’s BRAS performs
the function of an LAC which originates the L2TP tunnel and concentrates
PPP sessions from end users into this tunnel. The ISP provides an LNS that
terminates the tunnel. An example of L2TP interconnect using PPPoA is
illustrated in Figure 9.11.

The L2TP connection to the ISP customer can typically either be a 100
Mbit/s or 1 Gbit/s Ethernet connection or a 155 Mbit/s STM-1 or 622 Mbit/s
STM-4 connection (using ATM). At the highest layer, the end user IP data
path is connected from their DSL CPE across the network to the ISP’s LNS,
where it can be forwarded to the Internet via a transit or peering con-
nection or used to access local services such as e-mail. However, more
importantly for ISP interconnection, is the fact that the end user’s IP data
path (encapsulated within a PPP session) is interconnected between the
DSL network provider and the ISP via an L2TP tunnel. This L2TP tunnel
contains the PPP sessions from the various DSL end users.
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For Ethernet interconnection, the L2TP tunnel is carried over an IP trans-
port layer between Ethernet ports on the DSL network provider and ISP
equipment.

There can be two IP layers in such an end-to-end DSL connection.
The highest one carries the end users’ data. A lower layer can be used to
carry the end users’ PPP sessions within an L2TP tunnel. This transport
IP layer can be carried over Ethernet or ATM. For example, the trans-
port IP layer requires allocation of an IP address range for each ATM PVC
in the interconnection to provide an address for each end (DSL network
provider LAC and ISP LNS) of the ATM PVCs transporting the L2TP tun-
nel(s). Static routes can be used together with simple IP ping techniques
to debug interconnection issues.

9.2.8.2 Routed IP Interconnection—PPP Terminating
Architecture

An alternative to the L2TP interconnect described above is for the DSL
network provider’s BRAS and RADIUS to terminate the PPP session and
simply forward the recovered IP packets to the ISP. This is known as the
PTA. However, the resulting IP interconnect model foregoes the benefits
to the ISP of having explicit end-to-end visibility and control over each
end-user PPP session with its associated authentication and control of IP
address allocation. These are “subcontracted” to the DSL network provider
with a degree of control possible via proxy RADIUS techniques.

With PTA interconnection, both PPPoA or PPPoE over ATM can be sup-
ported from the end user. In this architecture, both the PPP session and the
ATM PVC are terminated at the BRAS. The BRAS is configured with logically
separate routing processes or virtual routers for each ISP hand-off.

After the end users’ PPP sessions are terminated at the BRAS, IP packets
are routed based on the routing table associated with each virtual router.
The virtual router to which a PPP session is assigned can be based on
the structured username appendix (or domain or realm) associated with
a preselected ISP. However, an end user can optionally reach multiple
ISPs using the appropriate domain name, to indicate to which ISP the
traffic is to be forwarded (achieved by routing the IP packets to a BRAS
port connected [via Ethernet or ATM] to a particular ISP). The RADIUS
protocol then provides a mechanism for the DSL network provider’s BRAS
and RADIUS (acting as a proxy RADIUS server) to communicate with an
ISP’s RADIUS server for authentication and optionally, IP address man-
agement. With this architecture and interconnect approach, the BRAS
can aggregate end-user traffic at the IP layer (thus facilitating multicast,
etc.). The virtual routers within the BRAS ensure separation of ISP traffic.
Again, simple IP ping techniques can be used to debug interconnection
issues.
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9.2.8.3 ATM Interconnect

An ATM interconnection to an ISP is often an STM-1 (SDH) or OC-3
(SONET) link operating at 155 Mbit/s or STM-4 (STM) or OC-12 (SONET)
link operating at 622 Mbit/s and presenting an ATM user network interface
(UNI). This link can carry an ATM VP for each ATM traffic class, perhaps
with each contention ratio combination for the ISP procured DSL access
connections from the DSL network provider. The VPs contain separate VCs
for each end user. The main benefit of this approach is that it gives full
control of the IP and PPP layers to the ISP. They only rely on the DSL net-
work provider for ATM layer connectivity. The ISP can decide how many
end user VCs to pack into a given VP, thus determining the contention ratio
of the backhaul from the DSLAM to BRAS. However, the ISP then has full
responsibility for provision of BRAS, RADIUS, and IP address management
functionality. An example of ATM interconnect using PPPoA is depicted in
Figure 9.12.

An ATM interconnect offers the prospects of exploiting ATM techniques
across the interconnect for debugging purposes, etc. For example, an ATM
connectivity check can be performed across the DSL network provider
to ISP interface to ensure ATM connectivity as part of the interconnect
commissioning. This can also be used as part of any necessary repair pro-
cess. An ATM loopback check can be undertaken using ATM OAM (oper-
ations, administration, and maintenance) flows. The end-to-end ATM layer

Figure 9.12 Example of ATM Interconnect (PPPoA shown).
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F5 OAM cells as defined in ITU-T recommendation I.610∗ can potentially be
carried transparently by the ATM network between the end user (if the CPE
supports it which is less likely with USB modems than DSL routers) and
the DSL network provider interface. F5 OAM flows for connectivity checks
between the DSL network provider ATM switch and the ISP ATM interface
can be undertaken for both provision of new service and also repair. It may
also be possible to use additional continuity check functionality using F5
continuity check (CC) cells for monitoring of circuits.

The downstream ATM traffic (from the ISP’s network) being offered to
the network via the interconnection point should be shaped by the ISP, so
that it does not exceed the VP’s ATM traffic contract. Ideally, the ISP should
also shape the traffic on each VC such that the line-rate and VC bandwidth
on the DSL are not exceeded, thereby resulting in dropped cells.

9.2.8.4 Bridged Ethernet Interconnection

With the bridged Ethernet architecture, each end user is provisioned to a
single VLAN of their selected ISP. Ethernet frames generated by the end
user’s PC are carried over a PVC that connects the end user to the ISP.
The DSL network provider does not process any protocols above the Eth-
ernet layer. In this architecture, the BRAS bridges Ethernet frames received
from the end users to a PVC that has been preprovisioned to the pre-
selected ISP. The BRAS aggregates PVCs from the various end users, thereby
reducing the number of PVCs to be terminated for each end user as com-
pared to the ATM interconnection architecture.

The ISP can implement either IP or PPP above the Ethernet protocol
layer, depending on how the ISP specifies configuration of the client soft-
ware on the PC. For both protocol options, end user’s Ethernet frames are
encapsulated (using RFC 2684 [which “obsoletes” RFC 1483]) and sent over
an ATM PVC by the DSL CPE to the BRAS.

Secure VLANs are based on an end user’s subscription to an ISP. The
BRAS prevents the bridging of one end user’s Ethernet frame to another
end user within a given VLAN. Because inter-ISP communication is also
restricted, unintentional connections to another ISP is prevented. Addi-
tional security filtering can prevent user-to-user communication through the
BRAS. The VLANs facilitate service provider traffic segregation in the BRAS.

Some limitations of bridged Ethernet interconnection include the need
for multiple ATM PVCs and the inability for the end user to choose connec-
tions to more than one ISP. If an end user has multiple PCs, they would all
connect to the ISP supported by the VLAN. Similarly, an ISP’s membership
in a VLAN restricts to which end user’s the ISP’s traffic can be bridged.

∗ Also I.361 for payload type field and PTI definition.
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Thus, VLANs ensure ISP traffic segregation. Whilst feasible, unicast deliv-
ery of streaming media is potentially available to all end users, although in
large VLANs performance may be degraded.

Some ATM switches now have additional functionality, whereby a group
of end users’ PVCs can be assigned to the same VLAN and interconnected
to an ISP over a common VLAN trunk (without the need for a separate
BRAS for any VLAN functionality). This can then be configured to facilitate
intra-VLAN connectivity between end users without the traffic traversing
the VLAN trunk. It is typically used to interconnect geographically distant
Ethernet LANs over an ATM network, so end users that are connected at re-
mote sites can communicate with each other, as if they were all on the same
large LAN. This can be ideal for connecting end user branch office sites and
teleworkers with the corporate headquarters (housing data and application
servers). The headquarters could be interconnected to the DSL network
provider over the VLAN trunk (high speed symmetric circuit carrying Eth-
ernet, possibly transported over fiber [or bonded SHDSL]), and the branch
offices and teleworkers could be served with DSL access lines. This type
of equipment may also permit point to multi-point connections in conjunc-
tion with an Ethernet multicast address to support streaming applications
like a corporate presentation “broadcast” (actually multi-cast) to all branch
offices.

Ethernet bridging functions are defined in IEEE 802.1d. This has been
extended to include the idea of bridging different VLANs, which are iden-
tified by a VLAN header inserted into the Ethernet frame, according to
the VLAN bridging functions defined in IEEE 802.1q. The use of VLANs
over the common trunk or interconnect allows multiple VLANs to co-exist
over the same infrastructure, with the end-user site membership of a VLAN
being defined by the VLAN identifier used on the appropriate bridge port.
Hence, another application for this interconnect could be for an ISP to
offer a layer 2 (Ethernet or ATM) VPN capability to different corporations
over a single interconnect with the DSL network provider. The different
corporations’ end-user sites would be assigned different VLAN tags.

9.2.8.5 TDM Interconnect

It is possible to use standardized circuit emulation techniques to deliver
time-division multiplexing (TDM) services such as leased line replacements
over the ATM-based DSL architecture. The emulated circuits can be handed-
off to a service provider in ATM format, or they can be mapped back to
TDM and handed-off in an aggregated TDM interconnect. The DSL access
products that feed into an aggregated TDM hand-off to an ISP use ATM
AAL1 circuit emulation techniques [ATM Forum (a)]. TDM DSL access in-
volves provision of DSL CPE, which maps TDM traffic from an end user’s
equipment into ATM cells as illustrated in Figures 9.13 and 9.14.
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Figure 9.13 Mapping of time-division multiplexing (TDM) data to ATM via ATM
with Adaptation Layer1 (AAL1).

The encapsulated traffic is transported across the DSL and ATM network
to the interconnection point. The ATM switch (with appropriate interface
cards and functionality) then removes the ATM encapsulation and presents
the traffic (which is aggregated from a number of end users) to the service
provider as a TDM interface, e.g., operating at either STM-1, DS3, or E3
rates. Lower speed or non-aggregated hand-off at T1 or E1 rates is possible
but will consume a lot of ports on the ATM switch. These DSL access
products are designed to transport traffic traditionally conveyed over leased
lines and can be used to transport TDM voice channels as illustrated in
Figure 9.15.

In addition to providing fully transparent T1 or E1 connectivity over
SHDSL (unstructured mode), the network can deliver structured T1 and

Figure 9.14 n × 64 kbit/s TDM timeslots from E1 frame into ATM AAL1 VCs.
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Figure 9.15 Example of ATM circuit emulation over SHDSL to provide private
branch exchange (PBX) TDM access.

E1 services (structured data transfer [SDT] mode) giving visibility down
to individual 64 kbit/s timeslots, where each (fractional) T1 or E1 can be
independently configured. In SDT mode, TS16 can be used for channel
associated signaling (CAS) or data.

With a TDM interconnect, the DSL network provider provides the
“co-ordinates” of where a particular end user’s traffic resides within the
aggregated interconnect pipe. An example of an E3 interconnect aggre-
gated to the E1 level is shown in Figure 9.16.

In the above example, it can be seen that more efficient use of the
interconnect bandwidth would be made if the E1 frames within the E3 inter-
connect were “packed” at the 64 kbit/s DS0 level (as shown in Figure 9.17),
instead of the (fractional) E1 level.

This greater packing efficiency complicates the process of communicat-
ing, where in the aggregated hand-off individual DSL end user’s timeslots
are located. This end-user traffic identification issue is now further explored
below. Here is an example in which SHDSL is used to deliver E1 or frac-
tional E1 services to end users via an STM-1 TDM interconnect to the DSL
network provider.

The DSL access connections that are aggregated in the TDM hand-off
from DSL network provider to service provider present E1 or fractional
E1 services to end users, capable of delivering a range of n × 64 kbit/s
channels to each end user. The STM-1 interconnect is capable of carrying
a maximum of 63 E1 access connections (and hence supporting 63 virtual
E1 interfaces). The mapping of E1 access connections into the STM-1 can
be as follows:
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Figure 9.16 E3 hand-off with aggregation at E1 granularity.

Figure 9.17 E3 hand-off with aggregation at 64 kbit/s DS0 granularity.
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STM-1 Synchronous Transport Module
AU-4 Administrative Unit
VC-4 Virtual Container
TUG-3 × 3 Tributary Unit Group
TUG-2 × 7 Tributary Unit Group
TU-12 × 3 Tributary Unit (VC plus pointer)
VC-12 Virtual Container (container + Path

OverHead [POH])
E1
n× 64 kbit/s

An individual end user’s (fractional) E1 DSL connection is referenced
within the STM-1 interconnect using the standard SDH notation of (k, l, m)

where k = TUG3# (1 . . . 3), l = TUG2# (1 . . . 7) and m = TU12# (1 . . . 3).
The (k, l, m) end point would be agreed and communicated to the service
provider when the end user connection is provisioned. E1 access connec-
tions within the VC-12 can be unchannelized (unstructured E1) or channel-
ized (structured) n× 64 kbit/s.

This approach to transport of TDM over an ATM and DSL network en-
ables such a service to be delivered over the same basic network platform
that is used for Internet access. It reuses many of the common network
elements (DSLAM and ATM switch), therefore enabling a DSL network
provider to better leverage these assets as shown in Figure 9.18.

However, unlike for Internet access services, the DSL or ATM network
platform synchronization becomes far more important when used to deliver
TDM services. This is vital for some leased line substitution scenarios,

Figure 9.18 Example ofTDM service co-existing on DSL Internet access network
platform.
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e.g., for private branch exchanges (PBXs) interconnection or for mobile
base-station access. Mobile handover (mobile handset “cutting-over” to a
new base station as the end user moves between radio cells) requires syn-
chronized adjacent base stations. Any synchronization problems would
cause handover to fail resulting in dropped calls. In mobile networks,
radio frequency (RF) stability of base-stations is important in this process.
Because the base stations derive synchronization from the fixed network
access lines, the DSL network platform synchronization quality is key.
Latency is also a very important parameter in TDM over DSL or ATM net-
works to meet international leased line specifications, especially for trans-
port of voice services.

9.3 Evolution of the Architecture and DSL
Delivered Services

This part gives an overview of some of the possibilities for the DSL
network architecture evolution. It describes fundamental network plan-
ning considerations and explores the more prominent services that are
beginning to be delivered over DSL. These services depend on leverag-
ing underlying infrastructure enhancements as well as newer technology
platforms. Going beyond best-effort Internet access, Part 2 of this DSL
architecture chapter describes how the architecture can continue to evolve
from the initially deployed DSL access network platforms and intercon-
nection options. The initial phase of DSL deployment was focused on
“build and operate” with the prime objective being geographic cover-
age. The main service offered was simply fast Internet access. To cross
the chasm between early adopters and mass market take up of DSL, a
wider range of compelling services and advanced applications needs to
be offered and the DSL network platform must be capable of support-
ing them. Hence, following initial deployment, service providers then
embarked on service development and personalization of services with
a plethora of bundled packages and options. The prime objective at this
stage is customer retention and increasing the average revenue per user
(ARPU).

The three key technologies on which DSL depends to deliver advanced
services are ATM, IP, and Ethernet. This could potentially lead to some
divergence in alternative extensions of the DSL network platform and the
technologies that underpin it. In addition to extending the use of ATM,
IP, and Ethernet to enhance the capabilities of the DSL network platform,
this section also describes other possible directions toward which the DSL
network architecture can migrate.
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9.3.1 Fundamentals of Network Evolution
Now that substantial DSL infrastructure has been deployed, network oper-
ators face the challenge of using it to provide such advanced services as
digitally derived voice, video conferencing, gaming, as well as data, audio
and video broadcast, streaming, and downloads. However, there are a num-
ber of challenges for building upon and interworking with the existing DSL
network. Much of this depends on the following:

• Sound engineering economics supporting convergence
• Integrated systems that enable advanced services delivery
• Flexible architectures that can evolve to meet future demands

Some of the specific enhancements to DSL include increased allocated
bandwidth, and assigning relative priorities and guarantees for traffic types,
at the ATM, IP, and Ethernet layers. The initially allocated or provisioned
bandwidth can be increased to support the advanced services requiring
additional bandwidth, on an as needed basis. For each PVC between the
DSLAM and the DSL modem, the line rate could be provisioned almost at
the maximum rate at which the physical layer can achieve synchronization∗
(usable IP payload can be approximately 15 percent less allowing for pro-
tocol overhead of ATM, PPP, etc.). The allowable bandwidth for the end
user can then be adjusted by reconfiguring or signaling the provisioned
bandwidth or line profile. This can be implemented for higher priority traf-
fic in addition to best-effort traffic. The end user’s ability to make use of a
larger amount of bandwidth on an as needed basis has been termed “Turbo
Button.”

Traffic can be aggregated from the ATM through the IP layers. At the
BRAS, ATM PVCs can be aggregated. As was described in Part 1 of this chap-
ter, at layer 2 the BRAS serves as an LAC tunneling multiple end user PPP
sessions directly to an ISP. For further layer 2 aggregation, a Layer 2 Tun-
nel Switch (LTS) can be added to reduce the number of interconnections
between the ISP’s LNS and the regional access provider’s LAC, with L2TP
tunnels. The traffic engineering of these tunnels provides over-subscription
of the network connection to a particular ISP. Going forward, MPLS can be
used for aggregation, as well as for IP or ATM integration.

As newer traffic types that go beyond best effort are introduced, relative
priorities and guarantees for these traffic types will have to be assigned. This
differentiated treatment can be implemented by employing ATM, Ethernet,
or IP QoS. In either approach, higher priority and guaranteed traffic can

∗ Factoring in planning rules that allow for a pessimistic crosstalk environment to ensure that the
service will continue reliably beyond initial provisioning.
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take precedence over best-effort traffic. Future architectures will make use
of a single QoS system that will manage multiple traffic types in concert—
including IP, PPP, and Ethernet.

9.3.2 ATM-Centric Architecture Evolution Possibilities
Not all of the initially deployed DSL architectures were ATM-centric. Some
deployments in geographies with a high number of MTUs (multi-tenant
units) used Ethernet-centric backhaul from the DSLAM. However, the
majority of large deployments have initially used ATM on both the DSL
access network and the backhaul from the DSLAM to an aggregation point
of presence. This section overviews some of the evolution options where
the DSL network provider had started initial deployment with an ATM
architecture and wished to leverage that investment further.

9.3.2.1 QoS at the ATM Layer

If services offered are ATM based, it is clear that ATM QoS is an obvious
means of ensuring quality for those types of services. Different ATM traffic
classes are specifically designed to support different types of services. For
example, an ATM voice service is very well supported using the VBR-rt
traffic class. Other traffic classes also have their prime applications such as
CBR, which is well suited to transporting leased lines or ATM-based video
services using MPEG-2 over ATM for video streaming. For best-effort ser-
vices that are offered with some level of assurance, VBR-nrt and UBR with
an MCR guarantee can be used. Because ATM has been designed to support
a mix of high speed data services, real-time, streamed, and downloadable
audio and video services, ATM QoS has all the capabilities required for a
full service access network. Bundles of services can then be delivered over
DSL using multiple ATM VC per end user, whereby each VC traffic class
can support a different application (e.g., data, voice, or video). Figure 9.19
illustrates the use of two VCs over ADSL to deliver integrated voice and
data service.

Various levels of QoS can be implemented at the ATM layer using the
different ATM service classes alone. In the DSL networks, the ATM UBR ser-
vice class will continue to be deployed as an efficient means of providing
best-effort Internet access services. End-to-end DSL networks commonly
comprise of a series of links between ATM nodes. Just as a chain is only
as strong as its weakest link, an end-to-end connection of an ATM service
is only as robust as the “weakest” ATM link. In this way, the guaranteed
quality specified by the link with least stringent QoS parameters (e.g., high-
est contention ratio and hence lowest sustainable cell rate) represents the
level of assurance that can be offered to the end users or an interconnecting
service provider.
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Figure 9.19 Use of two VCs over ADSL to deliver integrated voice and data
service.

Note that some ATM switches have the capability to schedule the chang-
ing of a VP connection (VPC) to one with a different traffic profile. This
can be exploited to offer a “time-of day” based service, where for example,
a consumer is connected to a VPC with a high downstream rate during
the evenings but a lower rate VPC during the day. This would therefore
free-up more of the backhaul bandwidth during the day when businesses
get a lower contended service. The DSL port on the DSLAM must be set to
the higher of the downstream rates at the physical layer, but traffic “flow”
is controlled at the ATM layer. Whilst this approach is technically viable, it
does involve a break in the end user’s transmission when the ATM switch
changes VPC profiles (effectively tearing down one and re-connecting with
the other). It is also not very scaleable in that there is a limit to how many
end users to which this can be applied at the same time.

For IP-based services that are transported over DSL and backhaul ATM
links without leveraging the full QoS and traffic engineering capabilities of
ATM, IP QoS (discussed later) may be used in the end-to-end connection
to facilitate service bundles with the appropriate prioritization and flow
management. Hence, one of the first major decisions in evolving from a
best-effort architecture is at which layer should QoS (especially for service
bundles) be managed. Often this decision also translates into how many
ATM VCs should be provided to the end user. For example, to offer an
integrated IP voice and data bundle, some form of QoS needs to be em-
ployed to ensure that a large data packet being sent from an end user
over the DSL does not hold up a more time critical voice packet. This is
because voice is a real-time service whose quality is more dependent on
delay and delay-variation than data such as e-mail. If ATM QoS is employed,
then use of two ATM VCs (i.e., VBR-rt for voice and UBR for data) naturally
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fragments∗ the packets into ATM cells so that the cells carrying voice can be
given precedence over cells carrying data traffic. Buffer management and
scheduling algorithms in DSL CPE, DSLAMs, and ATM switches ensure that
the higher priority VBR-rt voice traffic is naturally expedited through the
network to meet the delay and delay variation requirements. Without the
use of ATM layer multiple-VC QoS techniques, the IP layer must be used to
deal with prioritization and control of delay and delay-variation. This may
require fragmentation of IP packets with subsequent increased processing
load on the IP routing elements in the architecture such as the BRAS.

Many initial SHDSL deployments were specifically designed with multi-
VC bundles to develop services for businesses. For example, a combined
VBR-rt VC together with a UBR or VBR-nrt VC facilitates delivery of an inte-
grated voice and data service. A CBR VC combined with VBR-nrt emulates
a leased line plus data bundle or video conferencing stream with an asso-
ciated control channel. Another option is to deliver, e.g., 8 UBR or VBR-nrt
VCs to enable service provider’s targeting MTUs to offer a VC per office
or apartment in the building to segregate and manage the individual traffic
streams all carried over the same SHDSL connection.

ADSL, however, has been primarily deployed with a single UBR VC for
best-effort Internet access. Some deployments have also deployed multiple
VCs for consumer VoD services using, e.g., CBR for the downstream video
payload together with a UBR or VBR-nrt VC for control and perhaps simul-
taneous Internet access. ADSL integrated access devices (IADs) capable of
supporting voice (via a VBR-rt VC) and data (via a UBR or VBR-nrt VC) have
also been developed by some vendors and are discussed in the next section.

9.3.2.2 Voice over ATM

POTS (existing analog telephony) can be maintained within the ADSL
architecture as illustrated in Figure 9.20. Figure 9.21 is a generic diagram
of how additional voice channels can be derived from within the ADSL
digital payload. There are three key methods for deriving additional voice
channels from the DSL access connection (beyond the “lifeline” POTS
baseband voice channel available on ADSL). “Channelized Voice over
DSL” (CVoDSL) uses a fixed portion of the DSL physical layer bandwidth
for voice, therefore, it is relatively inflexible in that this bandwidth is
not readily made available for data when the voice channels are not in
use. It is however simple and carries no significant protocol overhead on
the voice channels. Voice-over-IP (VoIP) multiplexes voice with data at
the IP layer. It is inherently flexible but can result in inefficient protocol
overhead, which consumes a large amount of the DSL bandwidth unless
efficient voice codecs and header compression are used. VoIP is discussed

∗ Via the ATM SAR (Segmentation And Reassembly) function which performs Segmentation And

Reassembly (SAR).
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Figure 9.20 Existing analog telephony within an ADSL architecture.

later in this chapter. VoATM can be positioned as a compromise in that
it can dynamically reallocate voice channel bandwidth to data without a
complex protocol stack. The Voice over ATM (VoATM) protocol stack is
illustrated in Figure 9.22 together with CVoDSL and VoIP for comparison.

ATM provides many of the features required for voice support over a
limited DSL access bandwidth such as small packet size (cells), prioritiza-
tion, and call admission control. Part 1 of this chapter illustrates how circuit
emulation using ATM with Adaptation Layer 1 (AAL1) and CBR traffic class
could be used to emulate leased lines over an ATM-based DSL network.
This can be used to transport voice in TDM timeslots, which are transported
over ATM (usually in conjunction with SHDSL). Service providers have used
this approach to interconnect PBX equipment to establish a virtual private
voice network as is attained with traditional leased lines. This approach is

Figure 9.21 ADSL with “derived” voice.
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Figure 9.22 VoDSL protocol stacks (ADSL with “lifeline” POTS shown).

ideal for providing dedicated voice trunk connections. However, it is not so
amenable to integrated voice and data delivery because the CBR traffic class
used to emulate the leased line requires that the DSL bandwidth dedicated
for voice is allocated during provisioning and so is unavailable to pro-
vide extra capacity for data when voice calls are not active. An alternative
approach is to use ATM Adaptation Layer 2 (AAL2) with VBR-rt traffic class.
This can multiplex a number of voice circuits on a single ATM VC (as shown
in Figure 9.23) and the DSL bandwidth occupied by this voice VC can be
dynamically “re-allocated” to a second ATM VC that carries data (e.g., UBR
or VBR-nrt VC). This makes more effective use of the DSL access capacity
for integrated voice and data services.

Figure 9.23 Overview of AAL2 protocol for VoATM.
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With ADSL, in addition to the analog phone that transmits voice in the
4 kHz baseband over the same phone line as ADSL, additional analog
phones can be connected via an IAD. Within an IAD, analog phone signals
are mapped into ATM for transport over DSL by way of an interworking
function (IWF).

Similarly, VoATM is converted to and from audible analog voice at the
CO or another centralized location for interconnection to the public switch
telephone network (PSTN). A corresponding IWF is also integrated into a
VoDSL gateway, which is then connected to the Class 5 switch via either
V5.2 (European), GR-303 (North American), or TR-008 (North American)
standardized concentrating interface on a PSTN switch. The availability of
these interfaces on Class 5 phone network switches is not ubiquitous, so
large deployments have been somewhat sparse. DSLAMs are available with
integrated VoDSL gateways that enable the voice traffic to be “broken out”
at the local CO for direct interconnect to the corresponding local Class 5
voice switch. This sort of distributed gateway architecture is most applica-
ble for incumbent service providers who own the local switches and can
afford multiple interconnection points. Most early VoDSL deployments were
by alternative service providers that used a more centralized approach to
VoDSL gateway location thus increasing the degree of “PSTN bypass” and
reducing the number of PSTN interconnection points. An illustration of con-
nections to the PSTN for VoDSL using an integrated access device (IAD) is
in Figure 9.24.

VoATM that is supported over DSL has been commonly referred to as
Broadband Loop Emulation Service (BLES). The requisite standards and

Figure 9.24 Voice over DSL (VoDSL) showing IntegratedAccess Device (IAD) and
Voice over ATM (VoATM) gateway to public switch telephone network (PSTN).
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interoperability test specifications have been developed by the ATM Forum
and the DSL Forum [ATM Forum (b)] and [DSL Forum TR-039]. As the name
implies, by employing ATM technology a DSL emulates a copper loop that
carries analog voice. Hence, BLES connects readily to the existing PSTN,
without modification of legacy analog phones and Class 5 PSTN network
switches. Because BLES emulates analog loop technology, basic POTS and
ISDN service as well as many phone features are supported transparently
to the end user. BLES provides digitally derived voice that, as the name
implies, seeks to emulate existing PSTN voice in terms of both quality and
features. It reuses the existing PSTN narrowband switching (beyond the
gateway), call control protocols, billing, and CPE (analog phones).

Technology developments may facilitate further evolution of this VoDSL
architecture. It is technically feasible to include the PSTN line card function∗
on the DSLAM’s ADSL cards. This avoids the need for an ADSL POTS split-
ter at the DSLAM and enables the PSTN voice traffic to be backhauled over
the same ATM network as the digitally derived voice channels. This could
eventually lead to separate local Class 5 PSTN switches or concentrators
being redundant, as all voice traffic could be backhauled to a more cen-
tralized switch. Service providers may find this attractive for rural or new
build areas. Another potential development with respect to ADSL is the “all
digital loop.” This involves extending the ADSL spectra down to baseband
instead of leaving a 4 kHz band free for analog POTS signals. With ADSL2,
the additional digital capacity of this approach is up to 256 kbit/s, which
is sufficient to transport around three to six toll quality voice channels
(depending on the voice codec used).

The challenge of any derived voice technology is building in enough
reliability for services such as calls to the emergency services, which is
assumed as always accessible over an analog POTS line, even if electri-
cal power is down at the end-user premises. Traditionally, analog phones
have been powered remotely from the CO. Today’s DSL modems and IADs
require local powering at the customer’s premises. The requirements for
supporting emergency power for telephony on digitally derived voice ser-
vices in the event of local power failure are usually subject to local and
country-specific regulations.

9.3.2.3 Mobile Base Station Feeds

SHDSL using circuit emulation over ATM can be used as an alternative to a
leased line, hence it can be used to provide connectivity from the base sta-
tion controller (BSC) to the TDM-oriented base stations (base wireless
terminal [BTS]) of second generation (2G) mobile telephony service

∗ Known as SLIC or end-user line interface circuit.
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Figure 9.25 SHDSL feeds to 3G cellular base stations.

providers. Figure 9.25 illustrates symmetrical ATM based DSL (i.e. SHDSL)
connectivity to 3G cellular base stations. 2G services are characterized by
the GSM (Global System for Mobile Communications), CDMA (code divi-
sion multiple access), and TDMA (time division multiple access) standards.
The 2.5G (General Packet Radio Service [GPRS]) data service is also very
much a TDM-based technology; hence it can exploit circuit emulation ser-
vices (CES) over ATM on SHDSL. However, third generation mobile services
(3G) use ATM backhaul transport. Relevant 3G standards include Universal
Mobile Telecommunications System (UMTS), and CDMA2000 or Wideband-
CDMA (W-CDMA). The standards for W-CDMA define that all the elements
of the Terrestrial Radio Access Network (known as UTRAN [UMTS Ter-
restrial Radio Access Network] in UMTS systems) be interconnected over
an ATM transport network. Mobile base-station equipment vendors have
subsequently incorporated ATM ports in their base-station switches. Con-
sequently, some DSL CPE vendors have developed SHDSL CPE specifically
with ATM or “cell relay” (CR) interfaces for direct connection to the 3G
base stations (Node Bs). Service providers had to pay a lot of money for
the licenses to the 3G spectrum. They therefore need to ensure that the
large backhaul networks required to connect the Node B base stations to
the Radio Network Controller (RNC) are constructed as cost-effectively as
possible. To deliver broadband services over 3G mobile networks, a larger
number of small radio coverage cells are required (micro cells and pico
cells), as illustrated in Figure 9.26. This makes a compelling case for the
use of SHDSL in locations where it can prove more cost-effective than a
traditional leased line. SHDSL CPE has been developed specifically for this
application to include –48 V power supplies and environmentally hardened
equipment design. A number of service providers have explored this appli-
cation of ATM over DSL, and it has been proven to work well. KPN Belgium
conducted trials in 2002 [Cuypers 2002], where the base station connected
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Figure 9.26 DSL backhaul to microcells for 3G wireless.

via SHDSL was monitored for the percentage call blocking and dropped calls.
The resulting performance met the requirements. KPN Belgium assumed
that a base station typically supports 42 simultaneous mobile voice con-
versations at 16 kbit/s. Hence, the base station to mobile switching center
connection would typically require 672 kbit/s of conversation data plus 128
kbit/s protocol data thus requiring the equivalent of 13 timeslots on a TDM
leased line. For larger sites, higher data rates can be achieved using multiple
copper pairs bonded using Inverse Multiplexing over ATM (IMA).

9.3.2.4 Video-on-Demand Using ATM

Video-on-demand (VoD) was initially conceived as the driving application
for ADSL deployment long before it was used for Internet access. Conse-
quently, there have been numerous trials and deployments of VoD around
the world. VoD enables end users to select the content they want, when
they want it, without being constrained by broadcast times and content in
programming schedules. Hence, numerous end users can all be simulta-
neously watching different movies, and some may even be watching the
same movie but a different part of it. Typically, the downstream video has
been delivered at speeds between 1.5 and 2 Mbit/s (achieved via MPEG1
or MPEG2 video compression) over an ATM PVC having a CBR traffic
class. A lower rate upstream or bidirectional control channel of around
16–128 kbit/s is used for control purposes, and this PVC can be UBR or
VBR-nrt traffic class. The control channel allows the user to select movies
or previews as well as start, stop, rewind, and fast-forward the movie as if
using a virtual VCR. In some deployments, there has also been a low rate
PVC for simultaneous Internet access (e.g., 115 kbit/s emanating from the
serial port of a set top box).
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The hold time for a VoD session can be a couple of hours (determined
by movie length). Unlike Web surfing, the traffic is not bursty. There-
fore, data packets for individual user’s sessions cannot be as efficiently
multiplexed on the same backhaul bandwidth. Hence, where as Inter-
net access may have a contention ratios varying from say 10:1 (business
grade) to 50:1 (consumer grade), it is not possible to allocate as many
simultaneous VoD users per unit bandwidth. Taking into account how
many end users who subscribe to the service may be simultaneously active
together with the typical session hold-time, a VoD service may only over-
book backhaul bandwidth by a ratio of around 3:1 to 4:1. Therefore, in
terms of network resources, it can be more costly to deliver than Internet
access.

More recently, service providers have looked to deliver VoD services at
the IP layer. This is illustrated in Section 9.3.3.4.

9.3.2.5 Broadcast TV Using ATM

Broadcast television (BTV) services involve delivery of content including a
large variety of regularly scheduled programming. This differs from VoD or
pay per view, because the video source is not under control by any of the
end users.

The delivery of BTV involves a head-end architecture to support multi-
cast capable DSLAMs. The head-end is the part of the network where the
video channels are aggregated, encoded, and passed through the network
to the DSLAMs and finally to the end users. Encoders stream each of the
broadcast channels across the broadband network on a separate PVC to a
multicast capable DSLAM. Video content is broadcast to end users using IP
packets encapsulated into AAL5 and transported over ATM using multicast
connections. The data for each broadcast channel is assigned an IP multi-
cast address. Content channels can be delivered over the allotted number
of PVCs to the DSLAMs. Each channel is sent to the DSLAMs within the
viewing area. Within the DSLAM, the data is replicated using the multicast
capability along with ATM PVCs. The DSLAMs are implemented with cap-
abilities to switch ATM traffic to multiple DSLs for delivery to end users’
homes. Each end user who requests a particular broadcast channel has the
appropriate content sent to their respective port on the DSLAM. From the
DSLAM, the video is transmitted over the loop to a set top box, and then
presented on a TV or PC monitor.

At the DSLAM, Internet Group Management Protocol (IGMP) multicast
control is terminated on the DSLAM. Several PVCs are required per end
user including those for forwarding video multicast traffic as well as for
IGMP channel and head-end video on demand traffic. As the PVCs within
the DSLAM provide streams to individual end users, the DSLAM only for-
ward a channel to legitimate end users who request it. In the case where
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multiple set top boxes on the same DSL port request the same channel,
only one copy is sent to that port. Also, see the use of IGMP with IP in “IP
Multicasting.”

9.3.2.6 Full Services Access Network

To effectively address the residential market, many analysts believe that
service providers need to offer a “triple play” of video, voice, and data.
Given the limited bandwidth on DSL, it is a challenge to enable all three
service types to be offered in a manner in which they can be used si-
multaneously. ADSL is capable of offering such a triple play if operated
at higher rates such as 4 Mbit/s. However, to offer multiple simultaneous
video channels, higher access speeds are required. This can be resolved by
providing access transport using either fiber to the home or via a hybrid
fiber or copper access network, whereby Very High Bit-Rate DSL (VDSL)
operating at over 10 Mbit/s is used over the final copper pair into the home
(see Figure 9.27).

The Full Service Access Network (FSAN) organization, now a group
within the ITU-T, has produced a series of specifications to address this
triple play delivery over Passive Optical Networks (PONs), Hybrid Fiber
(PON), and VDSL architectures. The specifications cover architecture, OAM,
CPE, and even aspects such as Digital Rights Management (DRM). Funda-
mentally, the architectures use ATM QoS approaches but in conjunction
with IP-centric approaches for signaling [FS-VDSL].

Figure 9.27 Full Service Access Network (FSAN) VDSL access architecture.
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9.3.3 IP-Centric Architecture Evolution Possibilities

9.3.3.1 IP Quality of Service

IP QoS can be implemented over an IP routed network architecture to
support ASP service offerings, while supporting current best-effort and new
ISP service offerings over the same DSL. The PTA described in Part 1 helps
facilitate this by extracting the IP packets from PPP sessions, which for
example enables “QoS markings” in IP packet headers to be examined. To
introduce IP QoS over the existing architecture, a number of prerequisite
capabilities are implemented at various parts of the network and customer
premises. By employing the concepts defined in Diffserv [Grossman 2002]
multiple traffic types can be managed in concert including IP, PPP, and
Ethernet.

To extend current network capabilities for support of advanced services
using IP QoS and Diffserv queues there is a requirement to preprovision
layer 2 ATM (or Ethernet) network capacity between the BRAS and that
CPE. Traffic is simply transported over the physical and ATM (or Ethernet)
layers to and from the DSLAM, and is throttled and policed at the IP layer
at the BRAS. The BRAS therefore manages the IP QoS and polices individ-
ual sessions or “microflows.” This is a more sophisticated approach than
simply a priori “hard” partitioning of bandwidth between applications or
relying upon distributed precedence approaches that only ensure “fairness”
between traffic classes but not between users within a traffic class. The IP
QoS is transparent to any DSLAMs that have already been deployed without
IP awareness.

Additional ATM traffic engineering of an existing hierarchy of ATM
network elements and their branched connections may need to be
re-examined. This hierarchy of ATM network elements can include a
DSLAM and possibly subtended DSLAMs, an ATM switch, and a BRAS,
as depicted in Figure 9.28. The shaping of traffic across these elements
entails buffering the aggregates of traffic at a queue with a specific allow-
able throughput. The fewer the ATM hops from the DSLAM to the BRAS,
the easier it is to manage congestion of the ATM connections and the
downstream IP QoS. The BRAS manages potential congestion over these
ATM hops to the DSLAM, in part by having Diffserv capabilities. IP pack-
ets can be extracted from Diffserv queues in an order according to the
relative priority of the packets. For the traffic flowing toward the various
end-user premises, the hierarchical shaping of aggregate traffic is based
on ATM connection rates, traffic flows of PPP sessions, and IP service
classifications.

The IP packets in the Diffserv queues are labeled∗ using Diffserv code
points (DSCPs), which consist of best effort (BE), expedited forwarding

∗ Sometimes referred to as “coloring” the packets.
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Figure 9.28 Hierarchical scheduling with Internet Protocol Quality of Service (IP
QoS) in an ATM-based DSL network. (From DSL Forum TR-059, DSL Evolution—
Arichitecture Requirement for the Support of QoS-Enabled IP Services.)

(EF), and assured forwarding (AF). BE is for the default traffic, such as
Internet access. EF is typically for high priority, latency-sensitive services
such as voice. AF classes provide a minimum guaranteed bandwidth with
definable maximum burst, committed burst, and excess burst.

Although QoS is implemented at the IP layer, the architecture may
still depend on the use of ATM PVCs over the DSL link and possibly the
aggregation network. From an ATM simplification perspective, only one
UBR PVC is necessary to support all IP-based services over a DSL. This then
dissociates the layer 2 (ATM) connectivity from the QoS design thus simpli-
fying provisioning. Real time media applications such as voice and video
require adequate resources along the transport path and hence require spe-
cific QoS support. If a second PVC is implemented over the same DSL, a
PVC with VBR-rt or CBR QOS may be preferred to support such appli-
cations requiring specific delay and jitter, and therefore could be used to
transport EF or AF marked packets for improved delivery in comparison to
BE marked packets. This is tantamount to fragmenting traffic flows at the
ATM layer (e.g., to allow voice to be put in ATM cells ahead of data traffic
cells) and can avoid the need to fragment IP packets or Ethernet frames
at higher layers on slower DSL links. Figure 9.29 illustrates the IP-routed
network architecture with connections to an (ASP).
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Figure 9.29 IP routed network architecture to an application service provider
(ASP).

Alternatively, multiple real-time applications over a single DSL connec-
tion can be supported over just one ATM PVC. Voice-over-IP would nor-
mally be engineered to utilize EF IP QoS, which has the highest level of
priority. When supporting VoIP, the larger frames originating could be frag-
mented and given higher priority than data packets. This is more important
on the lower speed, ADSL upstream link.

Best-effort traffic to ISPs can continue to be transported over L2TP tun-
nels in this architecture, as well as the bridged Ethernet and other service
provider interconnections described earlier.

IP QoS could be provisioned or signaled using session control protocols
such as SIP or Resource Reservation Protocol (RSVP [IETF RFC 2205]). A
resource reservation protocol gates the admission of the session over the
allotted network resources, and provides feedback to the initiating CPE or
BRAS. The session control protocols incorporate QoS elements into session
signaling messages. There is a trade-off between simply preprovisioning
network resources and the higher efficiency (but greater complexity) of
dynamically signaled resource requests and allocations. An intermediate
approach that is being increasingly adopted is the use of policy servers that
dynamically react in a predefined manner, e.g., using hierarchical scheduling
and shared shapers in the BRAS to back-off Internet throughput when a video
session starts.

As networks grow to support more advanced services over an increasing
number of DSLs, IP policies are increasingly being implemented in sepa-
rate policy servers to enforce QoS relationships. These policies are usually
enforced at the BRAS and possibly also the CPE. The policy manager con-
trols network resources and sits above network elements at a common
enabling services layer in the DSL Forum generic reference model (see
Figure 9.30). In future, the policy enforcement may extend to DSLAMs,
application servers, or even deep packet inspection (DPI) devices that are
application aware and can be colocated with the BRAS.
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When employing IP QoS in the DSL network architecture, the BRAS
manages traffic flows in the downstream bandwidth based on the particu-
lar end user’s service profile, while the CPE manages the upstream traffic
shaping. The IP flows are shaped and policed between the BRAS and the
end user’s CPE, transparently through the DSLAM. The BRAS and CPE (eff-
ectively a routing gateway [RG]) are therefore the main IP policy enforce-
ment points. Both support multiple queues per end user with appropriate
scheduling mechanisms to effectively implement Diffserv queuing behav-
ior. In addition to supporting BE, EF, and AF behavioral characteristics on
a per end-user basis, both the BRAS and RG can have multiple queues per
traffic class.

The BRAS manages the admission of sessions toward the customer
premises. An external policy server can be used to send both admission
control and session policy parameters to the BRAS. Depending on how the
policy server executes the user’s service policy, a per-flow admission con-
trol can be achieved at the network layer or the application layer. The BRAS
can prioritize network resources by mapping traffic flows into the Diffserv
Per Hop Behaviors (PHB). This is implemented at the BRAS via bandwidth
allocation based on IP traffic class (BE, EF, or AF), with appropriate queues
per traffic class.

To be an effective IP policy enforcement point, it is preferable for the
CPE to have the capability to identify DSCPs on incoming IP packets from
end-user applications to make upstream traffic shaping or policing deci-
sions. In addition, the CPE should also be capable of supporting low jitter
traffic on a single ATM PVC (e.g., via use of packet or frame fragmentation
techniques).

9.3.3.2 IP Multicasting

Multicasting is a network capability for sending information from one
source to multiple receiving participants. It involves the replication of chan-
nels on demand. Multicast “trees” are built to efficiently route streaming
content through the network to avoid duplication of content transmission.
Because multicasting involves the replication of channels on demand,
it is being considered useful for broadcasting content streams, such as
broadcast television (i.e., IPTV). In general, broadcast involves delivery
of a single copy to all requesting or participating end users over the
entire sub-network. Broadcast television services involve distributing con-
tent comprising a large variety of regularly scheduled programming. This
differs from VoD because the video source is not under explicit control
by any of the end users. With traditional broadcast technology, packets
are replicated to all routers and hosts on the network. It is therefore not
suited to wide area streaming distribution, because it does not scale well
over a wide area. With multicast, routers are prevented from unnecessarily
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transporting broadcast packets, hence enabling multicast to more efficiently
use network bandwidth than a pure broadcast approach—so traffic only
flows to those end users that want it.

The multicast capability can also be located in the DSLAM, instead of just
the BRAS. When the multicast function is placed in the DSLAM, hence closer
to the end user, a single content stream to the DSLAM can then be replicated
for distribution to those end users on the DSLAM that have requested the
same content. This can therefore provide network transmission efficiencies
in locations where there is high take-up of similar services in the same
DSLAM coverage area.

In a “single edge” network architecture, IP multicast services (typically
video or radio channel broadcasts) are aggregated for delivery toward end
users at the BRAS which is therefore the multicast router. However, in
more distributed “multi-edge” architectures, multicast services can be inj-
ected into the aggregation network via a separate device. Both the BRAS
and the DSLAM network elements can be designed to be multicast repli-
cation points. The BRAS achieves point to multipoint multicast replication
toward multiple DSLAMs at the IP layer and the DSLAM replicates at layer 2
(ATM cells or Ethernet frames) toward multiple users requesting the same
channel. A DSL network provider that employs multicast capabilities can
potentially sell the ability to inject multicast to an ISP or ASP. An ISP or
ASP can also employ multicast capabilities in their own router or BRAS.
From a BRAS, multicast capabilities deliver streamed content, as depicted
in Figure 9.31.

Figure 9.31 Streaming media with multicast at a network access provider’s
Broadband Remote Access Server (BRAS).
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The prevailing protocol used for multicasting is the IGMP. The IGMP
runs between hosts and their immediate neighboring multicast router.
Based on the end user membership information learned from IGMP, a
multicast router (which could be a BRAS) is able to determine if any mul-
ticast traffic needs to be forwarded to any of its leaf sub-networks (i.e.,
connections to DSLAMs). To set up and maintain multicast trees, multicast
leafs are created in response to an IGMP join.

Multicast addresses identify particular transmission sessions, rather than
a physical destination as in IP routing. The multicast addresses are trans-
lated by network routers into host addresses, so the source does not have
to know all of the target end-user addresses. The multicast addresses are
allocated to prevent collisions.

9.3.3.3 IP Awareness and Routing in DSLAMs
and the Aggregation Network

DSLAMs are primarily layer 2 devices that initially provided just ATM aggre-
gations and cross-connection functions. With the evolution toward Ethernet
aggregation between the DSLAM and BRAS, DSLAMs have evolved to be
able to cross-connect ATM PVCs on the DSL side to Ethernet VLANs on the
trunk or aggregation side.

As the QoS and security features of IP are enhanced and routers become
ever faster, it is not unreasonable to envisage some broadband IP net-
work platforms evolving toward a fully routed IP network extending out
to the DSLAMs (and non-wireline equivalents) and perhaps even as far as
end user’s CPE. Indeed it makes sense to put IP awareness into DSLAMs
(especially multicast capabilities such as understanding IGMP), because
their locations are ideal replication points for the distribution of streamed
multicast video.

Figure 9.32 illustrates a DSLAM with IP routing. If IP routing is incor-
porated into DSLAMs, PPP can be terminated in the DSLAM instead of the
BRAS. A RADIUS client can then reside in the DSLAM for assisting with
the authentication process. A DSLAM may integrate IP capabilities with its
existing ATM capabilities, as described in Section 9.3.3.2.

The desire for having IP capabilities distributed to the DSLAM depends
on the forecasted community of interest for delivery of IP-based services.
This contrasts with the earlier approach to introduce IP QoS, because
with that approach more centralized hubbing at the BRAS is appropri-
ate in the near term. A centralized approach may be more appropriate,
if other types of broadband access are being offered by the DSL net-
work provider such as VDSL or FTTH. In that case, the DSLAM would
be treated like other alternative access technologies as a simple layer 2
aggregation node with broadband transport connectivity. Nevertheless,
there is some interest in examining architectures with more capabilities
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Figure 9.32 Colocation of IP routing functionality with the DSLAccess Multiplier
(DSLAM).

for handling layer 3 traffic in the DSLAMs for services such as gaming
and other peer-to-peer (P2P) end-user services. These services can cause
a different concentration of traffic flows on the network between local
end users (as opposed to just client to central server communications such
as for Web surfing). Without local routing at the DSLAM, local P2P com-
munications between end users within the same CO may result in traffic
being backhauled to a centralized BRAS or router before “tromboning”
back to a colocated end-user peer. This is illustrated in the Figure 9.33.
Hence, network architectures may need to evolve for optimum efficiency
if such traffic flows become a significant percentage of overall traffic
volumes.

However, moving to a distributed architecture whereby IP routing and
perhaps even BRAS functionality resides in the DSLAM brings with it sig-
nificant manageability issues. A DSL network typically comprises dozens of
DSLAMs for every BRAS. Hence, giving the DSLAM IP capabilities beyond
their traditional layer 2 (ATM or Ethernet) aggregation role presents an
operational challenge.

One of the attributes of moving to an Ethernet-centric architecture is
increased flexibility in the location of the BRAS in the network. The BRAS
frequently is the layer 2 or layer 3 dividing line defining the “IP edge”
and in many ways defines the MAN or WAN boundary. Whereas there
may be good reasons to employ increasingly nondeterministic layer 3
behavior in the core, the motivation in the aggregation and backhaul
network is more suspect especially as carriers look to converge more
and more legacy applications onto a common network. Nondeterministic
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Figure 9.33 Avoidance of “tromboning” for local peer-to-peer (P2P) traffic via
colocation of IP routing functionality within the DSLAM.

behavior requires a high degree of aggregation (to obtain a sufficient sta-
tistical sample) and a relatively dense mesh. Neither precondition is true
in the aggregation nor backhaul network between the RG and the BRAS
switches.

This suggests a solution in which the BRASs are pushed out toward the
customer, to make the MAN component of the network trivial in networking
terms. However,

• Layer 3 is challenged to scale to the metro edge (e.g., impact on
efficiency of IP address allocation).

• The closer to the edge that nondeterministic behavior is pushed,
the less benefit is accrued because of the reduced aggregation.

The alternative is backhauling customer traffic to a small number of
major PoPs at the edge of a highly aggregated WAN core. This then chal-
lenges MAN technologies to deliver deterministic behavior over a domain of
significant scale, greater than can be addressed by the lowest cost switching
technology, Ethernet, in its original form.

This indicates that BRAS placement and determining the relative scales
of MAN and WAN are a crucial design decision and understanding the
consequences of the various trade-offs is vital to achieve an operable
network.
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9.3.3.4 Caching and Content Distribution

The earlier description of introducing IP QoS into the network above falls
short of providing the capabilities required for a full service access network
that enables VoD and broadcast television over DSL (in addition to high
speed data services and voice services). To distribute content, capabilities
for streaming, and local caching need to be added judiciously to balance the
load on the network. Video can be encoded for more efficient distribution
via the use of standardized compression techniques such as MPEG-2 and
MPEG-4.

Media servers and content switches can work together using content
distribution protocols and software, multicast routing, as well as redirec-
tion engines. Content servers may be grouped into content server farms.
This would enable load balancing with caches to attain high availability,
scalability, and performance. Caching involves the temporary storage of
content. Its use can reduce IP backbone bandwidth consumption between
the content source and the local point of presence (POP). Caching is often
used to offload Web traffic from IP backbones. Consequently, faster down-
loads are discernible because the content does not have to traverse the
otherwise larger extent of the network. Caching can be placed local to
each BRAS to allow transparent caching for Internet traffic and streaming
content. Caching capabilities can be dispersed as far toward the network
edge as the customer premises, in set top boxes and PCs (e.g., using local
hard disk storage as per Personal Video Recorder [PVR] devices).

In addition to content servers, content switches are employed to
ensure optimum load balancing as well as to provide redundancy. Con-
tent switches are typically layer 3 and layer 4 switches. Based on server
status and application availability, content based routing decisions can be
made for distribution over DSL networks. This intelligent routing would be
implemented across links between the server farms and the DSL networks.
It employs algorithms for routing to the closest content distribution server.
Performance is dependent on alternative links and fast fail-over routing
algorithms. When an end user enters a standard HTTP request of an origin
server, e.g., a uniform resource locator (URL) of the closest content distribu-
tion server is returned. A number of available content switches can operate
at the IP layer as fast routers and at the TCP layer (layer 4), thereby taking
into consideration the type of application as well as the network topology
and status. Application-aware routing may show promise for coping with
P2P traffic anomalies, as well.

Complementing the caching capabilities, streaming can be implemented
to enable the end user to begin to view content, while it is being down-
loaded into a computer. The content can be injected or hosted locally at
servers that are directly connected to the BRAS, and offered as a service to
ASPs and other content providers (who may be wholesale customers of the
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Figure 9.34 Video and content delivery with distributed caching.

DSL network provider). The actual video streaming can be delivered via
unicast or multicast. With unicast, a point-to-point connection as used for
VoD can be delivered. With multicast, streaming uses a point-to-multipoint
distribution of content by a service provider. A service provider can sched-
ule the streaming of live multicasts, or end users can request streaming
via VoD.

The DSL network architecture diagram of Figure 9.34 illustrates how
content servers and caches and switches are added to deliver video and
other media types. In addition, satellite data relay is used to initiate and
replicate streaming media for distribution to multiple regional and local
POPs, simultaneously. Content providers pay for satellite data relay ser-
vice, whereby content is sent from a content origin server via a content
distribution server to a satellite. It is also possible to add a video server
or cache capability on a card within the DSLAM to further enhance the
end user’s experience of a streaming video service and the efficient use of
backhaul network bandwidth.

9.3.3.5 A Comment on Peer-to-Peer File Sharing

One of the early “killer applications” of flat-rate, always-on broadband ser-
vices has been P2P file sharing. This is where users share files across the
Internet between their PCs. Typically, these files are MP3 music files or
MPEG encoded movies. New protocol clients facilitate “many-to-many”
automated resource sharing.
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Hence, P2P subsequently became the dominant component of band-
width used by residential Internet end users. Many home PCs can be run-
ning constantly as data servers “24×7” to download files on a global basis.
As a result, over 60 percent of the traffic on many broadband networks
became P2P traffic, originating from a disproportionately lower percentage
of the user base.

P2P clients communicate with other clients in a completely random
fashion, disregarding the traffic engineered topology of the network. As a
consequence, ISPs are swamped with a flood of traffic that did not originate
on their network because of the ad-hoc connectivity with P2P clients, some
even from other countries. This impacts the level of service for “innocent”
non-P2P users, which can result in churn. Other consequences are the surge
in monthly Internet transit bandwidth fees and the need for unplanned
expenditures in the network to increase capacity. This financial pressure
undermines the business model of flat-rate basic Internet access and man-
aging network costs through over-subscription becomes inadequate.

There are commercial approaches to mitigating the impact of P2P traf-
fic. For example, some broadband ISPs have imposed download restric-
tions, e.g., targeting people who regularly download more than 1 GB
per day. Others have introduced tiered pricing based on bandwidth con-
sumption,∗ e.g., some ISPs’ cheapest DSL services ban use of P2P in the
acceptable use policy and to use P2P, one must pay for a higher service tier.
However, there are also a number of technical approaches that can be
used, predominantly by appropriately “processing” traffic flows at the IP
layer. For example, an ISP may choose to apply restrictions by rate-limiting
or “de-prioritizing” P2P traffic. An ISP could limit the number of file trans-
fers per P2P protocol. They could also apply least cost routing (“intelligent
routing”) to P2P traffic to keep it “on-net” (thus avoiding Internet transit
costs), if possible. It is also possible to “manage” the P2P protocol “chatter”
that consumes bandwidth (up to 5 kbit/s per PC host and 200 kbit/s per P2P
supernode or ultrapeer), even when hosts are idle and not actively sharing
files. Such IP layer processing can be performed in routers, BRAS equip-
ment, or specialist hardware specifically designed to alleviate P2P traffic
problems.

The nature of P2P traffic will increase the prospects of ISPs and DSL
network providers employing IP QoS and “high-touch” IP packet and flow
handling within their architectures, to optimize network performance and
capacity utilization at minimum cost. The use of policy servers to control
the BRAS and perhaps adjunct deep packet inspection (DPI) devices may
also increase the ways in which P2P traffic is “managed” at the IP and
application layers.

∗ Which may be prepaid.
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9.3.3.6 Voice over IP

The most promising form of digitally derived voice is VoIP, which can also
be transported over the DSL network platform. There are a number of
approaches to VoIP user-interfaces for the end user. VoIP telephones con-
vert analog voice to VoIP within the telephone itself. Multi-service access
nodes (MSANs) are essentially DSLAMs that can digitize analog voice on
the copper line and convert it to IP packets on the DSL card. Alternatively,
existing analog telephones can be connected to an IAD at the end-user’s
premises in which analog voice is converted to VoIP. This is achieved via
an analog terminal adaptor (ATA) that plugs into a DSL router, or the adap-
tor may be contained in a separate device. The final approach is to use a
software VoIP client running on the end users PC that can be upgraded for
telephony via the use of a headset and a microphone. The major benefit
of VoIP over DSL is that it allows further integration of voice with IP-based
data and other applications.

Using IP phones, VoIP traffic traverses the DSL loop for connection to
an IP-based “Softswitch.” The Softswitches are interconnected to traditional
switches of the PSTN. With analog phones, analog voice traffic is converted
to IP in the IAD or MSAN and sent to the appropriate Softswitch. Unlike
BLES (see Section 9.3.2.2), VoIP does not depend on the existing analog
PSTN for features. This integration of voice (over IP) with DSL aligns with
the telephony evolution toward the use of the Softswitch. Trunk gateways
and SS7 gateways are used to interwork the Softswitch with the traditional
PSTN (see Figure 9.35).

Figure 9.35 VoIP over DSL, connected to a Softswitch, and PSTN.
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There are a host of issues that are being addressed in standards bodies
including call control signaling and protocols (H.323, MGCP, H.248, SIP
[RFC 2543]), CPE, numbering or addressing, NAT traversal, and billing.

Of the protocols being developed, SIP appears to be the preferred strate-
gic choice as the protocol for creating, modifying, and terminating sessions
and applications. These sessions are to include conferencing and gaming
using Internet multimedia conferences and distribution, in addition to sim-
ple VoIP telephone calls. Going beyond traditional analog voice capabili-
ties, members in a SIP VoIP session can communicate via multicast or via
a mesh of unicast relations, or a combination of the two.

Some service providers have opted to offer VoIP as a cheaper (and pos-
sibly lower grade) voice service. For multisite businesses that have branch
offices or employ teleworkers, this option allows for less costly ‘on-net’
calls, whereby dial tone is drawn from a PBX at a main corporate office
(hence, the corporation pays the phone bill instead of the end user). Other
service providers have ensured equivalent performance to traditional voice
by employing QoS to offer guaranteed telephony quality, similar to that
which users would experience on the PSTN. Developments are ongoing to
ensure that addressing schemes do not over burden the routing of incoming
calls and that voice packets are not delayed by large data packets on DSL
links. In addition, DSL CPE such as routing gateways are being designed
to overcome delays and jitter on voice calls via the use of fragmentation,
prioritization, and scheduling techniques. Nevertheless, VoIP over DSL is
in use today, despite contention and lack of QoS guarantees on best-effort
DSL networks. For the most part, early VoIP deployments consisted of inte-
grated voice and data enterprise solutions. However, public services began
to emerge in 2003. Now that a critical mass of DSL broadband connections
has been reached, the access network bottleneck has been removed for
many end users consequently enhancing the quality and usability of VoIP.

9.3.4 ATM to Ethernet Architecture Evolution
Possibilities

With the trend toward delivering a triple play service bundle comprising
video services along with voice and data over the embedded DSL access
infrastructure, the DSL industry began to develop architectures that migrate
the layer 2 technology from ATM to Ethernet. A number of innovations in
the area of Ethernet networking suggest an Ethernet-centric architecture is
increasingly becoming a viable option for broadband networks. The spe-
cific innovations of interest are as follows:

• IEEE 802.1ag/ITU Y.1731 connectivity fault management which
equips Ethernet with carrier class dataplane OAM tools for both
performance and fault management.
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• IEEE 802.1ah Provider Backbone Bridging (PBB also known as MAC-
inMAC) which provides Ethernet with the capability to stack cus-
tomer traffic on provider Ethernets and support up to 224 service
instances.

• Provider Backbone Transport (PBT) which allows alternative control
planes to be applied to Ethernet adding connection management
and traffic engineering capabilities, particularly for private line and
backhaul applications.

• Shortest path bridging or IETF trill which replaces spanning tree
protocol with link state routing, greatly increasing the scalability,
resilience, availability, and mesh utilization of bridged Ethernet.

Ethernet is already becoming the link layer of choice in new deploy-
ments and recent innovations in the Ethernet space equip it to take a
broader role in network architectures.

Ethernet-based access can provide an improved equipment cost per
megabits per second and faster transport mechanisms (gigabits per sec-
ond instead of the 622 Mbit/s upper limit of many ATM architectures) to
support the increase in connection speeds generated from ADSL2plus and
VDSL2 DSL connections. Because of the interest in conveying video and
primary line voice as part of the triple play service bundle, modern Ethernet
architectures also seek to use effective multicast techniques (for broadcast
video) and redundancy techniques (especially important for voice).

The Ethernet-centric DSL architectures involve deployment of a new
access network topology, whereby the aggregation network connection
between the DSLAM (access node) and the first IP layer edge router
(referred to in such architectures as the broadband network gateway [BNG]
instead of a BRAS) is Ethernet-based rather than ATM-based. The BNG
has the edge routing capabilities of a BRAS, as well as the function to
terminate the Ethernet layer and corresponding encapsulation protocols.
Optionally, a DSL access connection can communicate to two separate
BNGs (i.e., multi-homing) for high availability arrangements. A standard
approach to Ethernet-centric DSL network architectures is covered in
[DSL Forum TR-101]. [DSL Forum TR-101] also covers specific functional
requirements for the access nodes, BNGs, RGs, and the Ethernet aggrega-
tion network.

The cost and bandwidth incentives to use Ethernet instead of ATM create
an opportunity for service providers. Ethernet can be employed to emulate
some of the capabilities that were previously inherent in ATM architectures;
for example, VLAN tags can be employed instead of ATM’s VPI/VCI for use
in traffic identification and segregation. Also, the inherent broadcast domain
nature of Ethernet can be exploited by moving away from the connection-
oriented nature of ATM and effectively putting large groups of users from
a single or multiple DSLAMs in a large VLAN.
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Figure 9.36 Ethernet-based access node connected to broadband network
gateway (BNG).

Figure 9.36 depicts this new topology with an access node that is directly
connected to a BNG. Alternatively, the access node can be connected to
an Ethernet aggregation network consisting of Ethernet switches before
connecting to the BNG as is illustrated in the [DSL Forum TR-101] reference
model illustrated in Figure 9.37. The approach to QoS that uses hierarchical
scheduling on a BRAS (as discussed in previous sections), can also be
adapted to the BNG in an Ethernet VLAN environment.

9.3.4.1 Access Node Functionality

The aggregation network that is Ethernet-based consists of access nodes,
Ethernet switches, and BNGs equipped with Ethernet interfaces. The fun-
damental changes from an ATM to an Ethernet-based access architecture

Figure 9.37 [DSL Forum TR-101] Ethernet-based DSL network reference model.
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involve direct Ethernet framing at the access node and the support of
Ethernet transmission at the trunk interfaces. Instead of ATM cross-connects
and switches, the aggregation network now consists of Ethernet switches.

Similar to other access architectures, Ethernet-based access architectures
refer to U-interfaces (DSL side) and V-interfaces (trunk side) on the access
node (as illustrated in Figure 9.37). At the U-interface, the access loop typi-
cally supports IP transport via Ethernet encapsulation as IPoE (IP/Ethernet)
and PPPoE (IP/PPP/PPPoE/Ethernet). The Ethernet frames may then be
encapsulated within ATM for transmission across the DSL for compatibil-
ity with existing interoperable DSL CPE. Alternatively, some of the newer
“Ethernet in the First Mile” (EFM) DSL standards may be used for providing
an entirely native Ethernet layer 2 connection end-to-end.

In regions where PPPoA is used, an IWF in the access node can be im-
plemented to map PPPoA end-user traffic to PPPoE (see Figure 9.38). The
access node is now somewhat like an Ethernet switch with DSL interfaces.
Additionally, the access node may have enhanced functions for other pro-
tocol interworking scenarios, security, multicast support, along with sup-
port of ARP and IGMP processing, end user identification, and end user
isolation.

Figure 9.38 depicts the IP-based services as they are encapsulated on the
end-user side into PPPoA, transported over the DSL using ATM at layer 2,
“interworked” to PPPoE, and then encapsulated into VLANs.

An Ethernet-centric solution that maintains layer 2 end-user separation
will minimize the complexity of the DSLAM both functionally and in terms
of the amount of required configuration. Solutions are specified in the form
of QinQ tag stacking or MACinMAC to provide scalable separation and
defer the requirement to implement complex policy and layer 3 packet

Figure 9.38 Encapsulation of the protocol stack into virtual LANs (VLANs).
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processing until higher up in the network (e.g., at the BNG). This becomes
an important consideration as the electrical or optical boundary is pushed
into outside plant.

9.3.4.2 Ethernet Aggregation Network and VLANs

Ethernet switches (mainly using gigabit Ethernet interfaces) connecting the
access nodes to the BNGs form the aggregation network (see Figure 9.39).
The transition to an Ethernet-based DSL architecture can entail deployment
of Ethernet VLAN switching, Ethernet frame-based prioritization of end-user
traffic (QoS), multicast, and Ethernet OAM in the DSL aggregation network.

Access nodes are installed in a distributed manner which depends on
local loop lengths as well as CO capacity requirements (number of DSL
ports and associated backhaul link speed) which is also determined by local
end-user demand. Access nodes may be installed in the CO to serve several
thousand loops of longer loop lengths, while more distributed access nodes
(remote) may be installed in RTs to serve much lower numbers of loops at
shorter loop lengths in a hierarchical topology. This hierarchy distributes
the Ethernet aggregation between the elements of the Ethernet switches
in the aggregation network and the subtending access nodes (DSLAMs).

The Ethernet frame used in Ethernet-based DSL architectures includes
information regarding VLAN identity and priority. The format is defined
in IEEE 802.1D/Q standard. This information is transported in a four-byte

Figure 9.39 Aggregation network and BNG.
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VLAN tag. The first 2 bytes have a fixed value = 0 × 81 − 00, followed
by 3-bits of priority, 1 bit = 0 and 12-bits of VLAN addressing. The 12-bit
VLAN addressing space imposes a limitation of 4096 individual VLANs when
a single VLAN tag is used. Hence, “stacked” VLANs (per IEEE 802.1ad) are
used to increase scalability. This uses an outer VLAN tag (S-tag, sometimes
referred to as the “Service” tag) and inner VLAN tag (C-tag, sometimes
referred to as the “Customer” tag). A VLAN is referred to as an S-VLAN if
there is no inner VLAN.

The Ethernet frame structure is depicted in Figure 9.40. The Ether-
net switches within the aggregation network perform S-VLAN bridging,
whereby Ethernet frames are forwarded according to the S-tag. Optionally,
there may also be a C-VLAN per end user or DSL. VLAN tagging also pro-
vides for a marking capability for an Ethernet frame’s class of service (CoS).
Normally, the Ethernet aggregation network would only switch S-VLAN
“trunks” and would not examine any individual end user’s C-VLANs encap-
sulated within the S-VLAN. These would only be affected by functionality
at the edges of the Ethernet aggregation network e.g., the access node and
the BNG.

Ethernet VLANs can be used to logically group traffic flows. For exam-
ple, some architectures may use service-based VLANs where voice, data,
and video traffic are allocated to specific VLANs. Other approaches involve
having a dedicated VLAN for each end user’s data (known as the 1:1 VLAN
model emulating the ATM VPI/VCI paradigm) or alternatively may limit 1:1

Figure 9.40 Ethernet frame structure.



Dedieu/Implementation and Applications of DSL Technology AU3423_C009 Final Proof Page 392 20.9.2007 05:35pm

392 Implementation and Applications of DSL Technology

Figure 9.41 Example “triple play” Ethernet architecture incorporating both 1:1
and N:1 VLANs.

VLANs just for business users whilst putting all residential end users data in
a single VLAN (known as the N:1 model). In all Ethernet architecture vari-
ants, video multicast traffic has its own N:1 VLAN carrying IPoE multicast
traffic to a number of access nodes. Hybrid approaches using both N:1 and
1:1 VLANs are also possible as illustrated in the Figure 9.41.

Note that when using a VLAN per service, it is not necessarily possi-
ble to directly map a QoS level per service such as video. Control and data
plane flows within the same service may have different QoS needs. The 1:1
VLAN approach essentially provides a single logical circuit to manage with
no requirement for Ethernet MAC address tracking. The end-user traffic iso-
lation provided by this approach also facilitates security, troubleshooting,
logging, and accounting.

The end user’s device such as an RG sends untagged Ethernet frames,
tagged frames, or priority-tagged frames toward the access network. The
access node may be preprovisioned to map a C-VLAN to a particular DSL
port for every potential user. Alternatively, business users may be able to
set their own C-tag within a wider S-tagged VLAN that is exclusively for
their use as a layer 2 VPN. The S-Tag or C-Tag pairs have to be unique
within the local aggregation network to avoid misdirection of traffic.

9.3.4.3 Customer Premises Equipment: Routing Gateway

At the customer premises in an Ethernet-based access architecture, the
RG would interoperate with the existing ATM-based standardized DSL
equipment, although new capabilities may be introduced to take advantage
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of non-ATM options at the U-interface (i.e., DSL technology using EFM).
The RG may set priorities on tagged Ethernet frames in the upstream direc-
tion. To efficiently support video, RG capabilities are necessary for support
of multicast by forwarding IGMP messages from the LAN to the WAN inter-
face. This can entail acting as an IGMP proxy on behalf of a number of set
top boxes (IGMP sources) within the home. Other capabilities may include
local NAT and firewall features as well as classification according to source
IP/MAC address or incoming LAN physical port. These QoS capabilities are
used to distinguish between multicast services such as IPTV and best-effort
applications.

9.3.4.4 Quality of Service

For QoS in the Ethernet access architecture, priority tags or markings are
used to specify the relative priority. By applying VLAN arrangements, as
described above, S-VLANs can be used to segregate traffic by service,
DSLAM, or CO, whilst C-VLANs can segregate traffic by user. The han-
dling of traffic according to priority can be accomplished by using Ethernet
priority bits (IEEE 802.1p). Ethernet normally implements simple priority
queuing with the embedded “P-bits” in a given packet identifying the per-
interface queuing discipline and discard eligibility to be applied. This is
sufficient to offer simple classes of service and can be augmented with
true call admission control and configured paths using Provider Backbone
Transport (PBT) if absolute (instead of relative) QoS is required. Alterna-
tively, some architectures may use MPLS techniques to convey traffic with
the appropriate QoS over the Ethernet infrastructure, e.g., MPLS virtual
private LAN services (VPLS) for N:1 VLANs and MPLS pseudo wires for 1:1
VLAN trunk groups.

The access node is able to add or modify a priority tag of incoming or
outgoing Ethernet frames. Modification may be performed on a per flow
basis. Depending on the exact functionality of the access node and BNG,
they may be able to classify and then prioritize and schedule traffic accord-
ing to the following:

• VLAN
• Priority
• L2 (MAC) destination or source addresses
• EtherType
• L3 (IP) destination or source addresses
• TOS
• L4 (TCP/UDP) destination or source ports.

Just as traffic can be sorted where there are multiple applications per
traffic class with ATM, the same applies to Ethernet. The flow of applications
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to and from the end users can be co-ordinated by establishing policies and
user service profiles in addition to the use of IP DSCP traffic classification.
The BNG and an associated policy manager can be engineered to enforce
the policies associated with each end user. User-specific rules can identify
associated traffic flows and apply appropriate priorities. Shaping as well
as policing of traffic can be implemented for each end user. Similar to
the BRAS functions described previously, hierarchical scheduling, policy
management, queuing, and shaping may be implemented within the BNG
to support QoS.

9.3.4.5 Multicast

In the Ethernet aggregation architecture, multicast traffic (such as video
“broadcast” channels) would usually be transported in a dedicated multi-
cast VLAN (see Figure 9.41). The multicast traffic can be encapsulated as
IPoE. The delivery of the multicast channels would follow the N:1 architec-
ture with a number of different access nodes being on the same multicast
VLAN. Ethernet multicast capabilities are well understood and the map-
ping of IP multicast to Ethernet offering layer 3 and layer 2 integration and
simplification is exploited in [DSL Forum TR-101].

The IGMP protocol (as described in Section 9.3.3.2) could be employed
in the access node, the BNG, and also potentially within the aggregation
network’s Ethernet switches. Snooping and multicast functions can be dis-
tributed across the Ethernet aggregation network as shown in Figure 9.42.

An IGMP snooping function involves the examination by multicast
devices (access nodes and Ethernet switches) of IGMP reports within
IP (or PPPoE) flows toward the IGMP routers. Knowledge of the IGMP

Figure 9.42 Location of multicast functionality within Ethernet DSL architecture.
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Figure 9.43 Multicast of premium channels within access node.

reports lets the Ethernet switch or access node know whether it needs to
start replicating a channel toward a DSLAM or end user that is not cur-
rently receiving that channel. The IGMP messages are mapped to VLANs
in the access node, which is configured to recognize IP group addresses
corresponding to multicast channels (see Figure 9.43).

9.3.5 Management, CPE, and Other Developments
and Applications

9.3.5.1 Auto-Configuration of Next Generation CPE

The initial auto-configuration specifications from the DSL Forum
[DSL Forum TR-037] addressed auto-configuration of the ATM VPI/VCI,
encapsulation (e.g., PPPoA etc.), and allocation of IP address. Subsequently,
work focused on how best to automatically configure more sophisticated
DSL CPE such as DSL routers that incorporate firewalls, VPN capabilities,
and wireless LAN interfaces. The simplification of CPE configuration and
management evolved with ongoing developments of communications pro-
tocols, particularly XML. This configuration and management for CPE can
be addressed from the perspective of both the LAN [DSL Forum TR-064]
in the customer premises and the WAN interfacing to the DSL access and
broadband core network. Motivated by the desire to avoid any software
conflicts on an end user’s PC, methods for configuring DSL CPE through
software on PCs inside the LAN continue to be improved through newer
software developments. Going beyond the LAN, protocols to communi-
cate between the CPE and a network-based Auto-Configuration Server
(ACS) enable secure auto-configuration as well as other CPE management
functions [DSL Forum TR-069].

CPE with pre-installed software can automatically invoke a sequence
consisting of power-up, diagnostic run, interface initialization, and training
to the DSL. This avoids the need for an end user to load a service provider
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supplied CD into a PC. Instead of depending on an application from a
CD, auto-runs, CPE discovery, and queries for model and version are com-
municated automatically. The end user simply has to input the username
and password. After initial configuration, the CPE may query servers for
additional configuration or to convey updates on the latest CPE status.

The WAN communication between CPE and ACS allows for secure auto-
configuration of a CPE at the time of initial connection and any subsequent
reinstall, as well as other CPE management functions. The management
functions can span a series of connected customer premises devices such
as those in a home network. Some of the other management functions
facilitated by an ACS may include dynamic service provisioning, comparing
performance against SLA requirements, and software or firmware image
management. These developments of more sophisticated communication
between CPE and network will lead to different types of service offerings.
The first is where the end user has greater capability to order services
“on-demand,” e.g., via a Web portal interface. The network is then able to
communicate with the DSL CPE to ensure that it is appropriately configured
for the selected services. This could be used on an as needed basis to
enable additional VoIP ports, e.g., when a relative visits a residence or a
business has a seasonal peak in telephone orders. This concept is illustrated
in Figure 9.44.

The second service offering facilitated by more sophisticated CPE is
managed CPE (see Figure 9.45).

This sort of service could, e.g., be used by a service provider to manage
all of the DSL CPE on behalf of a corporation. The service provider could
then ensure that all DSL CPE at branch offices and teleworker locations is
configured with the appropriate corporate firewall policy and VPN access

Figure 9.44 User control of DSL service and hence CPE configuration.
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Figure 9.45 Key elements in a managed CPE service.

privileges. It could also be used to configure a VoIP VPN between sites. A
more detailed example of such a system is illustrated in Figure 9.46.

The new generation of sophisticated CPE can facilitate bundled service
offerings that are remotely configured and managed. This remote manage-
ment can be used to glean performance information and diagnostics from

Figure 9.46 Example of a CPE management system within DSL architecture.
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Figure 9.47 Example diagnostics available on “NextGen” managed DSL CPE
(Courtesy of Virtual Access.)

the CPE (see Figure 9.47) to monitor usage and performance for audit pur-
poses and SLA monitoring.

As DSL network architectures evolve to become more Ethernet-centric
and less ATM-centric, there is scope for DSL CPE to support improved
end-to-end Ethernet OAM for service assurance. Further developments may
facilitate the specific performance monitoring and fault diagnosis of video
traffic.

9.3.5.2 Other Applications and Developments

Some of the new DSL applications that are evolving include newer types
of DSL and associated CPE, integration with Wireless LAN (WLAN) “Hot
Spots,” and extending access to MTU. Other technology developments
include bonded DSL, which can be used to increase the speed or range
of DSL delivered services.

9.3.5.2.1 New Types of DSL and CPE

End users are connecting multiple computers to DSL modems through
premises gateways and routers. Home networks are being designed to com-
plement the capabilities of the core Internet architecture, leveraging a single
DSL connection with multiple PCs that share resources, often starting with
the sharing of printers and files.

Already, more and more end users are connecting their networks to
entertainment equipment. The capabilities that are being developed for
home entertainment and automation leverage the evolving DSL architec-
ture. Audio such as MP3 is being stored on PCs and delivered through
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home networks to be played over stereo receivers. Slide shows of digi-
tal photographs are being stored on PCs, later to be shown on TVs and
other external monitors. Hence, the PC network serves as an alternative to
set top boxes, and as a central point for entertainment systems. The latest
wireless interfaces (802.11n) are enabling end users to send video from
their computers to their TVs. Also, home security systems are making use
of functions centered on computer resources.

To support these services, the various QoS levels are being associated
to service levels to support video, voice, music, and gaming applications.
These QoS levels are being developed to work over all DSL types and
home-networking technologies. Beyond the initial deployment of ADSL
and SHDSL, the newer types of DSL include ADSL2, ADSL2plus, extended
reach ADSL, and VDSL2.

9.3.5.2.2 Wireless LAN Hot Spots

ISPs are adding WLAN capabilities using Wireless Fidelity (Wi-Fi) to DSL
packages as well as optional DSL routers. With a wireless connection to
a DSL router, end users can connect to DSLs without Ethernet or pairs of
wires. This DSL router capability is available for use in homes or offices
or in cafes, parks, and other public areas. Wi-Fi extends the high speed
access of DSL through base stations called access points or hot spots, if
in public areas (see Figure 9.48). The typical signal range to and from hot
spots or Wi-Fi access points is around 100 m, without obstructions such
as buildings or other structures made of metal or concrete (walls). Other
limiting factors for Wi-Fi transmission include the number of simultaneous
end users connecting to the same access point and the distance the PCs
WLAN client adaptor is from the access point.

Figure 9.48 ADSL and SHDSL serving wireless “hot spots.”
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A number of ISPs are offering Wi-Fi hot spot connections to end users
that have already subscribed to their DSL service from their homes or
offices. In this way, end users can make a high speed network connec-
tion, when they are away from their wired DSL connection at their home
or office.

The Wi-Fi signals operate in the 2.4 and 5 Ghz radio bands. These fre-
quencies are available without a license in many countries. Most newer
portable (laptop) computers as well as some hand held PCs are equipped
with built-in Wi-Fi antennas and software.

The standards to which Wi-Fi equipment is being built are IEEE 802.11a,
b, or g, with n due for ratification in 2007. Newer products that are compli-
ant with 802.11a operate up to 54 Mbit/s using the 5 GHz frequency and
feature the ability to support more end-user PCs per room, while prod-
ucts compliant with IEEE 802.11b operate at up to 22 Mbit/s (typically 11
Mbit/s) using 2.4 GHz and feature the ability to work with existing hot
spots. Products which are compliant with the IEEE 802.11g, also feature
the 54 Mbit/s higher speeds but operate at the 2.4 GHz frequency and
can therefore be backward compatible with IEEE 802.11b systems. IEEE
802.11n products may operate in the 2.4 or 5 GHz band and operate at
speeds from 300 Mbps to over 600 Mbps. Many “dual mode” devices are
available. The IEEE 802.11e standard adds QoS capabilities to Wi-Fi. This
enables certain traffic flows to have priority over others and hence can be
used to deliver integrated voice and data (via VoIP) over a combined DSL
and WLAN connection. Wi-Fi phones for this kind of application are already
available from some vendors. There are significant synergies between DSL
and WLAN technology in terms of target markets and data rates. The devel-
opment of end-to-end IP QoS capabilities in DSL architectures and WLAN
technology looks set to perpetuate these synergies and hence the joint use
of both technologies in delivering IP applications and services.

9.3.5.2.3 Multi-Tenant Unit (MTU) Applications

Service offerings can be bundled over DSL to provide the communications
infrastructure for MTUs such as hotels, apartment houses, condominiums,
and commercial office buildings, particularly smaller office buildings. The
service providers that target these types of premises are some times referred
to as building local exchange carrier (BLECs). Traditionally, BLECs have
been forced to use either expensive T1/E1 leased lines or fiber connections
to connect to the MTU building. DSL (especially SHDSL) can be used as an
alternative to fiber from a CO to provide access to MTUs. The more cost-
effective nature of DSL in comparison to fiber has led to smaller buildings
being targeted with a lower required “take-rate” by the tenants for the BLEC
to break even. DSL can also be used to scout for lucrative businesses by
offering it for the initial tenants when a BLEC targets a new building. These
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Figure 9.49 Use of DSL for both MTU access and internal distribution as an
alternative to fiber.

tenants can later be migrated to fiber as demand justifies the increased
capacity and cost. Finally, DSL can be used to back up a fiber access bearer
once the latter is installed. The use of DSL for both MTU access and internal
distribution as an alternative to fiber is depicted in Figure 9.49.

In addition to providing access to the building, a “mini-DSLAM” or Eth-
ernet switch with DSL ports can be used to distribute voice and data over
internal copper pair wiring (e.g., Category 5 [Cat 5] cable) to rooms within
the MTU. Internal DSL distribution may use ADSL (if baseband POTS is
present on the internal wiring), SHDSL, or even VDSL2 (e.g., configured
for 10–100 Mbit/s symmetric distribution to match Ethernet LAN speeds).
Figure 9.50 shows an example of a mini-DSLAM in MTU.

9.3.5.2.4 Bonded DSL

Further enhancements to ADSL and SHDSL include bonding. The bonding
of multiple DSLs enables higher access rates as well as extended serving
distances for a required access rate (see Figure 9.51). Bonding can be at
the physical, ATM, or PPP layer.

Physical layer bonding usually involves two pairs bonded at the line
card on the DSLAM. This results in simpler CPE, than with bonding at the
ATM or PPP layers. However, a downside is that if one of the pairs fails the
whole access connection is lost.

ATM bonding makes use of IMA [ATM Forum (c)]. IMA also involves
bonding the pairs on the line card at the DSLAM, whereby the DSL link
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Figure 9.50 Example of a mini-DSLAM in a Multi-Tenant Unit (MTU).

Figure 9.51 Use of bonded DSL to provide higher aggregate DSL access speed.
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appears as a single ATM connection to the upstream ATM switch. The
cell streams from the CPE router are transmitted across multiple interfaces
(DSLs) and then recombined at the DSLAM to appear as a single stream of
ATM cells on the backhaul link. SHDSL CPE routers are available that are
capable of bonding up to eight copper pairs via IMA. The advantages of the
IMA approach to bonding are as follows: (a) ATM QoS can be used over
the bonded link, (b) DSLs can be added or deleted from the bonded link
without service disruption (useful for up-selling customers to higher band-
widths), (c) and the support for copper pair or DSL failure with automatic
recovery without loss of data.

Multi-Link PPP (ML-PPP) can be used to aggregate PPP sessions from
a DSL router to the DSL network provider’s BRAS. This lacks the QoS
capabilities of IMA but can work with DSLs of different rates. The ML-PPP
session termination places additional processing load on the BRAS, which
could affect scalability if applied to an architecture with a centralized BRAS
(instead of distributing the BRAS closer to regional nodes of the edge of
the network). Alternatively, an ISP could terminate the ML-PPP sessions on
their own router or BRAS, which would make this aggregation approach
totally transparent to the DSL network provider.

Finally, an end user could use a load balancing router to connect into
two DSL routers (or more) to increase the access bandwidth available to
share among their LAN devices. This requires no involvement with the ISP
or DSL network provider and also provides resilience if one of the DSLs
fails. However, it results in at least a three box solution on the end users
premises which is more difficult to configure and manage.

9.3.5.2.5 Service Offerings of New and Bundled Services

With the arrival of new broadband services, DSL access is going far beyond
e-mail, Web surfing, file downloads, and on-line transactions. The bundling
of these current services, with telephony services and new applications
such as interactive gaming and IPTV over DSL, has already become a major
motivator for new DSL subscriptions.

Among the additional services expected to be bundled are remote access
to corporate networks employing VPN technology, voice telephony using
VoIP, audio and video streaming and downloads, public space wireless LAN
(hot spots) using Wi-Fi IEEE 802 (a, g, or n), and live high-definition tele-
vision. Fixed mobile convergence (FMC) is expected to be a big driver for
residential DSL and Wi-Fi hot spots, as it enables local mobile calls to be car-
ried over a broadband IP connection and hence offloaded from the cellular
network, freeing up capacity for truly mobile, typically vehicular, users.

Some of the newer services, especially FMC will require adding QoS
capabilities to existing and new networks. The treatment of the traffic from
these services is being handled both on an individual service basis as well as
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on an aggregate service basis, whereby services are grouped into flows that
require similar QoS and other types of treatment. Going forward, services
currently offered with best-effort treatment can be given various priorities.

QoS and greater IP awareness in DSL networks facilitates new “high-
touch” IP services such as centralized firewalls, integrated voice and data
VPNs, and effective distribution of content. It could also lead to differ-
ent business models from the flat-rate subscription models of initial DSL
deployment. This may include usage billing (e.g., on a per gigabyte or per
minute basis). DSL network providers have now begun to bundle a range
of new services while guaranteeing rates and quality.

9.4 Concluding Comments

Certain products at the lowest end of the DSL broadband access market
will inevitably “commoditize.” For example, best-effort Internet access for
consumers based upon ADSL operating at just a few hundred kilobits per
second has already become a commodity. However, as this chapter illus-
trates, a DSL broadband access network offers a huge range of implemen-
tation options that can be grouped and packaged with different product
attributes giving a large range of choice for service providers and their end
users. As a service provider, you cannot offer differentiated DSL products
if you do not control your own broadband access infrastructure or, do not
have access to a competitive market of disparate DSL network products.

There is unlikely to be a “one-stop shop” that covers all options and per-
mutations of appropriate feature sets matched to different applications and
service requirements. Consequently, broadband access is far from being a
commodity business, when the particular needs of the wider market and
its various constituent segments are examined. It is clear that a “one size
fits all” approach to DSL products will not meet the needs of all service
providers and their end users.

DSL network technology and architectures have many degrees of free-
dom to facilitate both “mass customization” and bespoke design of broad-
band access products, thus raising the value beyond a pure commodity
connectivity play. This chapter has illustrated the capabilities inherent in
DSL network architectures and interconnecting interfaces that allow a wide
variety of DSL connectivity products to be delivered, hence facilitating
opportunities for service differentiation. This chapter has also illustrated
how the ATM-based best-effort Internet access architectures deployed in
the first phase of global DSL roll-out can evolve. This evolution is predom-
inantly focused around moving toward increasing use of Ethernet and IP
technologies and adding QoS capabilities that enable multiple simultaneous
services to be delivered.
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The relative merits of ATM-, Ethernet-, or IP- centric broadband access
systems will continue to be debated with vendors pursuing and further
developing their own preferred approaches. Already DSLAMs have been
evolved from simple ATM VC cross-connects. Some vendors had previously
developed DSLAMs that were SVC-capable ATM edge switches and others
have subsequently developed them as Ethernet switches (with DSL cards)
that have IP “awareness” or even integrated IP routing and multi-cast capa-
bility. MPLS is seen by some vendors as the way to integrate IP and ATM
capability to get the best from each. As always, interoperable standardized
products are preferred by many operators and progress in this area could
dictate the speed of adoption and ultimate success in the market of the
ATM, Ethernet, IP, and MPLS approaches to broadband DSL access.
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Abstract This chapter looks at the genesis and evolution of the Digi-
tal Subscriber Line access multiplexer (DSLAM). The DSLAM was a break-
through device in the success of Digital Subscriber Line (DSL). Its own
architecture has changed in accordance with the evolution of the underly-
ing DSL technology and also the change in the services offered over DSL, as
applications migrated from pure Video-on-Demand (VOD) to high-speed
internet access to integrated triple play services (voice, video, and data).
This chapter examines the role the DSLAM plays as a network element, the
critical functions it performs, and how it now delivers on the triple play
vision.

DSLAMs have proven to be remarkably resilient and adaptable, and
much of the architecture and network design is carried over into Fiber-in-
the-loop systems and their OLT (Optical Line Terminator) counterpart.

10.1 Introduction

The DSLAM (DSL access multiplexer, with DSL standing for Digital Sub-
scriber Line) is a pivotal element in the end-to-end network system for DSL
deployment. In the simplest terms, a DSLAM is exactly what its acronym
indicates—a product located at the network side edge of the access net-
work that multiplexes several DSLs together. As described in this chapter
its actual functionality can vary from very simple to quite complex.

From the outset, the role and functionality of the DSLAM has been
strongly bounded by three external influences:

1. Service mix and deployment cost
2. Regulatory requirements
3. Industry standards

The interplay between these elements is highlighted throughout the
chapter. The reader is encouraged to bear them all in mind when focusing
on any one particular aspect. As will be seen, an interesting outcome of
the regulatory influencer is that the service mix and DSLAM functionality
have come full circle.

The DSLAM is just one element of an end-to-end network that delivers
a set of services; the Holy Grail combination being the so-called triple play
of voice, video, and data. In understanding the role and function of the
DSLAM, the whole network and service mix must be considered.
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To better appreciate this, it is useful to understand how the DSLAM came
about, how the external influencers at the time impacted its architecture,
and where DSLAM functionality is evolving to.

10.2 Genesis of the DSLAM

In the early 1990s a confluence of technologies—MPEG (Moving Picture
Experts Group) video compression, rising disk drive capacities, higher
speed processors, and DSP technology—enabled the delivery of Video-
on-Demand (VoD), over existing telephone lines, using newly developed
ADSL technology. The use of a splitter to separate the plain old telephone
service (POTS) spectrum from the data spectrum was very novel at the
time. This enabled the data to be overlaid on the same line as the tele-
phony, allowing both to be delivered simultaneously and independently.
The first network solutions were built on the products available at the
time. The proprietary Asymmetric DSL (ADSL) modems had a 1.5-Mbps
unidirectional downstream video channel and a 16-kbps bidirectional con-
trol channel. The downstream rate was chosen to be compatible with T1.
The first service trials conducted by Bell Atlantic (now part of Verizon) and
Telecom Italia used the architecture shown in Figure 10.1.

As shown in Figure 10.1, the ADSL modems were standalone transmis-
sion devices. In the central office (CO), the bidirectional control channels
were connected to a X.25 switch that aggregated the control traffic to limit
the number of computer ports required. The ADSL modem video channel

Video
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server

X.25
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T1 XC

Local exchange

STB

ATU-C
modem

ATU-R
modem

DSL

STB

ATU-C
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Figure 10.1 Video-on-Demand (VoD) Trial Network.
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was connected to an industry standard T1 cross-connect which was in turn
connected to a video server. The cross-connect enabled different video
streams to be switched between users.

Around the same timeframe BT (British Telecom) also conducted a VoD
trial with a slightly different architecture; the VoD control channel used
a 9.6-kbps Async protocol and the video was delivered at a 2.048-Mbps
E1 rate. The main difference though was that the T1 cross-connect was
replaced with an Asynchronous Transfer Mode (ATM)-based line interface
module that encapsulated the video and control channel traffic into ATM
for transmission back to a separate server center. It also laid the foundation
for using ATM to carry the mix of traffic over a single network.

The results from the initial trials were that although the service itself was
very attractive to consumers, the system was too expensive for a profitable
business case. The two main lessons learned were that

1. Building an entire “broadband” network to deliver a single service
would not be profitable.

2. Using standard products was too expensive as they included a lot of
unnecessary functionality and interconnects plus the products were
not optimized for video traffic characteristics.

It was readily apparent that eliminating intermediate ports and non-
optimized equipment would significantly reduce product costs. Specifically,
the cross-connect and DSL modems should be combined and ideally inte-
grated with a high capacity transmission interface. Hence, the integrated
product that was later known as the DSLAM was born.

The functionality of DSLAM that was first conceived is shown in
Figure 10.2.

The DSLAM as initially envisaged integrated a SONET/SDH (Syn-
chronous Optical Networking/Synchronous Digital Hierarchy) terminal
multiplexer, a T1/E1 switch, an X.25 concentrator, and the DSL modems.
Note that the number of modems exceeds the network port capacity provid-
ing the DSL concentration function. The concentration ratio is a reflection
of the service mix and usage. For video, which has a long “hold” time and
high percentage of simultaneous users correlated with peak viewing time,
a 3 : 1 ratio was considered optimum. At the time, backhaul transmission
costs were another factor in making the business case unviable. Develop-
ments in optical transmission have largely eliminated this as an issue today
(although backhaul costs are still an issue).

Another aspect of the VoD network solution shown so far is that it
was a closed system, i.e., the network provider is the service provider.
Later telecom deregulation required the network operators to allow mul-
tiple service providers access to the network, a requirement that had a
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Figure 10.2 First synchronous Digital Subscriber Line access multiplexer
(DSLAM).

significant impact on how much functionality is integrated into contempo-
rary DSLAMs.

10.2.1 Evolution of the DSLAM
Following on from the initial trials, the ANSI T1E1.4 (now ATIS NIPP NAI)
standards group began developing an ADSL standard. Based on the early
trial lessons and advances in technology, an enhanced set of service inter-
faces were embedded directly into the ADSL modems, interfacing directly
back to their respective and separate, service delivery networks.

The ADSL ANSI (American National Standards Institute) Issue 1 stan-
dard (1995) specified a unidirectional downstream channel running at up
to 6 Mbps, plus a separate bidirectional channel running up to 640 kbps.
The unidirectional downstream channel was further subdivided into four
sub-channels that could be configured at a combination of N × 32 kbps
up to the maximum rate supported by the line. An envisaged combination
was 4× T1 or 3× E1 channels. The bidirectional channel was also divided
into three sub-channels whose rates were as follows: 16 or 64 kbps nom-
inally for use as a video control channel, 160 kbps nominally to be used
for ISDN transport, and 384 or 576 kbps channel that could be used for
videoconferencing or data. An envisaged network application is shown in
Figure 10.3.

It is important to notice that in these early days the services over the DSL
(e.g., the video or voice) were still considered synchronous data streams,
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Figure 10.3 ANSI (American National Standards Institute) Issue-1 Asymmetric
Digital Subscriber Line (ADSL) network application.

each of the them potentially even with their own data, which could differ
from the actual DSL data clock.

Although this standard enabled multiple services, the service set was
still too rigid. Interestingly, this standard specified dedicated sub-channels
for voice, an option, that would fade away but has made a comeback in
the ADSL2+ standard as channelized voice over DSL. The main concern
with this standard was that the equipment was now even more complex as
multiple network interfaces were specified. The business case for DSL was
yet to be made.

Around this time, further DSL deployments hit a lull. Telecom deregu-
lation was taking place around the world and operators were hesitant to
deploy networks until the regulatory framework was clear. In many coun-
tries, satellite TV and video rentals were taking off, weakening the VoD
business case even further.

In the meantime, technology development continued and ATM was
gaining acceptance as a method, via adaptation, to transport multiple pro-
tocols at variable rates over a single network infrastructure. This meshed
perfectly with the multirate, multi-service requirement of ADSL access. As
ATM inherently supports statistical multiplexing, it could also be used for
concentrating the DSL ports onto a single network port. A further benefit of
ATM is that it is independent of the line rate, allowing the DSL modems to
train at the maximum rate achievable for that particular loop. This resulted
in the “novel” ADSL service offering, which was “best offer” in terms of
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bit rate, in contrast with High Bit-Rate DSL (HDSL) and Symmetric High
Bit-Rate DSL (SHDSL), for which there was a guaranteed standard rate.

The ANSI T1E1.4 ADSL standard was revised and the Issue 2 stan-
dard now included an ATM option, i.e., a single downstream and a single
upstream channel carrying ATM. The inclusion of ATM was driven by
BT, Alcatel in particular, and Westell, following on from the BT VoD trial
where Alcatel provided an ATM-based access transport and DSL multi-
plexer (the Alcatel LIM), that connected into Westell DSL modems. Two
sub-channels were also specified: one interleaved (higher latency, lower
Bit Error Rate (BER) and one non-interleaved (lower latency, higher BER).
All service multiplexing took place at the ATM layer. For video applica-
tions, the video and control channels were carried on separate virtual
circuits within an ATM virtual path (VP). After the standards issuance, DSL
transceiver devices were developed that integrated the ATM cell delineation
and idle cell generation function, in an industry standard ATM Utopia bus
interface. These DSL devices functioned identically to any other standard
ATM PHY (PHYsical layer interface) device.

To revitalize DSL deployments, two significant things happened:

1. Internet access—as the Internet took hold, demand for higher access
speeds exploded and DSL finally had a business driver.

2. Telecom deregulation—to encourage competition, new service
providers were encouraged and incumbent operators had to open
their networks to competing providers. They also had to run their
own service divisions at arms-length. To enforce this, the network
divisions were confined to offering layer 2 access and all layer 3,
specifically Internet Protocol (IP) routing had to be in a separate
business unit.

The combination of these two events reinforced ATM as the best tech-
nology for transporting services over DSL. It also forced a separation of
specific network elements as shown in Figure 10.4.

For Internet applications, to enable users to access multiple service
providers the Broadband Access Server (BAS) was developed. A predefined
permanent virtual circuit (PVC) was set up between the user customer
premises equipment (CPE) and the BAS. Point-to-Point Protocol (PPP) sign-
on as proven in dial-up modems was used to steer the user to his or her
selected Internet Service Provider (ISP). In video and some other cases, the
users were connected directly to their service provider using ATM circuits.
As shown in Section 10.5.1 the DSLAM could perform a special form of
VPI/VCI (virtual path identifier/virtual channel identifier) address transla-
tion to minimize the number of backhaul PVCs that needed to be managed.
Essentially, a single VP is established between the service provider point
of presence (POP) and the DSLAM.
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Ironically, after the drive for DSL to be multi-service capable, Internet
access was initially a single service application. Subsequently, the DSLAM
ATM capabilities have been used to deliver derived voice services based on
broadband loop emulation services (BLES), which uses AAL2 (ATM Adap-
tation Layer 2) adaptation. AAL2 is a method for efficiently carrying voice
traffic over an ATM virtual circuit (VC). Most recently, network operators
are requesting integrated voice or DSL cards that use BLES to migrate the
time division multiplexing (TDM) POTS network to packet Softswitch net-
works. This is described more fully in Section 9.11.2. Coming full circle IP
is now becoming the convergent protocol carrying voice, video, and data,
and the latest DSLAMs have eliminated ATM and run IP directly over DSL.

In campus type networks and provider networks where layer 2 ATM and
layer 3 IP separation was not as rigorously enforced, all IP variant DSLAMs
are popular. In other cases, ATM DSLAMs are absorbing the BAS and Multi-
Protocol Label Switching (MPLS) router functionality to offer a lower cost,
single-managed entity solution. This is described more fully in Section 10.6.

10.3 DSLAM Functionality

Since its incarnation, the DSLAM has and is continuing to evolve; how-
ever, the underlying generic functionality is basically the same. A DSLAM
performs the following core functions:

1. In the upstream (user to network) direction, it multiplexes a number
of DSL modem ports each carrying a single user’s traffic into one or
more network ports carrying multiple users’ traffic.



Dedieu/Implementation and Applications of DSL Technology AU3423_C010 Final Proof Page 415 18.9.2007 04:24am

DSLAM Architecture and Functionality 415

2. In the downstream direction, it demultiplexes the network traffic
onto the correct user port.

3. It concentrates the traffic, i.e., the network bandwidth is less than
the sum of the DSL bandwidth. The concentration ratio can be as
high as 50 :1 for residential data users (i.e., Internet users sharing
a total bandwidth between DSLAM and network, which is 50 times
smaller than the sum of their actual ADSL bit rates), down to 10 :1
for business data users to as low as 3 :1 for streaming video users.

4. Inherent in its multiplexer function, it also prevents any direct DSL-
to-DSL port switching. This stops one user seeing other user traffic.

5. In the ATM case, it performs address translation so that each user
CPE modem sees the same ATM network address allocation, typi-
cally VPI = 0, VCI = x where x is a limited set that corresponds to
different service types.

Most DSLAM also

• Perform some degree of line diagnostics.
• Implement ATM F4/F5 Operation and Management (OAM) function-

ality (ATM DSLAMs only).

DSLAMs may also optionally

• Integrate the DSL splitter function.
• Integrate analog POTS or Integrated Services Digital Network (ISDN)

functionality. Often this is even done on the same card as the DSL
modem—this is termed Integrated Voice and Data (IVD); however,
a DSLAM can contain dedicated cards for voice or ISDN only.

• Integrate a CO GR.303 or V5.2 voice gateway for IVD and derived
voice.

• Integrate the BAS and backbone router functionality.
• Deliver network timing (i.e., the 8-kHz signal, to sample regular

voice and to synchronize ISDN signals to the master clock in the
POTS/ISDN network).

10.3.1 Statistical Multiplexing
Multiplexing is the process by which a number of separate, lower speed
data streams are combined, into a single, higher speed stream. Demulti-
plexing is just the reverse. Once the streams are combined, some method
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is required to identify the individual streams. The two basic techniques
commonly used are as follows:

1. Time division multiplexing (TDM)
2. Packet multiplexing

10.3.1.1 Time Division Multiplexing

The TDM principle is shown in Figure 10.5.
As the name indicates TDM is time synchronous. The operation is best

understood by imagining a switch connected to the multiplexer’s output.
The switch periodically moves from one input stream (channel) to the other.
It connects to each input stream just long enough to allow a predefined
amount of data to pass onto the multiplexed stream. On each cycle through
the input streams, the switch connects to a framing signal. The framing
signal allows the start of multiplexing cycle to be identified in the output
stream. The input stream is identified or “addressed” by its location in time,
known as a timeslot, relative to the framing signal. Prior knowledge of the
frame structure, i.e., how many timeslots there are per frame and how many
bit periods there are in each timeslot is needed to correctly demultiplex the
frame. In the simplest and most common case, each input stream has the
same bit rate and each timeslot has the same number of bits in it.

For statistical multiplexing or concentration, the switch cycles around
the input streams as before but skips those input streams that are idle.
Each multiplexed frame contains a subset of the input streams. To operate
correctly, there must be a mechanism, some form of signaling, to know
when a channel wants to send traffic. The maximum number of channels
that can be served at any one time is directly related to the number of
timeslots per frame.
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Figure 10.5 Time division multiplexing (TDM).
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TDM works best when the bit rate of the data source is constant and is
simplest when every stream has the same rate and if the rate of the TDM
channels is perfectly locked to the “clock” or symbol timing of the carrying
DSL. To minimize the processing requirements for the signaling, the active
or busy time for each channel should be greater than several seconds.

When the clock of the TDM channels differs (even slightly) from the bit
clock or symbol clock of the DSL, special techniques have to be used to
“rate adapt” the data in the TDM channel to the actual channel in the DSL,
which will be either slower or faster. Elaborate techniques, including the
reconstruction of the actual clock of the TDM channels, have to be used to
achieve error free TDM transmission.

The benefit of TDM is that it is simple to implement if the data is the
same across all channels and the channels are active for reasonably long
time periods.

This is also its biggest disadvantage for applications that send data in
bursts. If the gap between the data bursts is small, to minimize signaling
overhead, it is most efficient to keep the channel active even though the
timeslots are carrying no data between bursts. TDM also requires a separate
signaling network and controller (a signaling plane) to assign timeslots on
the multiplexed links.

TDM was extensively used for voice traffic, of which all channels are
perfectly synchronous over wide areas, and which has a typical hold time of
several minutes, notably on T1/E1 trunks, and streamed video, which has a
typical hold time greater than one hour. It is also used on SONET/SDH
transmission networks where channels are preconfigured and statically
assigned.

10.3.1.2 Packet-Based Multiplexing

Packet-based multiplexing differs from TDM, in that each packet carries
with it the routing information needed to route the packet from source to
destination. Each packet also contains additional information, a header or
framing bytes that enable the start and end of each packet to be identified
in a stream of bits. The packets can be of variable length or fixed length,
in which case they are often termed cells. The routing information can be
either the actual destination address as in the case of the IP and Ethernet, or
it can be a tag as in the case of Frame Relay (FR), ATM, and MPLS. Tag-based
packets require a control plane to configure the intermediate switch modes
between the source and the destination to ensure the packet is correctly
routed and (if not routed via a constant path) are put in sequence again at
the receiving end, before delivery to the end user.
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Fixed Length Variable Length
End Point Address IP, Ethernet
Tag ATM MPLS, FR

The packet multiplexing principle is shown in Figure 10.6.
The operation is again best understood by imagining a switch connected

to the multiplexer’s output. As each packet contains its own routing address,
there is no requirement to control the order in which packets are switched
onto the higher order stream. The switch simply cycles through each input
channel in turn, and if data is present, i.e., at least one complete packet or
cell, connects just long enough to allow one or more complete packets or
cells of data to pass onto the multiplexed stream.

Statistical multiplexing is intrinsic to the operation. Packets are multi-
plexed whenever available in the ratio in which they are presented to the
switch. As packet data normally arrives in bursts, each channel has a queue
or buffer to store the data until it can be switched through. More sophis-
ticated statistical algorithms use the queue length to determine how many
packets per channel to pass through on each cycle. To avoid packet loss,
the only criteria is that the sustained average rate of packets summed across
all channels must not exceed the output stream capacity and the burst size
must not exceed the queue or buffer capability.

10.3.2 DSLAM Traffic Processing
In any multi-service transmission system, it is important to ensure that each
service is prioritized to ensure it has an adequate share of the link band-
width to avoid traffic loss. In a TDM system, this is simple; each traffic
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Figure 10.6 Packet multiplexing.
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stream is allocated sufficient timeslot capacity for its maximum data require-
ments. The disadvantage is the loss of any statistical gain from the bursty
and variable rate characteristic of data.

In a packet- or cell-based system with its dynamic multiplexing of traf-
fic flows, traffic must be identified, switched between ports, and queued to
accommodate data bursts and the contention that occurs when simultane-
ous bursts on different ingress ports are switched to the same egress ports.
Traffic must also be prioritized so that voice or streaming video traffic is not
delayed by data traffic. At the same time, it is very important to ensure that
traffic sources do not exceed their allocated bandwidth, potentially causing
a loss of data on other compliant links. These issues are respectively known
as quality of service (QoS) and traffic management (TM).

The importance of QoS stems from the fact that the different traffic
types have different transmission requirements in terms of delay, jitter, and
bit rate. For example, constant bit rate (CBR) traffic like voice requires
packets to be sent with minimal delay and very little variance or jitter in
inter-packet spacing. Near real-time streaming video has the same strict jitter
requirements but latency is less of an issue as long as it is constant. Data can
be best effort as lost packets can be retransmitted and it does not matter
if the packet transmission is bursty with high jitter. QoS is implemented
through a set of prioritized egress buffers.

Traffic management has three aspects to it:

1. Conditional access control (CAC): CAC is an ingress port function
that ensures that only valid traffic enters the network. It can be used
to limit the types of services, e.g., it can block a voice call if a user
is only signed up to Internet access. It can also be used to block
malicious users, e.g., users who send traffic in with invalid address
information or attempt to emulate another user.

2. Policing: Policing is an ingress port function that enforces a traffic
contract (e.g., in terms of average and peak rate, discussed below)
and is used to ensure that users only gain access to the network
resources that they have subscribed to.

3. Rate shaping: Rate shaping is an egress port function that ensures
that the user traffic is within the bounds of their traffic contract.

The first DSLAMs were very simple and to keep costs down had very
little buffering, i.e., TM was also very limited; the DSLAMs simply statisti-
cally multiplexed ATM cells together on the upstream and forwarded the
ATM cells on the downstream to the correct DSL port. TM and hierarchical
shaping were deployed in the ATM edge switches that aggregated traffic
from a number of subtended DSLAMs. An added bonus of this was that the
user service rates were all controlled in one place.
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Figure 10.7 DSLAM traffic processing.

For streaming video, which was the initial application, this was not a
problem. As data, Internet access, emerged as the major application and
with the added advent of Voice over DSL, more and more TM has been
incorporated into the DSLAM. The range of ingress to egress traffic pro-
cessing that takes place in a DSLAM is shown in Figure 10.7. Each of the
separate processing functions is discussed in the following sections.

10.3.2.1 Classification

When a packet is received, it first passes through a classifier. For IP packets,
the classifier looks at the address and optionally other information in the
packet such as the packet type, and may even look at some of the data,
to classify the packet. For ATM and frame relay, a simple address lookup
is sufficient as the packet characteristics are known when the address is
assigned.

The classifier generates a set of attributes and typically a tag that
will then be used by other downstream processes. Typically, all packets
belonging to the same flow, e.g., a video stream, an Internet session, or a
voice call, will have the same tag. Subsequent packet processing functions
use the tag to identify the flow, saving the need to do a full address lookup
at every processing step.

One of the benefits of layer 2 technologies such as ATM, FR, and Eth-
ernet has been the ability to quickly classify and switch traffic-based on a
simple address lookup. The recent advent of multilevel, very long bit field
classifiers that can run at gigabit plus data rates has largely eliminated the
complexity and cost differential between layers 3–7 and layer 2 switches.

10.3.2.2 Conditional Access Control

The purpose of CAC is to validate the packet. If the packet is a valid packet
it is admitted into the DSLAM. If an invalid packet has been received it is
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dropped. In the ATM instance it is not sufficient just to drop the first cell in
a packet. Once any cell of a packet is dropped, all the cells making up the
remaining part of the packet must be tracked and dropped.

Dropping invalid packets protects the network from malicious users and
prevents network and node resources being expended unnecessarily.

10.3.2.3 Policing

A prime function of the DSLAM is to statistically multiplex several users
onto a single link. One way to prevent any single user from getting a
disproportionate share of the network link is simply to limit their physical
DSL link speed. Another way is to allocate and enforce a traffic contract.
This is known as policing. Policing offers the added benefit in that it can
be used when multiple services run concurrently over the same physical
link and you want to control the bandwidth of each traffic type.

To account for the bursty nature of packet data, the traffic contract has
a peak rate, a sustained rate (an average of the packet rate over a time
period), and a maximum burst size, which can be several packets or cells.
One method for policing is to use a token bucket. Tokens are put into the
token bucket, unless the bucket is full, at a regular rate that is proportional
to the sustained rate. The size of the bucket is proportional to the peak
rate. The operation is as follows:

• During idle periods between bursts, the token bucket will fill up at
the sustainable rate.

• When a burst of packets arrives, the burst size is checked, if it is
over the limit the packets are dropped, otherwise the packets are
put into a FIFO.

• Now if a token is available in the token bucket, the packet at the
head of the FIFO is allowed to continue and one token is removed
from the bucket for each packet.

• FIFO continues to empty as long as tokens are still available in the
bucket.

• If the token bucket empties, then a packet will only leave the FIFO
when another token has been added.

• If new packets continuously arrive faster than the tokens are added,
the FIFO will eventually overflow and packets will be dropped.

• As long as the average arrival rate is less than the sustained rate and
the peak rate is not excessive, no packets will ever be dropped.

In a simple system, policing can be applied per ingress links, in more
sophisticated systems policing is applied per traffic flow or virtual circuit.
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10.3.2.4 Switching

Switching is the process by which the ingress packets are switched to the
egress ports. Switching can be integrated into the DSLAM backplane bus,
or dedicated centralized switching devices can be used, as discussed in
Section 10.4.1.

To determine the correct egress ports, the switch fabric can look up
the original packet address, or if the packet has previously been classified
and tagged, the tag can be used to simply do a lookup. A separate control
plane is required to configure the switch routing table. DSLAMs typically use
static routing tables that are configured through the Element Management
System (EMS). An EMS is a software that enables the configuration plus fault
and alarm reporting of a physical unit (an element) such as a DSLAM, and
interfaces it into the service providers overall Network Management System
(NMS). DSLAMs that use Ethernet layer 2 bridging can be self-learning. As
each Ethernet packet contains both a source and destination address, the
learning algorithm can associate Ethernet addresses with ports and build
the routing table dynamically.

For switched digital TV applications, the switch fabric should support
multicast so that the same downstream packet can be sent to multiple DSL
ports. To handle “channel selection,” a tuner function is required, which
is most often implemented using the IGMP protocol. The IGMP function
and multicast packet replication can be executed on the DSLAM or on
the BAS device. The benefit of the latter being that the BAS is already a
layer 3 device, the downside being that the capacity of the link between
the BAS and the DSLAM must be at least as large as the maximum number
of simultaneous streams.

Ideally, the switch fabric should be non-blocking and have low latency.
This requires careful selection of the switch fabric and also good design
of the internal pathways. Packets should transit the actual fabric as quickly
as possible without delay to be queued in the output QoS or rate shaping
buffers, where the appropriate network level protocol prioritization and
packet handling algorithms are applied.

10.3.2.5 QoS Buffering

Once the packets have transited the switch fabric, they are buffered for
prioritization and shaping before exiting the DSLAM. Prioritization ensures
that larger non real-time data packets do not delay the real-time critical
packets. This process is called QoS buffering.

In general, intelligent prioritized buffering is required whenever several
traffic flows are multiplexed together, which is typically done on the egress
ports. This is also required whenever several flows of packets make the
transition from a high-speed link to a slower-speed link as may happen
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Figure 10.8 Practical example of Quality of Service (QoS) requirement.

within the DSLAM pathways, so QoS buffering is also sometimes used
between the ingress ports and the switch fabric.

The importance of QoS buffers is demonstrated in Figure 10.8.
Let us assume a DSLAM, with a user simultaneously receiving data and

voice over a DSL. The voice is CBR traffic with a new packet arriving every
1 ms. The data, e.g., Ethernet packets is a burst of uncommitted bit rate
(UBR) traffic. On the high-speed network link, there is sufficient bandwidth
for the data burst to fit between the two voice packets, causing no delay
to the voice. Once the traffic enters the DSLAM, it gets buffered to accom-
modate the change in speed between the network link and the DSL link.
As the DSL link runs at a much slower rate than the network link, the data
burst now takes longer than 1 ms to be sent down the DSL link, causing
the voice packet to be delayed, potentially for so long that it needs to be
discarded.

To ensure the voice QoS requirement is maintained, a separate buffer
is needed for each traffic type as shown in Figure 10.9.

QoS (Internet)

QoS (video)

QoS (voice)

Flow
de-Mux

Priority encoder

QoS 
Mux

EgressIngress

Figure 10.9 Schematic description of a QoS buffer.
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In practice, many modern switches maintain a separate queue for every
stream—per flow in IP systems or per VC in ATM systems. With separate
buffers, the CBR traffic has highest priority, and UBR the lowest.

The method of operation is that the traffic for a particular DSL channel is
demultiplexed into separate QoS buffers based on the flow type. The status
of each QoS buffer is fed into a priority encoder that controls the output
multiplexer.

10.3.2.6 Rate Shaping

In the same way, policing ensures that traffic entering a network node
meets its traffic contract, rate shaping ensures that traffic leaving the node
is compliant.

One method used is similar to policing and relies on a dual, cascaded
leaky bucket approach. The output flow rate of the upper bucket is equal to
the sustained rate, although the bucket itself is sized to accommodate the
ingress peak rate. The output flow rate of the lower bucket is equal to
the peak egress rate allowed, although the size of the bucket itself is
equal to the maximum burst size. By opening the taps the output rates
are increased. The upper bucket buffers the incoming data and feeds it
into the lower bucket at the set sustained rate. The lower bucket fills up
waiting to be scheduled. When its turn arrives, it outputs data at a rate equal
to the peak rate until either its scheduled time is over or the bucket empties
limiting the maximum burst size of the data. Note that if the ingress data
is correctly policed, the upper bucket should never overflow. If the output
scheduler is correctly configured, the lower bucket should never overflow.

Rate shaping is often combined with QoS, as shown in Figure 10.10.
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Figure 10.10 Combined QoS and rate shaping.
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First the traffic flows are separated into separate QoS-based buffers and
each buffer is separately rate shaped. All flows destined for the same output
port are then grouped together and transmitted at a rate governed by the
physical line rate. An egress scheduler governs the allocation of port capac-
ity to the individual buffers. The scheduler ensures that any CBR or traffic is
always sent when necessary. Transmits from buffers containing uncommit-
ted or available bit-rate data are apportioned according to a Weighted Fair
Queuing (WFQ) algorithm. In WFQ, each buffer is guaranteed a minimum
amount of bandwidth, no less than its contracted sustained rate. Any excess
bandwidth on the link is allocated to each traffic flow in relative proportion
to the amount of data in that flow’s buffer with an upper limit equal to the
peak rate. On each cycle of the scheduler, multiple packets may exit each
buffer up to the maximum burst size limit.

In some instances, it is useful to create logical ports to rate shape a
group of flows, and then to have traffic from multiple logical ports egress
the same physical port. This is called hierarchical shaping. In hierarchi-
cal shaping, a scheduler governs the maximum bandwidth for the logical
ports. The scheduler is often implemented using a Calendar algorithm in
which the aggregate output capacity is divided into timeslots corresponding
to a certain bandwidth increment. Each logical port is assigned a number
of timeslots that sum to its desired logical port rate. A sophisticated ver-
sion of the scheduler will allow overbooking of the physical egress port,
i.e., the sum of bandwidth across the logical ports exceeds the physical
port capacity. As before, committed bit-rate traffic is guaranteed the neces-
sary bandwidth and UBR traffic contends for the remaining physical port
bandwidth using a WFQ algorithm. In this second stage, the weights are
apportioned to the amount of data queued in each logical port as a whole.

Hierarchical shaping has been used extensively in DSLAM networks
to reduce the complexity and cost of the DSLAM. If a DSLAM is directly
connected over a point-to-point link to an upstream ATM switch, by using
hierarchical shaping the ATM switch can pace all the downstream DSLAM
traffic. For each physical DSL link, a single logical port is created on the
ATM switch port connecting to the DSLAM. Each logical port is rate limited
according to the subscribed service class, which must be less than or equal
to the physical DSL link speed. Now the ATM switch manages all the traffic
and the DSLAM only ever receives traffic at a rate less than the destined DSL
port. The benefit of this is that the link management takes place on fewer
nodes, i.e., in the ATM switch, which generally has more sophisticated
management capability than a DSLAM, and the DSLAM itself can be a simple
forwarding design with minimal buffering.

10.3.2.7 Address Translation

In ATM, FR, and MPLS systems, where the cell or frame address is localized
to the link, the final step before the packet exits the DSLAM is address
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translation. The flow tag is used to look up the correct address that is then
added to the packet or cell just prior to port egress.

In DSLAM applications, the same VPI/VCI is used on all DSL ports. This
removes the need for any dedicated CPE configuration. The DSLAM trans-
lates the users PVC to a unique VPI/VCI on the network port and vice versa.
The actual translation used depends on the service and network operator,
this is discussed in more detail in Section 10.5.1. DSLAMs in deployment
today are nearly all PVC based and hence statically configured.

Ethernet-based IP DSLAMs can be self-learning or statically provisioned.
In pure IP-based DSLAMs, the IP address can be statically assigned through
provisioning or dynamically assigned network during log-on.

10.4 DSLAM Architecture Considerations

DSLAMs, like all access products, tend to be very cost sensitive. In telecom-
munications networks, the access portion is the only part where the
equipment cost is directly incurred on a per user basis. There are several
considerations in the design of a DSLAM, but two very important architec-
tural elements need to be considered early on. These are as follows:

1. Whether to use a bus or a point-to-point star link backplane.
2. Whether to use distributed or centralized traffic processing.

10.4.1 Bus versus Star Switching
DSLAMs differ from a generalized switch, in that a switch typically has a
limited number of ports, a high-speed cross-connect between all the ports,
and where the ports normally have similar rates. By contrast, a DSLAM is a
multiplexer that connects a large number of slower-speed ports to a single
higher-speed network port used for the uplink. In addition, local switching
between the DSL ports is disabled and all traffic flows between the DSL
ports and the uplink port. Dual network link ports may be implemented
for redundancy purposes.

Both bus- and star-based switching have been used to connect the DSL
port cards to the network port card.

10.4.1.1 Bus Switching

The first DSLAM implementations took advantage of the multiplexer func-
tion and used a bus architecture shown in Figure 10.11 to keep the design
very simple and low cost.
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Figure 10.11 Bus-based switching.

In a bus-based architecture, the downstream traffic entering the DSLAM
from the network link is classified, tagged, and policed, and then simply
broadcast to all the port cards. Each DSL channel on the port card listens
to the bus and if it sees a packet with its own tag, it drops the packet into
its own port buffer. Upstream traffic is buffered on the port card. A bus
arbitration method is used to give each port card equal access to the bus.
The upstream packets are received by the network port card and forwarded
onto the network link.

Upstream arbitration is not always necessary, in certain cases owing
to the asymmetric nature of ADSL and the fact that the network link is
symmetric and sized according to the downstream traffic, the upstream
traffic could be non-blocking and a simple round robin mechanism can be
used. Otherwise, standard arbitration techniques such as polling, priority
encoding, request or grant, etc. can be used.

In the first ATM-based DSLAMs, the design was even simplified fur-
ther. The network link was a maximum of 155-Mbps STM-1c/OC-3c. The
VPI address part was used as the DSL port address while the VCI part of
the address, corresponding to a service type, is passed through. With a
UNI (User Network Interface), 252 DSL ports could be supported on a sin-
gle DSLAM without any additional address translation. On the DSL port,
the VPI was cleared so each DSL CPE modem always saw VPI = 0. In the
initial video streaming application, line card buffering was minimal; it was
subsequently increased for data. On the upstream, a simple round robin
approach sufficed; for as long as the DSL rate was less 600 kbit/s per link,
the network link would not saturate.
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A bus-based system can be very simple and low cost. Its main limitation
arose as link speeds were increased, making it very difficult to meet timing
and skew requirements across a fully loaded backplane. The difficulty was
further increased if redundant busses were a requirement.

10.4.1.2 Star Switching

The difficulty in implementing high-speed backplanes led to the adoption
of star-switched systems. At first, it is counter-intuitive that higher through-
put can be achieved over point-to-point links, than via a wide bus. Indeed, a
bus is often several octets wide, while the point-to-point links have typically
only between one and four parallel signals, each sent with a differential
transmission technique. However, over these links the signals are trans-
mitted at relatively much higher speeds than is possible over a bus. The
achievable higher throughput led to the development of star switching sys-
tems, which are based on a centralized switch fabric with point-to-point
serial lines radiating out across the backplane as shown in Figure 10.12.

The switch fabric is generally mated with a companion line card device.
For redundancy, the line card device connects to two switch fabrics.
Incoming data is sent to both switch fabrics. The line card device receives
transmit data from both switch fabrics and automatically selects the one
without errors. To prevent loss of data, buffering is required on the fabric
device to cater for the situation when two ingress ports simultaneously send
data to the egress port. Most switches today use an input queue, combined
with an output buffered approach in which data entering the switch is
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Figure 10.12 Star-based switching.
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minimally queued and forwarded to the output buffer as soon as possible
to prevent packets destined for another egress port from being blocked.
When the switch has only a small number of ports, each ingress port may
have a separate queue for each output port. Backpressure can be applied
from the output port to the ingress queue to force it to hold the packet in
the event that the output buffer is nearly full.

The switch fabrics also support multicast, so that data from one port
can be sent to all the other ports. Simplified, multiplexer versions of switch
fabrics that are both cheaper and prevent user port-to-port communication
have also been developed and used extensively in Ethernet access systems.

10.4.2 Centralized versus Distributed Traffic
Management

In a distributed system, TM, QoS buffering, and rate shaping is implemented
on the port cards. Bus architectures are inherently distributed in that the
port ingress data is broadcast to all output ports, so each port must buffer
and process its own egress traffic.

In star backplane architectures, generic packet switches also tend to
use a distributed traffic management approach. However, as previously
indicated, DSLAMs are a special subclass of generic switches with the
property that they have a high-port count, a low capacity, and that data
is multiplexed, i.e., only flows between the line side ports and the net-
work port, instead of being fully switched between any two ports. By tak-
ing advantage of this characteristic, all the traffic processing functions can
be implemented on a single network-side switch card. This architecture is
shown in Figure 10.13 and is the basis for PMC-Sierra SUNI Vortex and
SUNI-Duplex devices, which have been successfully implemented in many
DSLAMs. Some DSL chipset vendors have extended this concept by includ-
ing a management channel endpoint and processing capability on the DSL
transceiver itself, eliminating the requirement for a separate DSL port card
processor.

To maintain complete per DSL port TM functionality in the centralized
traffic processor, there must be a dedicated virtual port within the central-
ized traffic processor per physical DSL port, and the mechanics of the star
backplane links must be such that each virtual port has a one-to-one rela-
tionship with the physical port. In addition, the port must be able to signal
back via some form of handshake mechanism when it can accept new
packets for transmission on the DSL links, or has packets ready, which it
received from a DSL link. Each port has minimal buffering, with the switch
only sending new, pre-prioritized data to the port when it knows it is ready
to transmit it. On the upstream, the switch must be able to receive new data
from each port card as quickly as possible. To prevent blocking, the link
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speed between the switch card and the ports card must, in each direction,
exceed the sum of the physical line rate for each of the ports on the card,
e.g., if there are 24 ports on the DSL card, each running at 10 Mbit/s down-
stream, the port-to-switch card downstream link must be greater than 240
Mbit/s, if all ports are to be capable of running at full speed.

10.5 ATM DSLAMs

As discussed in Section 10.2.1, incumbent network operators were required
to separate their layer 3 service provider networks from the layer 2 access
and transport networks. This, together with ATMs ability to carry multiple
service protocols over a single bearer, led to the widespread adoption of
ATM as the preferred carrier class DSLAM technology.

The overall network architecture has been extensively reviewed in
Chapter 9. In this section, we review the internal structure of a modern
ATM DSLAM.

As can be seen in Figure 10.14, the basic functionality is very simple. The
DSLAM node controller manages the overall operation, and performs the
operations and maintenance provisioning (OAMP) function. The DSLAM is
normally connected to its EMS using an inband OAM AAL5 VC that termi-
nates on the management processor. In some cases, a separate network
for the out-of-band management may be used, typically connecting to the
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Figure 10.14 ATM data DSLAM.

DSLAM on an Ethernet port. The management protocol is normally SNMP
using DSL Forum defined DSL MIBs (management information bases) and
the ATM Forum defined ATM MIBs. The DSLAM routing table is usually
statically provisioned. ATM F4 and F5 OAM cells are used for additional
diagnostics and link status.

In the upstream direction, the DSL CPE modem, i.e., the ATU-R in the
figure, converts the user data traffic to ATM cells using AAL5 adaptation.
To avoid having to provision the CPE modem, all modems use the same
VC addresses, typically VPI = 0 and VCI = 32. The DSL port card performs
minimal ingress TM and then simply forward the cells to the network port
card. A port ID is usually added either to the front of the cell or in the
VPI/VCI fields, to identify which user the traffic came from. The network
card buffers the traffic from each of the port cards, applies the appropriate
address translation using the port ID (if the VPI/VCI field was not already
filled-in at the DSL card), and then statistically multiplexes the cells onto
the network link.

In the downstream direction, the data is queued on the network card.
Depending on the architecture, centralized versus distributed, the address
translation and QoS buffering may happen on the switch card or on the
port card. The figure shows the centralized case. In general, a VPI/VCI
address lookup is used to determine the correct DSL port ID. The traffic
data is then sent to the DSL port card for transmission. Prior to egress, the
cell VPI is normally set to 0 and the VCI to a predefined value based on
the service.
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In addition, a “Tuner” function is required if the DSLAM is being used
to support switched digital video (SDV). Broadcast TV data is received on
the network port card, with the VPI indicating that it is a SDV service VC,
and the VCI containing the channel identifier. The DSLAM switch multicasts
each channel to all DSL ports that are currently tuned to that channel.

For tuning, the DSLAM processor terminates or monitors a dedicated
“Tuner Control Channel” VC on each DSL. A separate table is maintained
for each DSL that indicates the “TV channels” the user on that line may
receive. If a user selects a valid TV channel, the processor updates the
fabrics SDV routing table to forward that channel to the DSL port for final
address translation prior to transmission.

An alternative, more commonly implemented approach is to have the
BAS implement the TV Tuner function, which is also well suited to TV
distributed using IP multicast. The functionality is similar to that described
above. IGMP is becoming standardized for the Tuner protocol. The only dis-
advantage is that, if the multicasting per user is occurring at the BAS, the link
between it and the DSLAM needs to have a high capacity as users “tuned”
to the same TV channel will still each receive separate traffic streams.

10.5.1 Network Address Translation
Aside from buffering, an important role of the DSLAM is address translation
and its role in overall service delivery. The initial concept was that the
DSLAM would follow an all ATM model. The DSLAM performs all the user
address translation on a VP model as shown in Figure 10.15. Each ISP has
a VP with a unique VPI between its BAS and the DSLAM. The VCI address
corresponds directly or indirectly to the DSL port of a user. The DSLAM
holds a user-to-ISP routing connection table. Once the cells have been
tagged or switched to the correct DSL port, the VPI is cleared and the VCI
set to a service value. By having different service values for each ISP, it is
possible for the user to connect to multiple ISPs simultaneously. The VP is
typically rate limited and policed by the network operator’s intermediate
ATM switches. This allows ISPs to buy VP bandwidth based on their own
service concentration ratios and the number of users they have served off
any one DSLAM.

The downside of the ATM VP approach is that a VC must be managed
between the network operator and ISP for every user. The ISP may have
to pay proportional to the number of ATM or FR VC they lease. With a VC
running directly from the user to the ISP, the ISP has to pay—a setup charge
and monthly rental—for one or more connections per user. In addition,
as users churn, i.e., connect and disconnect on the network, the ISP will
be charged additionally for all these re-incurring setups. Also the maxi-
mum number of VCs a single port on a FR switch, ATM switch, or a router
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Figure 10.15 ATM virtual path (VP) grooming.

can support is limited. All together this results in a high user management
overhead. Specifically, to overcome this problem the BAS was developed.

The BAS is a device, which grooms many users from multiple DSLAMs
each with their own VC (thin pipes) onto a much smaller number of links
(a few per ISP) each carrying multiple users (fat pipes). The BAS elimi-
nates the per user VC issue, by grooming all the users of the same ISP
and the same service onto a single VC, and multiplexes and demultiplexes
them correctly before handoff to the DSLAM. The BAS is actually a layer 3
device and uses PPP and domain name addresses extensively to route traf-
fic. It can also in effect act as a switched circuit device as shown below
in Figure 10.16.

The network is set up so that each ISP has only one fixed VC or only
a few VCs between their POP and the BAS, also called “fat pipes.” The
BAS may be located in each CO, or for smaller COs a BAS may be shared
between COs. The bandwidth of the ISP VC is determined by the ISP’s
desired service concentration ratio. In contrast to the ATM VP switching,
the only time this VC ever needs to be changed is if the link details (size
or route) change.

Note that ISP may have several links with different domain name
qualifiers to offer a differentiated service. The connection between the
user and the ISP is made when the user’s PPP login is authenticated.
The users specify their name as user@service_class.ISP.com. The BAS uses
the “service_class.ISP.com” domain name to identify which ISP VC to map
the user’s PPP link to. The ISP validates the user login using the standard
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radius authentication mechanism. This process means that the network
provider does not need to keep configuring the DSLAM routing table once
the path between the DSLAM and the BAS is in place.

A point to note is that this approach is very IP-centric and presumes a
PPP/IP-based transport and application set. The connection between the
BAS and the ISP POP does not have to be ATM, it can be FR, L2TP (Layer
2 Tunneling Protocol), or MPLS. This model has been extended to support
multiple users on one DSL link, by using the PPPoE (PPP over Ethernet) pro-
tocol to extend PPP sessions to the users-PC. Here the ADSL-CPE modem
acts as a simple bridge and the PPP session set up directly from the user-PC
to the ISP, as relayed by the BAS.

10.5.2 ATM DSLAM Evolution
DSLAMs started out as simple devices, focused on simple multiplex-
ing of ADSLs at low cost. The most visible enhancement has been the
improvements of TM and of supported bandwidths. DSLAMs are slowly
evolving into multi-service platforms. The first change has been the sup-
port for G.HDSL transceivers aimed at providing symmetric business class
services. ATM inverse multiplexing (IMA), now standardized in the lat-
est ADSL2+ specifications is being used both for ADSL2+ and SHDSL to
increase the link speed by bonding several loops together. ADSL2+ is also
bringing higher speeds leading the way to widespread adoption of digital
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video. Modern DSLAMs, with their gigabit network interfaces and back-
plane capacity easily integrate Very High Bit-Rate DSL (VDSL) and ADSL2+
technologies.

On the physical side, DSLAMs of all capacities are now deployed: from
highly integrated mini-DSLAMs, with a small number of ports, to gigabit
DSLAMs supporting over 2000 ports and offering line cards with a port
density of 96 and more. Network interfaces range from IMA bonded E1/T1
links to OC-48c optical connections. Hardened versions have been devel-
oped that can be pole-mounted and function in severe weather.

Of all the developments, the most ironic one has been the resurgence in
derived-voice support. With falling costs and the rising adoption of packet
voice, DSLAMs are in prime position to become a dominant platform for
voice services. The DSLAMs will either transmit it over the twisted pair as a
POTS signal, with the DSL still in overlay, or it will transmit the voice over
the DSL, ultimately as Voice-over-IP (VoIP).

10.5.3 Integrating Voice into DSLAMs
Taking advantage of DSL’s bandwidth to provide extra voice channels
in addition to the baseband ASDL/POTS channel has been an enticing
prospect from the outset. Over time, a number of approaches have
been devised and standardized as discussed in Chapter 14. The various
DSLAM architectures to implement the different Voice over DSL (VoDSL)
approaches are shown in Figures 10.17 through 10.20.

The ANSI T1E1.4 standard defined separate TDM channels for voice
support. An early TDM DSLAM architecture is shown in Figure 10.17. The
broadband unidirectional channels are delivered over a T3 PDH or OC-3/
STM-1 or higher SONET/SDH interface and demultiplexed onto the indi-
vidual ADSL links. The bidirectional control channels are multiplexed into
an X.25 connection. The LSx voice channels are multiplexed together into
a GR.303 T1/V5.3 E1 switch interface. Note that for backhaul the X.25 T1

TDM
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DSS LT1
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GR.303
V5.2

DS3
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MPEG
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Figure 10.17 DSLAM with synchronous Voice over Digital Subscriber Line
(VoDSL).



Dedieu/Implementation and Applications of DSL Technology AU3423_C010 Final Proof Page 436 18.9.2007 04:24am

436 Implementation and Applications of DSL Technology

IAD

DSL
SLIC

LAN

AAL2
TDM

AAL5
IP

POTS

D 
S 
L

D 
S 
L

ATM

GR.303
V5.2

TDM
AAL2

Internet

BRAS

DSLAM

TDM

AAL2

VG
IVG

Figure 10.18 DSLAM with BLES VoDSL.

and switch T1 interfaces could also be carried over the SONET/SDH link.
The benefit of dedicated, low-latency DSL bearer channels for voice was
that no echo cancelation or DSP processing was required. The operation
was similar to standard ISDN.

With the adoption of ATM as the primary convergence layer, TDM voice
fell out of favor, but the fundamental driver persisted. Derived Voice over
ATM (VoATM), based on AAL2 encapsulation was developed and specified
as the BLES. A new form of DSL CPE, the integrated access device (IAD)
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Figure 10.19 DSLAM with Voice-over-Internet Protocol (VoIP) VoDSL.



Dedieu/Implementation and Applications of DSL Technology AU3423_C010 Final Proof Page 437 18.9.2007 04:24am

DSLAM Architecture and Functionality 437

POTS

ATM

GR.303 
V5.2

D 
S 
L

D 
S 
L

Internet

BRAS

DSLAM

TDM

ATU-R

DSL
SLIC

LANAAL5
IP

PCM

PCM

Figure 10.20 DSLAM with Channelized VoDSL (CVoDSL).

was developed that supports both AAL2 BLES voice and AAL5 data over a
single DSL. The voice gateway was developed to terminate the BLES traffic
and convert it to TDM. To take advantage of the installed base of DSLAMs,
the voice gateway was initially an adjunct product, although it could be a
separate card integrated into the DSLAM. The DSLAM aggregates the AAL2
voice into one ATM PVC linking the DSLAM and voice gateway, as shown in
Figure 10.18. To avoid increased latency and cell delay, the IAD and DSLAM
must implement QoS buffering in both upstream and downstream direc-
tions so that voice cells always have highest priority.

For business customers who have PBXs (Private Branch exchanges)
rather than separate phones, and are usually connected over Symmetric
DSL (SDSL), AAL1 encapsulation is sometimes preferred. With a PBX, the
bandwidth reduction achieved by using AAL2 statistical multiplexing is
reduced, as the PBX is already concentrating the voice traffic, so a higher
percentage of trunk timeslots are always active. In AAL1, the entire T1/E1
trunk is assembled at a time, in the case of a full T1 with no voice com-
pression, it takes just under two frames or only 250 µs to fill a cell. As long
as the total end-to-end delay is low enough, this may avoid the need for
any echo cancelation. Where AAL2 with its inherent statistical multiplex-
ing retains an advantage over AAL1 is time-of-day bandwidth usage. For
example, in a remote office application, during the day the DSL connection

Note: On the need of echo canceling in VoDSL
When there is a long delay between the both ends of a voice link, echo canceling is needed.

Indeed, on commonly found, traditional telephones, a non-negligible part of the arriving signal
is bounced back to the transmitting side. This is perceived by the sending end as an echo, which
needs to be canceled somewhere. Indeed, when the echo is strong and arrives with an extreme
delay, it hampers the speaker up to the point that it makes conversation impossible.
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may have a high percentage of voice traffic, whereas at night the full link
capacity is utilized by the data traffic to update the local databases and
transfer data back to the corporate servers.

An alternative to using VoATM is VoIP. VoIP can be used over either an
ATM or a packet DSL loop. The network diagram is shown in Figure 10.19.

One disadvantage of VoIP relative to VoATM is that more network ele-
ments must be traversed between the IAD and the voice gateway, which
can complicate provisioning and troubleshooting. Another problem is that
DSL user IP addresses are owned by the ISP and usually dynamically
assigned, whereas VoIP ideally requires static IP endpoint addresses. This
will become less of an issue as IPv6 deployment increases. A final issue for
incumbent network operators is that the IP network is part of a separate
deregulated entity, i.e., separate from the TDM voice business unit. The reg-
ulatory situation has caused incumbent operators to initially have favored
VoATM while competing network operators, campus networks, and ISPs
have favored VoIP.

The downside of both VoATM and VoIP is the latency resulting from
assembling the voice into cells or packets. For example, in 64-kbps PCM
encoded voice, a byte is generated every 125 µs. If 40 voice bytes are
assembled per AAL2 cell, then it takes 5 ms to fill one cell. If the voice is
compressed, as is often the case in ADSL to account for upstream bandwidth
limitations, then the delay can be easily twice as long in one direction. If
another few milliseconds are allowed for cell delay variation, the delay can
be sufficient to require the use of echo cancelers. The result is a more
expensive and power intensive IAD.

To address the IAD complexity, DSL standards came full circle and the
most recent ADSL2+ standard has added a Channelized Voice over DSL
(CVoDSL) option. With CVoDSL, the DSL framing structure supports up to
four TDM channels that are allocated on a dynamic basis, meaning they
do not take up any link bandwidth when voice channel is idle. A possible
DSLAM architecture is shown in Figure 10.20.

Looking ahead, the TDM telephony network is slowly being replaced
with a packet network. International segments were the first to be con-
verted, followed by the long distance trunk network. Now it is the turn
of the access network. One consequence of this is that voice traffic may
undergo several TDM to packet conversions, which might add latency and
could even be using a different voice compression codec at each instant.
The result is greater network complexity and degraded voice quality as
shown in the top part of Figure 10.21.

To overcome this, networks are evolving to a Softswitch model, where
the call control is separated from the bearer network and the voice is packe-
tized only once at the edge of the network. To avoid the complexity of IADs,
the DSLAM is mutating into a multi-service access node and is becoming
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Figure 10.21 Voice over Packet (VoP) evolution.

the primary node where the voice is packetized. A DSLAM architecture that
captures all the derived voice options is shown in Figure 10.22.

In places, where derived voice is used only in the local loop, the voice
gateway can be integrated into the DSLAM. AAL2 traffic from IAD are con-
verted back to TDM and processed through the GR.303/V5.x interface.
CVoDSL is fed directly into the GR.303/V5.x block.
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For packet backbones, IAD packet voice is not terminated on the
DSLAM; instead it is passed directly onto the voice trunk. CVoDSL is
adapted on the DSL card and the resulting packet voice passed through.
An option that is just starting to be deployed is the integrated voice data
(IVD) card. The IVD card incorporates both a DSL transceiver and a voice
SLIC (subscriber line interface circuit) for the analog baseband POTS. The
analog POTS signal is converted to packet voice and multiplexed onto
the voice trunk. Note that in an advanced implementation, an ADSL IVD
card will support data, lifeline telephony over the baseband POTS, and
additional telephone lines using CVoDSL. All the voice traffic, irrespective
of source, will be converted to a common packet voice format. From a
signaling perspective, the DSLAM is now acting like a media gateway and
is controlled by the Softswitch using the H.248 or Media Gateway Control
Protocol (MGCP).

DSLAM supported voice has been a constant theme or even a hot topic,
of which the adoption was always “almost” about to happen. Now with
the evolution of the public switched telephone network (PSTN) from TDM
to packet, the DSLAM may become the primary focal point for voice con-
version that bridges both derived voice on the local loop terminating on
legacy TDM switches and network packet voice hosted off softswitches.

10.6 IP DSLAMs

Most applications that run over DSL today are, or are becoming IP-based.
Data has moved from X.25 and FR to IP, voice is moving from TDM and
VoATM to VoIP and video is moving from MPEG or ATM to video over
IP. This raises the obvious question of, Why continue to use ATM as an
intermediate layer?

As discussed earlier, incumbent telephone operators were required to
separate their network operations from their service provider business units
and open access to their DSL network to competing providers, a process
known as unbundling. In many cases, they were specifically barred from
using IP in their access or transport networks. As ATM was designed to
transport many different services over a single network comprised of dif-
ferent physical media, it was a natural choice. In addition, many telecom
operators already had extensive ATM backbone networks. ATM provided
the means to create virtual leased lines between a DSL user and their ISP
without having to have any awareness of the application traffic or type.
In addition, the rate of early DSL uptake was uncertain, so multiple DSLAMs
could be aggregated back to a single point that served as an IP POP. This
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reduced the amount of initial IP equipment required, as DSL penetration
increased the IP nodes could profitably be pushed further toward edge.

For competing operators, who had their own networks and were not
required to unbundle those networks, and campus networks including
hotels, multi-tenant units, universities, business parks etc; ATM was con-
sidered an unnecessary overhead and complication. For these networks,
the equipment could be simplified if ATM was eliminated, assuming an-
other low-cost layer 2 multiplexing protocol could be identified.

Ethernet, which has a globally unique address for every endpoint, and
contains both the source and destination address in every frame, proved
an eminently suitable protocol, with a small implementation modification.
Nearly, all DSL data traffic was already Ethernet-encapsulated as most of it
emanated on Ethernet LANs. Even in ATM DSLAMs, the data mainly started
or terminated in Ethernet. The ATM CPE modems bridged the traffic into
ATM for transport over DSL.

In contrast, in an Ethernet DSLAM, the Ethernet traffic is bridged into
HDLC (High-level Data Link Control) frames for transport over the DSL link.
The DSLAM operates as a modified Ethernet layer 2 switch. In a generic
switch, any port can send traffic directly to any other port. In an Ethernet
DSLAM, the traffic may only flow from the DSL port to the network port and
vice versa. Upstream broadcast traffic is routed only to the network port,
while downstream broadcast traffic is optionally blocked, allowed through
to all ports, or switched only to selected ports based on the source address.
The DSLAM routing table can be statically provisioned or self-learning. In
self-learning, on each upstream DSL port, the DSLAM learns the CPE MAC
(Message Authentication Code) addresses by monitoring the source address
of each packet, and then creates a binding between the source addresses
and the port number. In the downstream direction, the DSLAM, compares
the destination MAC address with the tables for each port, and forward the
packet to the correct port on a match, and discarding those packets with
no match.

Beyond basic Ethernet switching, the generic architecture discussed in
Section 10.3.2 applies. For a pure Ethernet design, Ethernet 802.1p can be
used directly for QoS buffering. Classification is based on the source and
destination address, and packet type and priority. With the selection of
bonded-SHDSL for low-speed Ethernet first mile access, Ethernet DSLAMs
are sure to prosper and evolve.

The first enhancement to the basic Ethernet design is to include the BAS
functionality. The integrated Ethernet DSLAM now includes the Ethernet
multiplexer, the BAS sign-on capability and the backbone router.

A more advanced enhancement that is just starting to come to market is
the all-IP DSLAM. This operates directly on the IP packets, irrespective of
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the underlying layer 2 protocol, which may be HDSL, Ethernet, or even FR
or ATM. A key development enabling pure IP switches has been advances
in classification technology. The ability to do wire speed Gigabit per second
multilevel deep packet lookup and classification has eliminated the require-
ment for an underlying layer 2 protocol as a rapid switching mechanism.
An all-IP DSLAM architecture is shown in Figure 10.23.

At the ingress ports, the IP packet is classified and tagged. Based on
the tag, the packet undergoes admission control, switching, QoS buffering,
and output rate shaping. Non-data packets are forwarded to the control
processor. BAS functionality is fully integrated, as is the core routing func-
tion. Increasingly, MPLS is also integrated with the IP-DSLAM acting as a
MPLS label edge router (LER). IGMP to implement the “Channel Tuner” for
IP-TV may also be integrated.

10.7 DSLAM—Continuous Evolution

Looking ahead, DSLAMs and DSL continue to evolve on three main fronts:

1. Increasing speed with ADSL2+ line rates up to 24 Mbps and VDSL
up to 100 Mbps.

2. Enhanced DSL capability and types including ADSL2+, CVoDSL,
packet-mode operation, G.SHDSL, and EFM (Ethernet in the First
Mile).
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3. Further functional integration including BAS authentication, routing,
MPLS, packet-voice, and broadcast TV.

The DSLAM has a significant role to play in broadband deployment and
may yet prove to be the convergence platform for multi-service access.
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Abstract This chapter addresses aspects of operation, administration, and
maintenance (OAM) for Digital Subscriber Line (DSL) access networks. It
includes descriptions of basic functionalities of OAM for DSL-based broad-
band services in dependence of the network elements and the usage for
the “in service” end-to-end testing possibilities. Following this, line aspects
of the xDSL related functions are described such as information exchange
between the xDSL elements and the xDSL-type dependent functionalities
(performance monitoring, configuration parameters, primitives, and fail-
ures). This chapter also includes basic descriptions of network manage-
ment systems (NMS) and element management systems (EMS) with the
commonly used interfaces and protocols.

11.1 Introduction

The purpose of operations, administration, and maintenance (OAM) in
connection with a telecommunications network is to provide appropriate
mechanisms for establishing and monitoring link operation. OAM provides
network operators the ability to monitor the health of the network and
quickly determine the location of failing links or fault conditions.

From the functional perspective, DSL systems are commonly standard-
ized. From the OAM point-of-view there is a multiple set of single functions
that are defined in several DSL-, Asynchronous Transfer Mode (ATM)-, and
IP (Internet Protocol)-related standards. Examples of such mechanisms are
remote fault indication and remote loopback control. Each set of these stan-
dards provide a rather complete view from a perspective which is layer
dependent. The goal furthermore must be to describe the layer-specific
functionalities in a perspective of layer-related interworking mixed with
requirements from a network operator’s perspective. Also, it is important
to consider and describe the interfaces for reporting and control, mostly
referred as network management systems (NMS) or element management
systems (EMS) interfaces.

11.2 OAM Concepts

From a network operators point of view the aspects of operation and
maintenance play a key role for cost-effective operation. Given this and
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considering the huge number and variety of network elements along the
data path in a modern broadband telecommunications network, OAM
needs a consistent concept. Such an OAM concept considers not only
equipment, interface, and network requirements but also various issues
for service and provisioning. The development of such a concept usually
starts with the planning phase for deploying a system, platform, network,
and services and will be adapted to actual requirements received during
operation over the whole life circle. Once a good OAM concept is estab-
lished, requirements for new systems or network components very often
are derived from it because the other way around is commonly considered
to be more cost intensive. The following aspects mainly constitute an OAM
concept or should at least be considered for OAM:

• Equipment provisioning
• Network provisioning
• Service provisioning
• Billing aspects, content management, and if needed access control
• Service configuration
• Inventory management (discovery and configuration, updates)
• Service quality management, including performance and capacity

management
• Fault management

One can see that OAM for network operators is not only related to par-
ticular network elements or technologies but also needs a broad base of
considerations.

The following sections give an overview over the general technical
means and means provided by xDSL access network elements, which con-
stitute the basis for the above listed aspects for xDSL platforms.

11.3 General System Architecture

For consideration of OAM aspects, it is very useful to define a general model
to describe the specific individual layer-related functionalities provided by
OAM. The description is based on common standardized functions. Plat-
forms supporting broadband services have a layer structure. Layer 1, which
represents the physical layer, is dependent on the used physical medium.
For the access section between customer premises equipment (CPE) and a
DSLAM across the U-interface, xDSL variants like ADSL (2/2plus), SDSL, or
VDSL can be used.

For the connection between the DSLAM and the broadband net-
work SDH/SONET (synchronous digital hierarchy/synchronous optical
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Table 11.1 Operations, Administration, and Maintenance
(OAM) Flows and Corresponding Layers and Technologies

Flow Layer Technology
1 1 SDH/SONET, PDH, xDSL
2 1 SDH/SONET, PDH, xDSL
3 1 SDH/SONET, PDH, xDSL
4 2 ATM (VP-Level)
5 2 ATM (VC-Level)

networking) or PDH (plesiochronous digital hierarchy) is mainly dis-
tributed as layer 1 technology. From the end-to-end point-of-view, ATM is
the dominant technology for layer 2.

Therefore, we distinguish the flow of OAM information (OAM flows)
that will be considered into five hierarchical flows, named as F1–F5 (see
Table 11.1 and Figure 11.1), according to the terminology used in recom-
mendations from the ITU-T and other standardization bodies. In detail, each
flow belongs to a certain layer.

Splitter

Splitter

ADSL

VDSL

F4seg + F4ete + F5seg (AIS, RDI, CC, LB)

DSLAM

F4ete + F4seg + F5seg (AIS, RDI, CC, LB)

X-CC

F4ete + F5ete (AIS, RDI, CC, LB)

SDSL

ATU-R

STU-R

VTU-R

V-interface

F1,F2,F3 (AIS, RDI) F1,F2,F3

U-interface

Near end Far end

Figure 11.1 General system architecture and operations, administration, and
maintenance (OAM) information flows.
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For each flow three types of OAM functionalities exist:

1. Fault management
2. Performance management
3. Configuration management

The configuration management is mainly used for layer 1 configuration
purposes and is described below. The configuration management for layer
2 or 3 aspects is not further considered here because this is mostly done
by additional means besides the xDSL-related OAM flows described here.

11.4 Layer Model

11.4.1 Layer 1 Aspects

11.4.1.1 Layer 1 OAM Flow

The layer 1 represents the physical layer which contains, referred to the
common xDSL reference models, the physical medium dependence layer
(PMD) up to the TPS-TC-Layer (see also Chapter 13). The OAM functions
are described in the various xDSL recommendations from ITU-T and other
standardization bodies.

The physical layer contains the three lowest OAM information flow
levels and allocates as follows (see also Figure 11.2):

1. F1: Regenerator section level (regenerators are only intended for
Symmetric High Bit-Rate DSL [SHDSL])

2. F2: Digital section level
3. F3: Transmission path level

Each flow F relates to the respective superordinate flow level (see
Figure 11.3).

In contrast to legacy SDH/PDH connections for xDSL using a layer 2
adaptation to protocols like ATM or Ethernet, the flows F1 or F2 or F3
alone do not ensure an end-to-end OAM for the entire xDSL connection
because they are usually terminated within the xDSL span. End-to-end OAM
can only be provided by using means of F4 or F5 (see layer 2 or 3 aspects).

This leads to a dependency between the different flows, particularly
with regard to the fault management. A loss of signal for instance at the
physical layer (F1 to F3) will be reported to the NMS but also a fault at F4 or
F5 corresponding to [ITU-T I.610] will be generated as well. In most cases,
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Figure 11.2 xDSL physical layer OAM flows.

only the F4 or F5 fault is available beyond the NMS-controlled elements,
which is important for NMS independent end-to-end OAM.

The F1 and F2 flows are often combined into the F3 flow to which a
management interface via an InterWorking Function (IWF) can have access
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Figure 11.3 Interconnection between xDSL physical layer OAM flows.
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Figure 11.4 Management interface access to OAM channel.

to operate the physical layer. An example according to [ITU-T G.997.1] is
given in Figure 11.4.

The transport of the F3 flow information between the xTU-R at the
customer side and the xTU-C at the central office (CO) side can be handled
in different ways, but always across the U-interface:

• Via a dedicated OAM channel in a clear embedded operations chan-
nel (EOC) transmission

• Via the EOC
• By using indicator bits from the xDSL overhead

The xDSL-specific use of these transport means are specified in the xDSL
recommendations and standards. Each way uses appropriate link control
mechanisms to protect the OAM information flow. The appropriate way
can be identified during the handshake or initialization phase.

11.4.1.2 Layer 1 OAM Contents

A set of information is defined to be communicated for layer 1 OAM. They
can be divided into far-end and near-end primitives, and corresponding
xTU-R and xTU-C generated information, respectively. The definitions of
the below listed anomalies, defects, and failures are given in the xDSL
recommendations for ADSL (2/2plus), SHDSL, and VDSL. Some examples
are listed in Table 11.2. Depending on the transmission type subsets of
these lists are used.

Apart from the line-related parameters data path-related parameters
depending on the transmission layer type (ATM, STM, packet transfer mode,
etc.) are also used. More details are specified in the ITU-T G.997.1 and
the individual xDSL recommendations (ITU-T [International Telecommu-
nication Union-Telecommunication], ETSI [European Telecommunications
Standards Institute], ANSI [American National Standards Institute]).
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Table 11.2 Examples of Far-End and Near-End Primitives
to Be Communicated to Layer 1 OAM
Line-Related Configuration Diagnostic and Status
Primitives Parameters Parameters
Anomalies Line type Transmission capabilities
Information about Transmission rates Line attenuation

corrected errors Noise margin data (target, SNR margin
(counter) maximum, Current rate
Information about minimum, etc.) Attainable rates
code violations Operation mode (rate Output power
(counter, e.g., for adaptive, etc.) Line delay
CRC errors) Power modes (Power Line states

Defects or failures down or power saving Line diagnostics including
Examples for and modes) vector formatted data

defects failures are as Spectrum usage (PSD over the frequency
follows: configuration) Inventory information
Loss of Signal (LOS) (vendor ID, version
Loss of Frame (LOF) number, serial number)
Loss of Power (LPR)
Loss of Sync Word
(LOSW)
SNR Margin Defect
(LOM)
Loop Attenuation Defect

The configuration parameters can be organized in three profiles,
dedicated to a line (xDSL port), a channel, and a data path. Whereas
line configuration profiles combine parameters related to physical charac-
teristics like operation modes, power management, spectrum usage, and
noise margin thresholds, channel configuration profiles for each bearer
channel combine data rate and delay related configuration parameters.
The data path configuration profiles are transport layer dependent and
cover all parameters needed to define the layer 2 adaptation in terms of
operational modes and failure thresholds.

11.4.1.3 Performance Monitoring

Generally, the xTU-C acts as the near end and provides a monitoring
function. Therefore, it collects the near-end and the far-end informa-
tion and provides it to an EMS via a standardized management interface
(Q-interface).

Optionally, according to demand the xTU-R can also provide the mon-
itoring function, e.g., for applications in the customer environment or for
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further use in additional management concepts as described in recommen-
dation [DSL-Forum TR-069].

The performance monitoring (PM) contains collection and storage of
current and history line and often data-path-related parameters. Apart from
the anomaly counters, the defects or failures or anomalies are presented as
event seconds, which means that all seconds are counted in which a defect
or anomaly was recognized.

Examples for PM parameters are Errored Seconds (ES) (seconds with
code violation anomalies), Severely Errored Seconds (SES) (seconds
with LOS or a certain number of anomalies exceeded), Unavailable Seconds
(UAS) (seconds, where the xDSL transmission is not available), and the
counters for anomalies and defects.

The PM storage is typically organized in time intervals of 15 minutes
and 24 hour. The current data is presented in one 15 minute interval and
one 24 hour interval. The history entries contain the last N × 15 minute
intervals (e.g., N = 96) and M× 24 hour intervals (e.g., M = 7). The amount
of parallel performance monitoring is strongly dependent on the internal
memory of an xDSL system (DSLAM) because all data normally has to be
collected and stored inside the xTU-C network elements. So, the system
integrator is responsible to use this feature carefully in terms of memory
consumption and processor load.

Appropriate EMS or NMS functionality is necessary to handle the further
processing of the collected data. With this information, a detailed analysis
of the xDSL performance over a certain time interval is possible.

11.4.1.4 PDH/SDH Layer

In case of a PDH/SDH, at the interface at the V-reference point at the
DSLAM, which is basically the network interface, the appropriate OAM
flows for PDH/SDH are used. Usually, at this interface, the ATM traffic
from the DSLAM is mapped into SDH/PDH because in an ATM transport
network the interfaces are SDH based. The physical layer also contains the
three lowest OAM levels and allocates as follows (see Figure 11.5):

1. F1: Regenerator section level
2. F2: Digital section level
3. F3: Transmission path level

For SDH-based transmission systems, the ITU-T recommendations
G.707–709, G.782, and G.783 are relevant.

Flows F1 and F2 are carried on bytes in the Section OverHead (SOH),
and flow F3 is carried in the higher-order Path OverHead (POH) of the
transmission frame. ATM transport over SDH may also be supported on
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Figure 11.5 PDH/SDH (plesiochronous digital hierarchy/synchronous digital
hierarchy) physical layer OAM flows.

lower-order paths, which support POHs. These lower-order path OAM
flows are subsets of the F3 flow. But note that the SDH path is different
than the ATM path. It is essential to distinguish between ATM path and
SDH/PDH path, because the SDH/PDH path is covered by OAM F3 while
the ATM path is covered by F4.

For PDH-rate frame-based transmission systems the ITU-T recommen-
dations G.702, G.804, and G.832 are relevant.

Specific means to monitor the section performance (e.g., code vio-
lation counting, CRC, etc.) are defined within the ITU-T recommenda-
tions [ITU-T G.702], [ITU-T G.804], and [ITU-T G.832]. If the ATM layer is
supported only on a PDH section then the G.804, overhead constitutes both
F1 and F3 flows (but not F2).

F1 is supported by frame alignment bytes and the remainder of the
overhead constitutes the F3 flow.

11.4.2 Layer 2 ATM Aspects

11.4.2.1 Overall

Mainly, the distributed DSL architecture for layer 2 aspects is the ATM-based
architecture. Alternatively, Ethernet will be used for transport. Independent
from the used transport medium a control plane needs management func-
tions, which can be addressed by the management plane. A control plane
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Figure 11.6 Layer 2 OAM flows.

means the entity to setup and disconnect connections. A management
plane represents the IWF between the control plane and the manage-
ment interface. In other words, the control plane defines the action while
the management plane defines how to address and control the action of
the control plane.

Usually, these functions are described in the overall model as flow F4
and F5 and each is clustered in the following areas:

• Fault management
• Performance management

To derive the OAM model for DSL equipment from existing models that are
described in the recommendation [ITU-T I.610] for transport networks, the
details of network architecture and the impact to specific OAM functionality
have to be considered (see Figure 11.6).

11.4.2.2 OAM Types

The ATM approach according to [ITU-T I.610] is based on fault and perfor-
mance management issues. That means that fault management functionali-
ties like alarm indication signal (AIS), remote defect indication (RDI), loop
back (LB), and continuity check (CC) are applicable. Regarding perfor-
mance management issues, functionalities like forward performance mon-
itoring (FPM) and backward reporting (BR) will be required.
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Table 11.3 Overview of the OAM Functions of the ATM Layer

OAM Function Main Application
AIS (alarm indication signal) For reporting defect indications in the

forward direction
RDI (remote defect indication) For reporting remote defect indications in the

backward direction
CC (continuity check) For continuously monitoring continuity
LB (loop back) For on-demand connectivity monitoring

For fault localization
For preservice connectivity verification

FPM (forward performance
monitoring)

For estimating performance in the forward
direction

BR (backward reporting) For reporting performance estimations in the
backward direction

Activation or deactivation For activating or deactivating PM and CC
System management For use by end-systems only
APS For carrying protection switching protocol

information

For maintenance purposes, F4 and F5 flows are defined at the ATM layer
covering the virtual path (VP) and virtual channel (VC level), respectively.
Both flows are bidirectional and follow the same physical route as the user-
data cells, thus constituting an in-band maintenance flow.

Besides the vertical subdivision into F4 and F5 levels a “horizontal” par-
tition also exists; both flows can either cover the entire virtual connection
(end-to-end flow, “ete”) or only parts of the virtual connection (segment
flow, “seg”).

Table 11.3 gives an overview of the OAM functions of the ATM layer.
Additional functions for testing, fault localization, and performance mea-
surement are not mentioned here because they are not finally defined.

11.4.2.3 OAM Transport Topology

The main difference between traditional transport networks and DSL-based
access networks is the usage of one copper pair for receiver and transmitter
simultaneously. This aspect influences the usage of the specific OAM func-
tions specified by the standardization body ITU-T. For traditional transport
networks, one segment consisting of transmitter and receiver for separated
transport medium is shown in Figure 11.7.

In DSL-based networks, the receiver and transmitter use the same
medium (see Figure 11.8).



Dedieu/Implementation and Applications of DSL Technology AU3423_C011 Final Proof Page 457 18.9.2007 04:24am

Operations, Administration, and Maintenance 457

TX

TX

RX

RX

Legacy NT Legacy LT

Consequent 
action

Figure 11.7 OAM transport for legacy transmission.

11.4.2.4 Consequence

For ATM-based DSL systems, the standard ITU-T I.610 describes fault man-
agement purposes for F4 and F5 flows in two basic messages, the AIS and
the RDI. Both are transported together with data (inband) through the net-
work. They usually represent an action or reaction on certain conditions
(faults) regarding the transmission path and can therefore also be called as
“consequent actions.” It must be noted that in an xDSL environment an RDI
signal cannot be transported while the connection is interrupted. In such
a case, the xTU-R receiver detects a loss of cell delineation (LCD)∗ defect
which should be reported as RDI to the xTU-C. The xTU-C would then
send for its part as consequent action an AIS. But the RDI signal will never
reach the receiver of the xTU-C because the line already was interrupted.
Therefore, a single AIS/RDI signaling on layer 2 for F4/5 does not make

TX

TX

RX

RX

xTU-R xTU-C

Consequent
action

Transmission
path

Figure 11.8 OAM transport for xDSL transmission.

∗ Cell delineation, based on the HEC (Header Error Control) field in the ATM cell header, allows
identification of the cell boundaries. When consecutive errors affect the HEC, an LCD defect
may be observed.
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sense in terms of a signaling between DSLAM and xTU-R only. However,
for the supervision of segments across the V-interface, F4/5 is suitable for
signaling as per end-to-end (ete) or segment (seg) connection.

11.4.3 Layer 2 Ethernet Aspects

11.4.3.1 Overall

Broadband access transport networks are commonly evolving into layer
2 Ethernet transport technologies. There are several worldwide migration
or even replacement activities to move from ATM to Ethernet and main-
taining at the same time the amount and handling of OAM functionalities
known from ATM OAM. Because Ethernet transport technology was origi-
nally developed for MAN and LAN applications there is still some need to
develop and standardize OAM functions suitable for existing xDSL broad-
band access transport and aggregation networks. Actually, there are several
standardization activities, in the ITU, Institute of Electrical and Electron-
ics Engineers (IEEE), Internet Engineering Task Force (IETF), and Metro
Ethernet Forum (MEF), aiming on the introduction of Ethernet in carrier
networks. The intent of introducing OAM mechanisms for Ethernet is to
maintain similar layer 2 end-to-end OAM capabilities that were available
when the aggregation was ATM based, via ATM OAM as specified in ITU-T
(I.610).

[IEEE 802.1ag] and [ITU-T Y.1731] define the concept of a maintenance
association end point (MEP) and maintenance association intermediate
point (MIP), which are configured on a per port, per virtual local area
network (VLAN), and per maintenance domain level. MEPs initiate con-
nectivity fault management (CFM) OAM messages and are configured at
the far end of the service perimeter or S-VLAN (e.g., in the service node
and DSLAMs). MIPs are configured across the path of the S-VLAN (e.g.,
in Ethernet aggregation nodes). Various domain maintenance entity (ME)
levels can be configured, allowing the network administrator to divide the
network into multiple administrative OAM domains and to allow nesting
of OAM domains, where an ME level corresponds to an OAM domain.

Three domains are defined such as “carrier domain,” “intra carrier
domain,” and “Customer Domain.”

At the time of publishing, this work was being performed in ITU (ITU-T
Y.1731 Ethernet OAM mechanisms) and IEEE (802.1ag). The architectural
framework is described and published in [DSL-Forum TR-101].

11.4.3.2 Ethernet OAM Types

Table 11.4 lists the OAM message types, which are defined for CFM Ethernet
OAM.
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Table 11.4 OAM Message Types Defined for Connectivity Fault
Management (CFM) Ethernet OAM

OAM Function Main Application
LoopBack Message (LBM) Defined as a unicast message sent to an MP’s MAC

address.
LoopBack Reply (LBR) Originated by the LBM, the LBR is sent as a unicast

message from an MP to the MAC address of the
MEP.

LinkTrace Message (LTM) This is a multicast message that is relayed to a
given target MEP and inspected by every MIP
along the data path to determine whether the
target MAC is known by the MIP.

LinkTrace Reply (LTR) An LTR message is a unicast message sent from
a MEP or MIP upon receiving and forwarding
an LTM.

Continuity Check Message
(CCM)

Defined as a multicast message from a MEP that
is received by all MEPs in the same service
instance on the same ME level.

11.4.3.3 Interworking between Ethernet and ATM OAM

Testing end-to-end connectivity between a service node and xTU-R
requires an end-to-end visibility between both network elements.
Using ATM between service node and xTU-R fulfills this requirement
by providing an end-to-end visibility in the data path and is defined in
[ITU-T I.610].

The actual scope of functionality of I.610 within this document’s con-
text is limited to ATM only. It is expected that I.610 functionality will only
have utility in the absence of tools based upon the emerging Y.1731 or
IEEE 802.1ag standards and will merely exercise more of the NT than the
DSL PHY.

When part of the ATM is replaced by Ethernet the end-to-end visibility
between service node and residential gateway (RG) is lost. Restoring the
lost visibility can be performed by a data path or control path mechanism,
e.g., CLI (Command Line Interface), EMS, or layer 2 control. All solutions
require the presence of an approach-dependent IWF, which provides the
translation of a trigger message to DSL port specific ATM OAM messaging.

This requires an interim mechanism at the DSLAM to remotely invoke
I.610 LB (either CLI or control plane action).

There is a subset of DSLAM functions, which can be initiated by the
DSLAM management system request, which would be more conveniently
initiated by the service node in some networks. To implement such an app-
roach, a communication mechanism is needed between the service node
and DSLAM (see Figure 11.9).
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Figure 11.9 Layer 2 control architecture.

There are several options, e.g.,

• A management channel, as described in Y.1731 (ETH-MCC)
• A layer 2 control mechanism

Messages on the selected communication channel need to support func-
tions including the following:

• Ability for the service node to check a DSL’s status.
• Ability for the service node to trigger the DSLAM to initiate an ATM

LB to an xTU-R, on a specified VPI/VCI on a specific access line.
• Ability for the service node to trigger the DSLAM to initiate an ETH-

LBM to an xTU-R, at a specific access line.
• Ability for the DSLAM to report the results to the service node.

At the time of publishing, this work was still in progress.

11.5 Controlling and Reporting OAM

11.5.1 Main Principle
As an operator in the network control center (NCC), it is necessary to
have all the OAM information reported to the EMS or NMS at the time
an anomaly or defect in the network is detected. The most common model
on the network level is the manager agent model. This model is based
on the client server principle. Usually, an EMS or an NMS is placed in an
IP-based DCN (Data Communication Network) and it handles the manage-
ment of the whole network. The manager (client) sends a request to the
agent (server) and the agent replies back to the manager. The difference to
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the well-known client server model is that several managers can reach one
agent and the agent is able to send spontaneous notifications to several
managers. The manager is often referred to as the EMS, to emphasize that
it is usually realized as a user interface that presents data to an operator.
The agent is an entity that executes within the network element (NE, e.g.,
the DSLAM). The DSLAM usually can be reached over a separated manage-
ment interface by one or by several IP addresses using a standard Ethernet
stack. It is preferred to use an implementation with one agent per NE and
not per DSL, so each NE can be addressed by one IP address only. This
solves problems regarding the required amount of distinctive IP addresses
between different DSLs with different agents for each. It is suitable to
access one network element with one IP address and to reach a couple
of lines with one agent.

The management information is defined in the so-called management
information base (MIB). The MIB is a structured collection of managed
objects that represent resources in the network elements. It is a formal def-
inition of the kind of information the agent makes available to the manager.
The manager accesses the MIB through a management protocol, such as
SNMP, CMIP, HTTP, or CORBA. Each of these protocols has its own MIB
definition language.

In Simple Network Management Protocol (SNMP), it is a subset of
Abstract Syntax Notation 1(ASN.1); in Common Management Information
Protocol (CMIP), it is Guidelines for the Definition of Managed Objects
(GDMO); in Hypertext Transfer Protocol (HTTP), it is implicit; and when
using Common Object Requester Broker Architecture (CORBA), it is Inter-
face Definition Language (IDL). Usually, the entities defined in the MIB are
called managed objects, although these objects do not have to be objects
in the Object-Oriented (OO) way, e.g., a simple scalar variable defined
in an MIB is called a managed object. The managed objects are logical
objects, not necessarily with a one-to-one mapping to the resources. Each
managed object, defined in the MIB, is uniquely identified by an Object
Identifier (OID) that is located in the lexicographically ordered list of the
names of all the variables.

11.5.2 SNMP Fundamentals
It is a matter of fact that the SNMP is the most popular network management
protocol and provides interoperable solutions to the problem of managing
networks, enabling effective monitoring and control of heterogeneous
devices.

Almost all manufacturers of DSL equipment implement the SNMP
as the most common protocol for network devices for communication
with the appropriate EMS. Hence, the following chapter is based on this
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management protocol, as defined in the IETF documents RFC 1157 (“A
Simple Network Management Protocol (SNMP)”) [RFC 1157] and RFC 1215
(“A Convention for Defining Traps for Use with the SNMP”) [RFC 1215].

During the ongoing deployment of the SNMP protocol several updates
and enhancements were agreed upon. These were reached in Version 3
of SNMP (RFC 3411–3418) [RFC 3411] through [RFC 3418] which is rec-
ommended as the mandatory standard protocol for managing broadband
networks. It fixes several security issues in the previous versions of the
protocol like authentication and privacy. More details are specified in the
appropriate RFC recommendations.

The SNMP management framework includes four components:

1. Managed node, respectively the Network Element, each containing
a processing entity, termed as an agent

2. Network management station, also known as the manager, on which
the management application reside

3. Network management protocol that is used to exchange manage-
ment information between the management station and the agents

4. Management information, which is specified in the structure of man-
agement information (SMI) and the definition of managed objects,
contained in the MIB

Note: The IETF is a large open international community of network des-
igners, operators, vendors, and researchers concerned with the evolution
of the Internet architecture and the smooth operation of the Internet, open
to any interested individual.

Figure 11.10 describes the main principle of SNMP.

Get-Request 
Get Next-Request 
Set-Request

Response 
trap

Manager
Sees

Sees

MIB

Agent

Resource 1 Resource 2

NMS

NET

NE
Processing the incoming and outgoing
messages from and to manager and
resource

Figure 11.10 Simple Network Management Protocol (SNMP) Principle.
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As one can see here, the main task of the SNMP agent, placed in the NE,
is to process and correlate the messages it gets from the several resources
(Resource 1, Resource 2) inside the NE, to map them into a specified, read-
able format, and to make them available for a manager. The five funda-
mental functions available to realize the communication between manager
and agent are represented as SNMP-PDUs (Protocol Data Unit). Their den-
otations are as follows:

1. Get-Request-PDU: Generated and transmitted as the request of the
manager to the agent.

2. Get next-Request-PDU: Almost the same as the Get-Request with
the difference of viewing data without requiring prior knowledge.
It is possible to traverse the management information in the lexico-
graphical order.

3. Set-Request-PDU: Command to change the value of a specified man-
aged object in the agent.

4. Response-PDU: Generated by the agent as a reaction to a Get-,
Get next-, or Set-Request-PDU. In the case of a Get- or Get next-
Request, the agent delivers the value of the concerning objects. If
an error occurs, an error code with the corresponding description
is delivered.

In the case of a Set-Request, the Response-PDU delivers the con-
figured value or in the error case an error code with the correspond-
ing description.

5. Trap-PDU: A Trap is a spontaneous message from the agent with-
out intervention from the manager to notify the manager that an
extraordinary event has occurred in the agent.

It can be divided into two categories:

a. Alarm
b. Notification

For reporting several OAM messages to the EMS, the above described Trap-
PDU is used. High priority messages with service interruption must be
reported as an alarm. In this context, it is absolute necessary to prohibit a
high amount of alarm owing to a primary alarm that leads to a huge amount
of spontaneous traps, also called trap storm. Only the origin primary alarm
has to be notified to the EMS.

For example, if there is an AIS detected on the transmission layer, this
leads to a multiplicity of F4 and F5 AIS messages. So the spontaneous notifi-
cation of these alarms must be suppressed by appropriate filter mechanisms
in the NE and only the primary alarm is notified to the EMS.

Additionally, the NE has to provide possibilities to assign appropriate
severity levels (minor, major, etc.) for each alarm.
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11.5.3 Management Information Bases
The MIBs [RFC 2515], [RFC 3635], [RFC 4363], [RFC 2108], [RFC 4188],
[RFC 2662], [RFC 4319], [RFC 3592], [RFC 2863], [RFC 4087] and [RFC 2933]
are specified and are available from the IETF. They contain the fundamen-
tal functions to report OAM. Tables 11.5 and 11.6 list the applicable RFC
documents for an ATM and Ethernet approach, respectively.

ATM-Based Approach

Table 11.5 RFC (Request For Comments)
Corresponding to ATM Management
Information Base (MIB)

RFC No. Meaning
2515 ATM MIB

Ethernet-Based Approach

Table 11.6 RFCs Corresponding to Ethernet MIBs

RFC No. Meaning
3635 Ethernet overall
4363 Multicast, Filtering, VLAN
2108 Repeater
4188 Bridge

Physical Interface

The MIB of the physical interface is independent of Ethernet or ATM.
Therefore, Table 11.7 contains the relevant references separately.

Table 11.7 RFCs Corresponding to the MIBs of the Physical Interface

RFC No. Meaning Comments
2662 ADSL MIBs for ADSL2 or 2plus and VDSL2 are still in the

standardization process in the IETF.
4319 SHDSL
3592 SONET/SDH
2863 Interface MIB Relevant for both ATM- and Ethernet-based systems
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Note: Because of the focus on layer 1 and 2 specific investigations, the
references for IP are not shown. Important RFCs may be [RFC 4087] for IP
Tunneling and [RFC 2933] for IGMP.
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Abstract This chapter discusses the current issues and best practices
regarding the security of Digital Subscriber Line (DSL) networks. The last
sections of this chapter highlight the direction several standards organi-
zations are taking for enhancing and improving on security methods for
broadband networks, including DSL. This chapter begins by describing
the types of threats that face DSL and broadband Internet users in gen-
eral. These descriptions are then followed by some elaboration and detail
regarding the impact that these types of security threats can impose on
Internet users. The discussion then proceeds with current and future solu-
tions to each one of these types of threats.

12.1 Scope

The scope of Digital Subscriber Line (DSL) network security discussed in
this chapter concerns both higher-layer and lower-layer families of network
protocols. The lower layers discussed center on layer 2 and layer “2.5” of
the OSI (Open Systems Interconnection) networking model. Within the
context of this text, layer 2.5 is referred to as the “nether region” of proto-
col that spans both normative layers 2 and 3. An example of layer 2.5 pro-
tocol would be Point-to-Point Protocol/Internet Protocol Control Protocol
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(PPP/IPCP), Dynamic Host Configuration Protocol (DHCP), or any protocol
that is used to bootstrap an internetworking layer like Internet Protocol (IP).
We call this layer 2.5, because the protocol carries, and more importantly
is “aware of,” information from layer 2 and 3 in its payload. The security
mechanisms utilized to protect transport and application layer protocols
are common to any broadband Internet access medium; however, some
high-level coverage of transport and application security is included. Later
sections in this document include future security methods for DSL network
provisioning that involve transport and application-level security.

Also, regarding customer premise DSL deployment scenarios, the
majority of the discussion will focus on security issues and vulnerabili-
ties that can be encountered by individuals that access the Internet from
their home computer, or home network. Office deployments are consid-
ered to be secure through the common use of medium to high-end firewall
appliances, and are usually managed by competent network administra-
tors. However, in the case of small businesses without adequate network
administration staff and perimeter defenses, the issues and possible solu-
tions examined in this section would apply equally to these environments.

12.2 What Are We Worried About?

Before embarking on a description of security solutions for DSL networks,
it is important to understand just what needs to be secured or protected.
Just what is the problem? Security threats can be reduced to three basic
categories:

1. Unauthorized access to information
2. Denial of service
3. Theft of identity

The intent of every known security attack or breach can be grouped into
one of the above categories. For a typical broadband Internet user, the
following text provides examples of the threat categories.

12.2.1 Unauthorized Access to Information
Most individuals access the Internet directly from their home computer, or
indirectly through a home network. If the computer being used for Internet
access is also used for any other household activity, confidential informa-
tion could be stored on this computer in the form of banking account
information, work-related intellectual property, usernames or passwords to
other services, or other types of information that the user would not want
exposed without explicit authorization. Virus and “Trojan horse” software
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programs are designed to be unintentionally installed on a user’s computer
with the goal of “mining” the resources of the computer for confidential or
otherwise valuable information.

In addition, through e-mail or other types of file transfer programs, users
can unintentionally expose confidential information as this e-mail or file
content is transported over the Internet. Rather than allowing a virus or
Trojan horse software program to access the confidential information on
a Personal Computer (PC) hard drive, unauthorized parties just “snoop”
the network and extract the information from the “wire” as the informa-
tion flows from authorized entity to authorized entity. This is one form
of an attack called a “man in the middle” attack, where an unauthorized
party is unknowingly monitoring the traffic between two trusted parties in
a communication. This is analogous to a “wire-tap” of the public telephone
network, a traditional technique used by the law enforcement community.

12.2.1.1 Theft of Information

Snooping: This type of threat is exhibited by untrusted or unauthorized
third parties snooping or eavesdropping on a communication between
two entities that have a trust relationship with each other. For the com-
munication session to be snooped, the network traffic between the two
trusted parties must pass through network facilities that are unsecured or
untrusted, such as the public Internet. However, snooping has been found
to be a problem even within the so-called private networks such as internal
corporate intranets and other secured environments.

Trojan Horse Software: Trojan horse software programs are often confused
with virus software programs, but they are not necessarily designed to pro-
liferate with the rapidity and aggressiveness of viruses. They do share the
property with viruses wherein the software is meant to be distributed indi-
rectly to victims, usually in e-mail or other types of downloadable content,
primarily without the user’s knowledge that the software has made its way
to their PC.

The Trojan horse software can analyze and collect private files from a
user’s PC and deliver it to other interested, but unauthorized, parties.

Spyware: Spyware is a form of Trojan horse software that is designed to
be unwittingly installed on a PC. There is also another form of spyware
that is unknowingly included as a “feature” in what would be, ordinarily,
an authorized software program installation.

Spyware is designed to interrogate the computer’s systemandapplication-
specific management files to determine the types of Web sites, newsgroups,
and network activity that a user has accessed in past Internet activity. Some
spyware software can also install itself at a very low layer within the PC
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system software, and actually log a user’s keystrokes from the keyboard, as
they type. This is often used to obtain usernames and passwords to valuable
services, as well as other personal information.

Phishing: Phishing attacks are a form of fraudulent activity that involves
sending e-mail to unsuspecting recipients. The e-mail messages are typically
counterfeit, to appear as if they originate from a business or organization
that is trusted by the recipient. These types of messages attempt to lure
the recipient to access a Web site that will subsequently ask the recipient
for confidential or personal information. Most phishing attempts pose as
queries from a financial institution or Internet Service Provider (ISP), asking
the user for their ISP login credentials or asking the user to “reverify” their
banking information.

12.2.2 Denial of Service
Unlike Trojan horse or virus software, a denial-of-service (DoS) attack is not
designed to access information on a device. DoS “attacks” do not neces-
sarily have to be initiated by software on the PC. The DoS attack is usually
initiated by a remote computer somewhere on the Internet with the intent of
rendering one or more application services on a “target” computer or host
unusable. For example, a target computer may serve as the primary e-mail
forwarder for a corporate network. A DoS attack on this machine could
render the e-mail service unusable, thus disabling individual users on the
corporate network from sending or receiving e-mail. There are numerous
other forms of DoS attacks, depending upon the type of “service” being
attacked, as described in the following sub-sections.

12.2.2.1 Corruption of PC

Corruption of computer resources such as files on a hard disk, or the
operating system itself is a classic attack employed by virus and Trojan
horse software programs. Luckily, a number of recent types of viruses have
concentrated on proliferation and rapid distribution of the virus, through
e-mail and other means. This can create a DoS attack on the Internet at
large, because of the volume of traffic this activity creates, as well as clog-
ging up enterprise mail servers. However, for the average home computer
user, these types of viruses have much less destructive impact than what
could be designed.

12.2.2.2 Distributed Denial-of-Service Attacks

As described in Section 12.2.1.1, a Trojan horse software program is
unknowingly installed onto a PC, for the ulterior purpose of information
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gathering. There is another kind of Trojan horse program that is also dis-
tributed in the same fashion, but the goal of the software distribution is not
for gathering private information from a PC. Instead, these programs are
designed to be “remotely controlled” across the Internet, usually by their
creator, or someone with the knowledge of how these programs operate.

When so ordered, these Trojan horse programs can initiate high-volume
network traffic to a particular destination on the Internet, flooding the
Internet victim with so much invalid traffic that the Internet site is unable to
provide enough bandwidth or computing resources to serve normal, valid
user requests. If the Trojan horse software has successfully been installed on
enough PC “collaborators” (say, thousands of PCs), then the volume of traf-
fic the combined attack can create can easily overwhelm typical Internet
Web sites or file or download repositories, typically causing these sites
to fail.

This software was created to overcome the inherent problems with one
user at a single attacking PC causing a problem for a major Internet site.
Ordinarily, most attackers initiate attacks from computers that are not con-
nected to the Internet with a very high-speed connection. Indeed, in the
past, hackers were dialed in to the Internet and could only send data to
the network at a speed of 2800 bytes/s. This rate would hardly cause a
problem for a Web site the size of Yahoo or Amazon.com, with their mul-
tiple connected Gigabit Internet links, each circuit capable of 45 Mbits of
bandwidth.

However, if a remotely controlled Trojan horse attack program can be
disseminated to thousands of such dial-up users’ PCs, then the total aggre-
gate amount of traffic that can be generated to target the Internet site can
have a much greater impact.

12.2.3 Theft of Identity
Theft of identity attacks are chiefly used by unauthorized parties to imper-
sonate a particular user or group of users. The specific use of impersonation
is twofold: (1) To gain access to a user’s identity credentials for the purpose
of gaining access to a value-added service to which the user has subscribed
(theft of service), or (2) to forge a user’s credentials on a particular trans-
action, whether this be an e-mail message, or a digital signature on some
type of digital content.

12.2.3.1 Theft of Service

The most common form of theft of identity involves impersonating a user
to obtain access to a service to which the user has subscribed. This may
be in the form of stealing a subscriber’s username and password to obtain
access to the subscriber’s Internet account. If this is a broadband Internet
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access account, these types of accounts support unlimited access to the
Internet for a flat monthly fee. However, if this is a “metered” service where
the customer is charged according to usage, the theft of the subscriber’s
username and password can be much more damaging. Worse, if the service
for which credentials have been acquired happens to permit arbitrary credit
transactions, or other types of banking activities, the ceiling on damage
could be quite high.

As described earlier, certain types of Trojan horse software designed to
monitor keystrokes from a keyboard can be used to steal a user’s credentials
and transmit these credentials to the owner or operator of the Trojan horse
software. This is one example of theft of service.

12.3 The “Always-On” versus “Dial-Up”
Network Connection

Until recently, the threat of security issues for individual consumers was
never a major point of concern. Although some consumers have been aware
of possible security risks associated with online “E-commerce” transactions,
where their credit card numbers were being transmitted, the industry had
developed a de facto (and now official) standard for protecting the confi-
dentiality of these transactions. There was too much business at stake for
this problem not to be solved. However, ever since the proliferation of
the Internet, security has always been a concern of corporations and large
enterprises that were connected to the Internet. Financial records, person-
nel information, and core intellectual property were at risk if these firms
did not provide sufficient security for their network.

More and more consumers are beginning to use their PCs at home to
store confidential information such as medical records, personal letters, and
other correspondence, and also tax records and banking information. To
date, this information has not been exposed “online” all the time, because
of the fact that consumer Internet access has traditionally been relegated to
transient dial-up connections. The computers that contained the users’ sen-
sitive data were not generally available at all times. Instead, the computers
were only open to attack during a particular user’s dial-up session. Even
when the user had chosen to establish a dial-up connection to the Internet,
the IP address of the PC would be different each time a connection was
established, making it difficult for a potential attacker to sustain any kind
of robust attack strategy.

With the advent of broadband Internet connections like DSL, the secu-
rity considerations of the consumer or end-user population were broad-
ened considerably. With broadband connectivity, a user’s residential home
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network or PC was looking more like a corporation or large enterprise,
from an Internet connectivity perspective. The Internet connection is always
available, and the IP address rarely changes, because of the always-on con-
nection. This new always-on profile for Internet connectivity is a major fac-
tor in the heightened awareness of security-related issues for the connected
household.

12.4 High-Level Security Requirements

Given the security threats and related issues described in previous sections,
it is possible to derive a set of high-level security requirements for broad-
band DSL connectivity. The reality of broadband connectivity is that there
are a myriad of business models that can be used to deliver Internet access
to a subscriber. For reasons of simplicity, the high-level requirements are
broken down into three different perspectives:

1. Network Access Provider (NAP) security requirements
2. Internet Service Provider (ISP) security requirements
3. End-user (subscriber) security requirements

Looking at Figure 12.1, there are a number of network links over which
a user’s traffic can transit while using the Internet. These reference points
are labeled N1 through N7 and are to be referenced later in this chapter. In
addition, the integrity of each device over which the traffic moves needs
to be protected as well. Some of these links and associated devices are
clearly in the domain of specific business entities that cooperate to deliver
Internet connectivity to a consumer. By dividing security requirements into
specific categories, it becomes clear where some security solutions are more
attractive than others. For example, from an ISP’s perspective, the links as
indicated by N5 and N6 may not need to offer confidentiality of data traffic,
because the internal ISP network connection points would ordinarily be
trusted by the ISP, as would be the physical media connecting the network
elements comprising the ISP intranet. However, ISP end users are typically
blind to network topology and would tend to not trust the network links
that exist outside their home or home network.

The individual security requirements were previously separated into
three categories: NAP, ISP, and end-user requirements. The end user
owns the N1 interface, because this physical link resides at the cus-
tomer premise. The NAP might own the N2, N3, and N4 interfaces as
in Figure 12.1. The ISP manages the remainder of the interfaces and the
devices that implement these interfaces. There is no strict model for broad-
band access network topology, but the diagram in Figure 12.1 is meant to
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Figure 12.1 Broadband access model.

capture the most common architecture so that a sufficient framework can
be referenced in the remainder of the security discussion.

The remaining sub-sections discuss the high-level security requirements
for the network described in Figure 12.1.

12.4.1 Confidentiality
Confidentiality in the context of this discussion involves encryption of
information that is transported over the DSL network. What is confidential
is in the eye of the beholder. Information is classified as confidential from
the point-of-view of the parties exchanging the information. This security
discussion focuses on two classifications of data, and is dependent upon
the parties exchanging the data, as just described. There is information that
is confidential with respect to an end user of an Internet application, such
as when an end user interacts with an E-commerce Web site, and this is
considered “user confidentiality.” There is also information that is trans-
ported over the broadband network that is confidential to one or more of
the business entities that collaborate to provide service to the end user.
This classification is called “network management confidentiality,” or more
briefly “management confidentiality.”

These two classifications of confidential data are, for the most part, dis-
joint. Neither of the parties of either type of communication have visibility
to the others’ data. The transmission of network management data through-
out a DSL network is transparent to an end user, and likewise, an end user’s
Internet data session is just “bits on the wire” to the network, and the net-
work knows very little, if any, about the semantic contents of the traffic
being transported, especially if it is encrypted.
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User confidentiality is achieved through a common set of technologies
that are typically access-network agnostic. Two popular techniques for solv-
ing the user confidentiality problem are Transport Layer Security (TLS 1.0),
and IP Security (IPSec). TLS is the encryption solution employed by the
vast majority of Web-based, or HyperText Transfer Protocol (HTTP), appli-
cations. TLS is the IETF (Internet Engineering Task Force) standard version
of the de facto SSLv3 (Secure Sockets Layer Version 3.0) solution, originally
designed by Netscape, and adopted by the industry in the late 1990s. IPSec
is becoming the dominant technology for secure remote access to enter-
prise networks for corporate workers who spend the majority of their time
on the road (road warriors), and also by employees that work from home,
either full-time or occasionally (telecommuting).

Management confidentiality involves the secure transport of provision-
ing and configuration data throughout a network, and can include the
secure transport of proactive network monitoring (performance manage-
ment) of specific elements in the broadband network. One example of
management data is data that is associated with the sale of new DSL Internet
service. IP routing tables, IP address assignment, usernames, and pass-
words have to be propagated to all of the appropriate network elements in
the broadband network before the user can successfully establish Internet
connectivity.

As indicated, the user confidentiality problem is solved using Transmis-
sion Control Protocol/Internet Protocol (TCP/IP)-based end-to-end tech-
nology that is access-network independent, and therefore the main focus
of the confidentiality discussion in this chapter is oriented toward man-
agement confidentiality solutions. Management confidentiality is currently
being applied in an access network-specific fashion.

12.4.2 Authentication
Authentication is essentially one entity “proving” its identity to another
entity. However, rather than providing its identity absolutely, the scope
of authentication amounts to one party providing “sufficient evidence” re-
garding its identity to allow the other party to conclude that the identity
being presented can be trusted. What is “sufficient” in the above description
is usually what is subjective in any assessment of authentication technol-
ogy, and usually depends upon the robustness of the technology used, as
well as the probability of specific identities on the communication channel
being forged or otherwise “hijacked.”

As will be illustrated in later sections, authentication is the weak link
in currently deployed management and provisioning communications, as
well as end-to-end IP-based services.

In client–server environments, such as subscriber–ISP relationships, auth-
entication can be either one-way or two-way authentication. In one-way
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authentication, the server normally requires a client to authenticate itself
prior to the server allowing the client to access the service. In two-way
authentication (mutual-authentication), the client authenticates itself to the
server, and the server is also required to authenticate itself to the client.

12.4.3 Authorization
The process of authorization occurs after an entity has successfully
authenticated to a service. Authorization of an identity is a procedure that
determines what type of access will be granted to an authenticated identity
(or user). There are a number of authorization methods that are employed
by service providers to enforce access control to service-related resources.
Unfortunately, authorization is the one security-related area where stan-
dards organizations have not yet addressed this problem with a complete
solution. Therefore, the authorization technology space is very fragmented.
Most equipment vendors are converging on a centralized directory where
all authorization information is located. These directory infrastructures are
typically accessed through a Lightweight Directory Access Protocol (LDAP)
front-end that provides access to specific schemas (sets of attributes)
where the authorization information is kept on a per-entity basis. Microsoft
employs proprietary directory attributes in their active directory product.
These attributes enable either an access-control-list (ACL) model, or a role-
based access control (RBAC) model. ACLs allow very fine-grained access
control policies to be enforced and can degenerate to a per-user access
control policy. However, these techniques generally do not scale well in
the face of very large user communities. One solution to the ACL scalability
problem is using RBAC. In an RBAC model, there is a finite set of “roles”
into which users or entities are mapped. Examples of roles are “normal
user,” “manager,” “administrator,” or “operator.” These abstract role names
imply levels of access to resources. Roles are typically defined on a linear
scale from “no-access” to “full-access” to all service resources.

12.4.4 Data Integrity
Data integrity involves two parties trusting that the data that is being
exchanged over a communications channel has not been modified or
otherwise tampered with in route or in transit from one party to another.
The mechanisms for data integrity have historically employed techniques
such as checksums or cyclic-redundancy checks (CRCs). However, data
integrity has evolved to mean more than answering the question “Has the
data reached its destination intact ?”

The use of checksums and CRCs was primarily used to detect data cor-
ruption by unintentional modification of the data bits as they pass over
certain types of unreliable network equipment or network media. The latest



Dedieu/Implementation and Applications of DSL Technology AU3423_C012 Final Proof Page 478 18.9.2007 04:24am

478 Implementation and Applications of DSL Technology

technology used for data integrity can still protect against this type of data
corruption, but new methods also provide integrity protection in the event
of active third party manipulation of the data while in transit from source
to destination.

For example, a CRC would probably protect against data corruption
because of bad network wiring, but would not protect against an untrusted
party intercepting a transmission, modifying the data, calculating a new
CRC, and continuing the transmission to its intended destination.

12.5 Currently Deployed Security Solutions

12.5.1 Authentication

12.5.1.1 Layer 2

Layer 2 network traffic in a DSL access network is typically a collection
of Asynchronous Transfer Mode (ATM) permanent virtual circuits (PVCs),
where each PVC is transporting “Ethernet-like” frames. The relationship to
Ethernet is that the bulk of packet header information carried by these
layer 2 frames looks like Ethernet. The specification that describes these
frames in detail is RFC 2684. For all practical purposes, the remainder of
this chapter considers layer 2 DSL network traffic as Ethernet frames.

DSL service providers rarely impose any authentication requirement on
DSL consumer or customer premise equipment (CPE) for injecting packets
onto their access networks at layer 2. Allowing any DSL equipment to gen-
erate traffic on a portion of the access network has varying levels of security
implications, depending upon the topology of the provider’s network.

Referring to Figure 12.1, the impact of unauthenticated traffic on the
access network involves links N1 through N4. N4 is the first “hop,” or
packet-forwarding device in the network, that will attempt to address the
higher-layer protocol specifier in the Ethernet frames originating at the cus-
tomer premise. Typically, this higher-layer protocol specifier in the Ethernet
header will either specify IP or PPPoE (PPP over Ethernet) (described in
the next section).

The risk of allowing any CPE device to inject packets onto the portion
of the access network identified by N1 through N4 (or more importantly
to the provider, N2 through N4), depends upon the upstream bandwidth
that has been provisioned, at layer 2, by the access network provider. The
more traffic that an individual customer or subscriber can generate per unit
of time, the more impact the device could have on the availability of band-
width on the access network. The impact of one subscriber’s traffic on the
access network is only important when the subscriber’s traffic is aggre-
gated with other subscriber’s traffic onto a shared link. In Figure 12.1, this



Dedieu/Implementation and Applications of DSL Technology AU3423_C012 Final Proof Page 479 18.9.2007 04:24am

Security 479

aggregation point is the Digital Subscriber Line access multiplexer (DSLAM),
and the impact of an individual’s upstream traffic becomes an issue on link
N3 (and beyond). The DSLAM is the equipment in the access network that
routes DSL signals from individual subscriber phone lines and multiplexes
these data channels onto ATM virtual circuits (VCs).

12.5.1.2 Layer 2.5

PPP over Ethernet (PPPoE): The primary subscriber authentication mech-
anism employed by Internet service providers over DSL is PPP (Point-to-
Point Protocol) over Ethernet, or simply PPPoE. The currently deployed
use of PPPoE requires a username and password to be associated with
each subscriber. The actual authentication mechanism used is PPP-specific
and is independent of the specific mapping used to transport the PPP over
Ethernet. In other words, the same authentication mechanisms available to
PPPoE sessions are available to any implementation of PPP, independent
of what type of media is being used to transport the PPP session. Available
PPP authentication mechanisms are documented in an evolving set of RFC
(request for comments) specifications in the IETF.

The dominant form of PPP authentication in use today is Password
Authentication Protocol, or PAP. This method involves a simple transfer of
username and password credentials from client to server. The credentials
are passed in plaintext (unencrypted form) and are vulnerable to third par-
ties that can intercept or otherwise monitor the network traffic between
client and server. Some service providers are beginning to provision their
networks for a more secure form of username and password PPP authenti-
cation called the “Challenge Handshake Authentication Protocol, or CHAP.
In this method, the username and password are hashed with a random
“nonce” value supplied by the server so that the subscriber’s credentials
are not exposed as plaintext to third party snooping.

Note that only “subscriber” authentication is utilized in current DSL
deployments for accessing the provider’s layer 3 (IP) network. This type of
authentication refers to “client-only” authentication discussed previously,
as opposed to mutual authentication.

Some providers allocate IP addresses to subscribers using DHCP; how-
ever, this form of layer 3 connectivity is not authenticated by the ISP and
is the exception rather than the rule in current DSL deployments.

12.5.2 Confidentiality
As indicated previously, the discussion on confidentiality will reflect only
the confidentiality of management and provisioning information that
is communicated between subscriber and service provider. In current
DSL deployments, there is little, if any, remote management or remote



Dedieu/Implementation and Applications of DSL Technology AU3423_C012 Final Proof Page 480 18.9.2007 04:24am

480 Implementation and Applications of DSL Technology

provisioning occurring between subscriber CPE and service provider net-
work management systems. Instead, most providers are supplying PC-based
application installations that connect directly to the subscriber CPE or con-
nect to the CPE over a customer premise LAN (local area network). Some
other types of subscriber CPE are advanced routers or residential gateways
that contain Web servers for configuration by customers through a Web
browser on their PC. All of these methods generate management and
provisioning network traffic that only flows over LANs on the customer
premise, or via direct connections (USB [universal serial bus], serial, etc.)
to the CPE. No management or provisioning traffic flows over the public
Internet, so the requirement for confidentiality of this traffic has never been
an issue.

12.5.3 Data Integrity
As stated in the previous section, with very few exceptions, management
and provisioning operations have not been performed remotely, where the
data could be intercepted or otherwise corrupted. Therefore, the require-
ment for integrity of network management operations has never been an
issue. There are other types of data besides network provisioning and con-
figuration operations that might require a very high degree of integrity. One
such datum might be a software or firmware image that is either locally or
remotely transferred to the CPE. The CPE (DSL router, DSL modem, or res-
idential gateway) should be able to perform some type of integrity check
on the received software image file, prior to actually using the update.
This kind of integrity check on bulk data should prevent at least two
potential problems: (1) the image file could have been inadvertantly mod-
ified because of either a communication error or some other type of unex-
pected, accidental modification of the image, and (2) the image file should
be “trusted” as a software image file appropriate for the service provider,
subscriber, and CPE. This check ensures that a “rogue” image file con-
structed by an untrusted third party was not received. This type of bulk
integrity check should be applied to any type of bulk management data
transfer from the service provider to the CPE.

12.6 Coming Attractions

A number of technologies are being developed to address the perceived
gap in securing DSL service deployment. Some equipment vendors and
network operators have attempted to deploy proprietary solutions and
have met with some success, although network operators would rather see
interoperable standards for a security solution so that their fundamental
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requirement for multiple suppliers of a given technology can be met.
This requirement is most important for equipment at the outermost edge
of the provider’s network where volumes are highest and so is the risk
of maintaining a single supplier. The industry standards organizations
that are working on security solutions applicable to DSL include the
following:

• DSL Forum
• ATM Forum
• Internet Engineering Task Force (IETF)

The DSL Forum is working on technology that targets DSL networks specif-
ically, and there is no requirement in DSL Forum specifications for being
able to apply this technology in an access network-agnostic way. However,
some of these standards do not preclude their application on other types
of broadband connectivity.

Because the fundamental layer 2 switching technology being utilized in
DSL networks today is based on ATM PVCs, the DSL Forum leverages one
or more ATM Forum standards for solving specific security issues. The ATM
Forum maintains a set of network security recommendations for the inte-
gration and deployment of standards that are published through the forum.

The IETF focus is on solutions specific to IP-based networks. Because
IP mappings exist for all current and future broadband technologies, the
work of the IETF with regards to security solutions is fundamentally access
network agnostic.

In the following sections, standards from one or more of these organi-
zations will be highlighted as solutions to remaining security issues in DSL
networks.

12.6.1 Access Network Independence
It should be noted that one of the fundamental technology directions
being pursued by network operators for future broadband solutions is a
focus on keeping access network-specific operations as close to the edge
of the network as possible. Having a common management interface to
all network elements would allow operators to avoid the deployment of
a fragmented vendor-proprietary management capability for each vendor
and every kind of network element in a topology. Because practically
every broadband media technology such as DSL, cable, or wireless has
a corresponding method for transporting IP packets, the network oper-
ators are focusing their attention and formulating requirements toward
sophisticated network management and provisioning infrastructure that
is IP-based.
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12.6.1.1 IP-Focused

The emphasis for deployment of future management systems on IP implies
that access-specific technology will only be employed to “bootstrap” a par-
ticular network element into the IP network management framework. Tra-
ditionally, protocols such as ATM or Frame Relay (FR), or ITU (International
Telecommunication Union) and ETSI (European Telecommunications Stan-
dards Institute)-based telephony protocols have been distributed with their
own OAM (Operations and Management) protocol family. With the adop-
tion of IP-based management methods, much of this infrastructure will
become obsolete, and would only be utilized during a transition strategy
toward an IP management “backbone.”

12.6.2 Authentication
A number of authentication technologies will be deployed to fill the per-
ceived gap in the security that is currently being used by DSL network
service providers (NSPs). The umbrella for these authentication technolo-
gies is the Extensible Authentication Protocol, or EAP, which is described
in the next sub-section.

12.6.2.1 Extensible Authentication Protocol

PPP-related technology will continue to be used for subscriber authenti-
cation by DSL service providers. However, as described PPP is a frame-
work wherein a number of PPP-specific authentication methods have been
specified in IETF-related standards. The IETF is no longer entertaining pro-
posals for extending PPP for authentication. Instead, using PPP for authen-
tication will be replaced with a more extensible method of authentication
protocol selection. The EAP was originally designed to allow multiple dif-
ferent authentication mechanisms to be deployed without regard to how
the protocol was transported. EAP augments the negotiation capability of
the PPP by allowing PPP services to support an evolving set of authen-
tication methods that have recently been specified, or for which work is
under development. A side benefit of being able to negotiate multiple levels
of authentication capability is that one or more EAP mechanisms support
mutual authentication, as opposed to the PPP-specific client-only authenti-
cation mechanisms currently deployed in DSL networks.

Examples of how EAP can be reused across multiple transports can
be found in IEEE 802.1x and PPP use-cases. EAP works equally well for
both of these standards. In addition, another IETF standard (PANA [Protocol
for carrying Authentication for Network Access]) also carries EAP as its
authentication payload.
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EAP Methods: As described in Section 12.6.2.1, EAP supports a number
of different types of authentication algorithms. A subset of the evolving EAP
methods applicable to DSL network security is provided below.

Method Description Mutual Authentication Support

EAP-MD5 Digest “challenge-response” No
EAP-TLS X.509 certificate exchange Yes
EAP-TTLS Certificate-based server

authentication, EAP-based
client authentication

Yes

12.6.2.2 Layer 2

802.1x: 802.1x is an IEEE standard for layer 2 authentication and access
control. The standard is primarily aimed at Ethernet switch vendors and
wireless infrastructure equipment vendors to meet the perceived require-
ment for authenticated access to a layer 2 network domain. The model
is based upon a per-port access control policy and authentication model,
which is ideal for equipment like an Ethernet switch. The model is also
ideal for Ethernet termination equipment that implements the idea of mul-
tiple “virtual” ports. Wireless access points, such as those based on 802.11,
emulate a multi-port Ethernet switch for all wireless clients to which it is
logically connected. Likewise, a DSLAM also emulates a multi-port Ether-
net switch, where each “port” is associated with a particular ATM PVC that
terminates at the DSLAM. As stated previously, RFC 2684 utilizes Ethernet
(802)-like framing for its transport. These two qualifiers make it possible for
DSLAMs to implement 802.1x security for each port over which a particular
subscriber is trying to connect.

As the layer 2 provisioning of upstream bandwidth increases, it is very
likely that layer 2 access control will become a requirement by network
access providers, and 802.1x is the most likely candidate for meeting this
requirement.

PANA: The IETF has produced a standards-track mechanism for network
access authentication. This specification is called PANA (Protocol for car-
rying Authentication for Network Access), and provides a network access
authentication mechanism similar to 802.1x, except at layer 3, using UDP
(User Datagram Protocol). The one advantage that PANA offers is that it is
layer 2 “agnostic.” Although 802.1x is defined over links that utilize 802-style
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packets, PANA can theoretically be employed over any network media for
which an IPv4 or IPv6 link-specific transport method has been defined.

PANA uses a temporary IP address assignment to obtain access to the
“limited scope” network until the user successfully authenticates with a NSP.

Like 802.1x, the PANA protocol is a transport for EAP, enabling an
extensible set of authentication protocols to be employed, depending upon
the requirements of the access provider. Unlike 802.1x, PANA is not link-
specific. The layer 2 agnostic nature of PANA makes it especially attractive
for complex NAP, NSP, ISP, or ASP (Application Service Provider) topolo-
gies. Complex interconnects between business partners (like NAPs, NSP,
and ISPs) can consist of a number of link-layer technologies. In most cases,
these links all share a common attribute: they support the transport of IP
packets using a common link-layer-specific standard. Relying on this end-
to-end connectivity across arbitrarily complex networks allows PANA to be
used in a multi-layered authentication scenario.

PANA is being adapted and deployed by a number of equipment ven-
dors and network operators, and is expected to become a solution used in
a multi-service, multi-tier, broadband network.

12.6.2.3 Layer 2.5

Authenticated DHCP: In the previous discussion, PPP authentication
mechanisms were described in the context of the NSP requiring successful
authentication of a client (subscriber), prior to allowing the client access to
the Internet. The PPP is also used to automatically configure the client with
key configuration parameters that the client will need for proper Internet
connectivity. A more robust method for dynamic network configuration of
a client is through the use of DHCP. As stated previously, PPPoE has been
the dominant form of authentication in use for DSL. One of the reasons
for this lack of popularity with DHCP is that DHCP had no corollary for
username and password authentication of a client.

RFC 3118, published in 2001, is an effort to create a version of DHCP
that is more secure than the base DHCP defined by RFC 2131. However,
there were numerous security vulnerabilities identified against the security
measures proposed by RFC 3118. This fact, combined with the introduction
of 802.1x, slowed the deployment and take-rate of authenticated DHCP, and
it has never been widely deployed.

PPP/EAP: The current PPP technology deployed utilizes PPP-specific
mechanisms such as PAP, CHAP, and MS-CHAP, which are legacy forms
of authentication. These legacy forms of authentication are being replaced
by EAP mechanisms, which provide a future roadmap for extensibility. The
IETF is no longer entertaining proposals for extending PPP authentication
methods. PPP/EAP is essentially EAP protocol carried within PPP frames
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on the network. The EAP protocol is engaged during the authentication
portion of the PPP state machine by the PPP endpoints.

12.6.3 Confidentiality
Confidentiality with respect to the management and provisioning of
DSL networks has recently become a feature of interest in requirements
documents from network operators. Even when the management and pro-
visioning networks are internal network links within the service providers’
operations networks, confidentiality must be available at the provider’s
discretion. The growing threat from both external and internal sources is
shifting advanced security requirements from the “desired” column into
the “mandatory” column in most of these requirements specifications.

There are two standards-based mechanisms that are being employed
to solve the confidentiality problem: a transport-level (layer 4) solution,
and a network-level (layer 3) solution. These two methods are discussed
in Sections 12.6.3.1 and 12.6.3.2, respectively.

12.6.3.1 SSL 3.0/TLS 1.0

The dominant form of confidentiality protection used on public networks
like the Internet is the application-level Secure Sockets Layer (SSL) Version
3.0 protocol, a de facto standard developed by Netscape in 1997. The IETF
has produced a sanctioned industry standard version of this protocol and
renamed it Transport Layer Security, or TLS Version 1.0. TLS supports mutual
authentication of both client and server in a client/server application ses-
sion, and also supports confidentiality (encryption) protection of the data
traffic occurring on the network connection between client and server. The
majority of TLS deployment is in standard HTTP/1.x Web browsers such
as Microsoft Internet Explorer or Mozilla Firefox, and Apple Safari. TLS
imposes a requirement on servers that they be a member of a public key
infrastructure (PKI), and have an associated public key certificate issued by
the PKI certificate authority. The TLS-capable server will send a copy of this
certificate to a TLS client application during TLS connection establishment.
The server certificate can be used by the TLS client to robustly authenticate
the identity of the server. TLS is capable of mutual authentication through
a procedure involving the server requesting a client’s public key certifi-
cate, and subsequently performing the same certificate authentication and
verification on the client’s certificate that the client performs on the server’s
certificate.

However, distributing public key certificates to a population of potential
clients has historically been much more problematic because of the trust
relationships and infrastructure required to make certificate distribution
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easy and scalable. The issues surrounding PKI deployment are being
addressed by evolving IETF and other industry standards to make the
burden of a PKI more tolerable.

For purposes of management and provisioning between a DSL service
provider and a subscriber, the scope of PKI can be reduced, and the asso-
ciated trust model does not have to support a very heterogeneous popula-
tion of subscribers. Instead, certain assumptions can be made regarding the
client population of subscribers, especially if the service provider has par-
ticular customer premise network elements that are installed for accessing
the service.

TLS is gaining popularity in the service provider arena for transport-
ing management and provisioning information to and from the service
provider network and the customer premise. Even in the absence of a
full PKI with certificate distribution capability, network operators can still
employ the encryption features of TLS by leveraging noncertificate-based
client authentication within an encrypted TLS connection. With this method,
only the server-side component of the provider’s service needs to have a
PKI certificate installed. This is sufficient to allow the subscriber or client to
authenticate the server, as well as establish an encrypted communications
channel between the subscriber premise and the provider’s server systems.
Once this encrypted channel is established, any form of simple plaintext
username and password authentication can be used for allowing the server
to authenticate the client. The plaintext username and password is pro-
tected from snooping by transporting the plaintext credentials within the
encrypted TLS connection. This server-side operation of TLS is the founda-
tion for all E-commerce transactions now employed by Web sites such as
Amazon, PayPal, as well as major financial institutions that provide Web-
based access to bank accounts.

The server-side form of TLS deployment allows network operators
to evolve to advanced PKI functionality through a step-wise transition
mechanism.

12.6.3.2 IPSec

In the SSL/TLS discussion in Section 12.6.3.1, the management and provi-
sioning connections being established between the customer premise and
the service provider’s systems were between specific applications, with the
secure connection being established at layer 4. This implies that if more
than one application is needed to perform management and provisioning
for the subscriber, or if another service provided by the service provider
also requires the same security as that provided by TLS, then multiple TLS
connections must be established and maintained between the customer
premise and the service provider systems. Each TLS connection requires a
certain amount of network resources on both client and server, and multiple
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applications requiring multiple TLS connections will have a definite impact
on the resources available on both client system, and especially the server
systems in the network.

IPSec is another way for two systems to maintain a secure, confiden-
tial connection. The benefit of IPSec over SSL/TLS is in the amount of
system resources required to offer security for multiple concurrent applica-
tions with confidentiality requirements. With SSL/TLS, each application is
required to establish and maintain a security association with a peer appli-
cation. Using TLS, if four client applications on system “X” want to establish
an encrypted channel of communication between four server applications
on host “Y,” then four independent security associations would have to be
established, negotiated, and maintained. With IPSec, the layer 3 (IP) com-
munications link between system X and system Y would be protected, and
the applications could share and benefit from the single security association
that is established at layer 3. The most powerful benefit derived from IPSec
in most end-user scenarios is that it provides a secure communications path
for applications and services that may not have been originally designed
with “built-in” security mechanisms or features.

12.6.4 Integrity
The extent of requirements for integrity protection on DSL networks is cur-
rently under investigation by a number of service providers. As described
earlier, integrity involves ensuring that the data passed from one party to
another party over a network has not been modified, either accidentally
or with malicious intent. The TCP/IP family of network protocols provides
some degree of end-to-end integrity between the network node that is
sending the data and the network node that is receiving the data. This type
of protection is meant to detect transmission errors that occur over different
types of physical media (cable, DSL, wireless, etc.) as the data moves from
the sender to the receiver. Figure 12.2 below shows another potential for
integrity violation that would not be detected by network communications
integrity checks.

In Figure 12.2, there is a content producer that has produced some
type of content. The content producer is tasked with delivering this con-
tent to a content consumer. The content producer would like to transfer
this content to the content consumer, with integrity, i.e., without incur-
ring any modification either accidentally or intentionally. The path from
content producer to content consumer is indicated by the arrows in the
illustration. The path can consist of any number of intermediate “hops”
on the way from producer to consumer. The content consumer operates
a client node that is connected, presumably over a public network like
the Internet, to the server. Once the content is published on the server,
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Figure 12.2 Content integrity.

or at any intermediate point along the way from producer to consumer,
the content could be modified or forged, without the producer’s knowl-
edge. The requirement for integrity is that the consumer be able to detect
whether or not the content has been modified since the transfer began.
In simplest terms, this means to ignore all of the intermediaries that are
involved in transmission of the content over a network; the goal of pro-
viding integrity is to try and approximate the virtual link that is illustrated
by the dashed line in Figure 12.2. Individual physical network links along
the path from producer to consumer are protected against transient link
corruption by facilities provided by protocols like TCP or UDP. However,
there needs to be a mechanism that offers integrity protection specifically
between the content consumer and the content producer. Throughout this
chapter, this type of integrity will be referred to as end-to-end integrity.
This type of integrity protection is offered through a unique “security asso-
ciation” that exists between the parties involved in the content exchange.
The idea of a formal security association is discussed further in Sections
12.6.6 and 12.7.
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12.6.4.1 Cryptographic Hash

Most end-to-end integrity methods now being employed or considered for
deployment utilize cryptographic hash algorithms for computing a unique
value for a specific stream of digital content. This value is similar to a
checksum because it is calculated against the entire length of content to
be protected. The two most popular hash algorithms in use today are MD5
and SHA-1, which are 128-bits and 160-bits in length, respectively. Both
algorithms compute a unique multi-bit value for a given sequence of bytes.
Changing one or more bits in any byte or bytes of the content to be hashed
would produce yet another unique value. Herein lies the utility of this type
of algorithm with respect to integrity checking. It is not enough, however,
to use this algorithm, unadorned by any other type of security. If a content
producer was to compute a hash value on a particular content, and supply
this hash value to the consumer as an integrity check, any party having
access to an intermediary network node between producer and consumer
could intercept the data, modify it, and recompute the hash value.

12.6.4.2 Message Authentication Codes

The most common way of augmenting the utility of cryptographic hashes
on content is to utilize a shared secret key during the hash computation.
The addition of a shared secret into the hash computation allows some level
of “trust” or authentication to be included in the integrity check. Instead
of any party being able to compute a generic hash on the content being
transmitted, only parties that know the shared secret can compute the cor-
rect hash value. Message authentication codes (MACs), or “Keyed” MACs,
represent the family of algorithms that combine traditional hashing with
shared secrets. The IETF has published an RFC that describes one of the
most popular forms of MAC algorithms, call the HMAC.

12.6.4.3 Digital Signatures

Similar to MACs, digital signatures are another form of incorporating the
authentication of trust with traditional cryptographic hashing. Rather than
utilizing a shared secret or password as in Section 12.6.4.2, digital signatures
rely on the existence of a PKI. Referencing Figure 12.2, the content producer
would calculate a hash over the content and then subsequently encrypt
the resulting hash value with a public key encryption operation using the
producer’s private key. The content consumer would be a member of a
PKI, or trust relationship, that included the content producer as well. The
consumer would obtain the public key certificate from the content producer
(it could be delivered with the content), and use the information from
the public key certificate to decrypt the hash value. As in MACs, digital
signatures imply either trust or specific authentication (and authorization)
of the content producer.
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12.6.4.4 Applicability

The advanced integrity protection mechanisms described in this chapter are
being planned for deployment in a number of broadband service scenarios.
Some scenarios for the applicability of integrity protection are outlined in
the following sub-section.

Software Updates: Many types of broadband CPE can have their resident
software upgraded over the network (either LAN or WAN). Sometimes,
this feature requires end-user intervention, and some CPE software can be
updated over the broadband network with no end-user intervention at all.
Without regard to the actual mechanism of transporting the software image
to the device, the device needs to verify that the image was generated
by a trusted source, and that other information such as compatibility and
versioning is taken into account.

12.6.5 Signaling Security (QoS)
Within the DSL Forum and other standards organizations, including the
IETF, there is a requirement for the dynamic negotation of network “qual-
ity of service,” based on application type. Historically, broadband networks
have been preprovisioned with a particular level or quality of service (QoS)
(bandwidth, latency), with no way to adapt to the requirements of multiple
types of network applications that are being transported over the network.
A subscriber to a broadband service that required very low latency and high
bandwidth would have a network connection which is preprovisioned for
these requirements during the installation process. If this connection also
offered Internet connectivity, and the subscriber established “best-effort”
connections over this network for applications like e-mail and Web surf-
ing, then the subscriber would be paying considerably more for using these
types of simple Internet applications than someone else who only sub-
scribed to the basic best-effort class of Internet service. The key point here
is that the cost of layer 1 and 2 provisioning is a significant percentage
of a NSP’s cost of delivering the service to the subscriber. This is why a
subscriber has historically been statically provisioned for a particular class
of service (CoS). Once the circuit was provisioned, the CoS was fixed for
all data traffic flowing over the circuit.

The requirements now being specified by network operators are for
a single mechanism to be employed, at layer 3, for a dynamic signaling
protocol that can offer a varying number of CoSs depending upon the
application or service type that is in use, as well as a potential ceiling on
QoS that is authorized to a particular subscriber.
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For DSL, this implies that all DSL layer 2 provisioning will be identi-
cal, which also implies that the layer 2 provisioning of the subscriber’s
connection will be equivalent to the highest CoS offered by any applica-
tion or service that is offered by the NSP. The provider may also elect to
simply provision their layer 2 DSL circuits at the DSLAM for the full rate pos-
sible. As an example, ADSL broadband service to all customers would be
provisioned at the DSLAM to train at 8 Mbits/s downstream, and 1.5 Mbits/s
upstream. The actual network resources that are consumed by a particular
subscriber would depend upon the types of broadband services which the
subscriber has been authorized to use by the NSP. During the startup of
each application or service connection, the application would use dynamic
signaling protocols (similar to ATM SVCs), to reserve the network resources
necessary to realize the particular application. When the service connec-
tion is disconnected, or the application terminates, the network resources
previously used would be released for other subscribers to use.

The particular strategy behind placing this type of signaling and QoS
management at layer 3 is to allow the NSPs to deploy one single QoS man-
agement and provisioning system for IP services, and have this system be
reused for any and all media-specific broadband technologies that are used
now or in the future. This reuse is possible because of the fact that, as new
networking technologies are created and standardized, there is always an
effort to standardize an associated mapping of the IP over this new tech-
nology. This should allow the NSPs to more quickly adopt new broadband
technologies as they become available.

There is, however, a risk in allowing the CPE to dynamically allocate
broadband network resources. Any unauthorized resource allocation would
have detrimental effects on the availability of network resources for other
broadband customers. To reduce the risk of unauthorized traffic taking up
resources on the network, there must be a way for applications and appli-
cation users to be formally authorized to signal for higher levels of service
from the network. Section 12.6.5.1 discusses an IETF working group effort
that addresses the problem of signaling, as well as the security requirements
for such a mechanism.

12.6.5.1 IETF NSIS Working Group

The IETF NSIS (next steps in signaling) working group was formed to
address the on-demand requirement for network resource reservation. The
output of the working group is also meant to address a perceived lack of
scalability on the part of a previous signaling protocol, RSVP (Resource
Reservation Protocol). Given the amount of augmentation required to
address the issues with RSVP, the IETF thought the better way to go was
with the creation of a new protocol. At the time of writing of this chapter,
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the working group had published initial drafts of their work, including a
document on security mechanisms for the protocol.

The initial work on security for signaling has focused on three different
scenarios:

1. PKI/X.509
2. EAP/AAA
3. 3GPP

The authentication and authorization systems chosen by service pro-
viders in the future should be reused for security (and especially autho-
rizing) NSIS dynamic QoS requests. At the time of writing of this text, the
NSIS working group has not ratified a final decision on security, so service
providers with future dynamic QoS requirements should monitor activity
in this area.

12.6.6 Security for DSL Service Provisioning
and Management

In 2004, the DSL Forum published Technical Recommendation (TR) 069,
specifying an XML (eXtensible Markup Language)-based network manage-
ment and provisioning protocol for DSL networks. TR-069 provides for
management and provisioning of DSL CPE through secure connections
between the CPE and a head-end management system operated by the
service provider. The protocol is designed as an XML specification with
support for provisioning of fine-grained layer 1 DSL parameters, all the
way through high-level service assurance and broadband service billing
options. The transport layer for the XML protocol is SOAP (Simple Object
Access Protocol) 1.2, but with DSL Forum-specific modifications to the
standard request or response nature of SOAP.

From a confidentiality perspective, most deployments are choosing
to protect TR-069 communications with TLS, leveraging either network
provider PKI management systems, or a “managed” PKI service for hand-
ling distribution and maintenance of certificates. In some cases, there
are even “hybrid” deployments that utilize managed PKI services in the
back-end, and provider-issued certificates to individual CPE devices.

There are many aspects in the design of TR-069 that foster reusability in
other types of broadband network topologies. The data model expressed
in the XML schema for TR-069 is very rich in its ability to represent varying
broadband services business models (NSP, ISP, ASP, etc.) and is therefore a
candidate for reusability. A short-list of TR-069 functionality is included in
the following sub-sections.
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12.6.6.1 TR-069 Functional Highlights

Broadband Service Provisioning: TR-069 supports dynamic provisioning
of services to CPE that is “multi-service” capable, such as set-top boxes
and residential gateways. The dynamic service provisioning process can be
instantiated in one of two ways: (1) the subscriber can request new service
over the phone through a customer service representative (CSR), and the
CSR can subsequently request the head-end provisioning system to “turn
on” the service at the customer premise, or (2) the subscriber can visit
a service provider Web page and request the service, initiating the same
dynamic provisioning request to the head-end systems.

CPE Firmware Update: If the firmware residing in the CPE at the customer
premise does not currently support the new service being ordered, the
management system can automatically initiate a firmware update for the
device to allow the device to support the new service.

Remote Diagnostics: At the request of the subscriber, or periodically as a
part of a proactive maintenance strategy, CSRs can schedule remote diag-
nostics to be performed on CPE, with detailed reports from the diagnostics
returned to the CSR for analysis.

12.6.6.2 TR-069 Futures

The DSL Forum will no doubt extend and improve upon the data model
used by TR-069 as the use-case scenarios and business models for broad-
band services evolve over time. For DSL service providers, it is expected
that TR-069 support will become a requirement, as well as a springboard
for newer models of broadband service provisioning and content delivery
networks.

12.6.7 Security Frameworks
A DSL NSP which also offers Internet connectivity is much like a very large
corporation, except with many more employees. Large corporations tend
to formalize all of their security instruments into a manageable framework.
The framework is built on a number of interrelated technologies and sys-
tems that, together, provide the fundamental requirements that have been
discussed in previous sections, including one or more additional features.
For review, these fundamental requirements are enumerated below.

• Authentication (and subsequent authorization): As stated earlier,
an organization must be able to identify who is requesting or access-
ing network resources. Using the confirmed identity, the network
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can arrange for network resources to be allocated to the requestor
based on prearranged authorization.

• Confidentiality: Organizations would like to protect both online
and offline information, as well as confidential information trans-
ferred over the network.

• Integrity: An organization would like to maintain all important
content with some degree of integrity, whether the content is online
or offline.

12.6.7.1 Usernames and Passwords

Traditionally, ISPs have built a security infrastructure around the idea of a
username and password. This model has evolved from legacy operating
system authentication methods dating back to the origins of the multi-user
computer system. The model is well understood by network operators,
as well as their broadband customers. For users migrating from dial-up
to broadband, the network authentication procedure is the same, and the
service provider does not have to replace their authentication procedures
and systems.

The subscriber, or the CPE device on behalf of the subscriber, logs into
the network as described in Section 12.5.1.2. The credentials are passed
to the broadband remote access server (BRAS, depicted in Figure 12.1).
The BRAS can either consult an internal file or database of known users
to verify the username and password, or access a remote RADIUS (Remote
Authentication Dial In User Service) server for username and password vali-
dation. The RADIUS server accesses the repository for the service provider’s
known subscribers. This repository can be exposed to other applications
and business processes by publishing an LDAP schema for the subscriber
records in the database, and using a database that supports an LDAP front
end, providing generalized access to the database using the LDAP. How-
ever, it is here that any industry standard solution for a security frame-
work ends. Most standardized LDAP “user” schemas are based on user
certificates, issued by an available certificate authority, which maintains the
validity of the certificates, as well as the database records that are exposed
through LDAP. Also, if network confidentiality is required for connections
to the LDAP server, the only confidentiality mechanism that exists for LDAP
servers today is based on SSL/TLS, which also implies support for PKI cer-
tificates on the database servers.

The central issue with evolving a legacy username and password
architecture is the fact that no interoperable standards exist for a complete
security framework, offering confidentiality, integrity, and authentication
features, that are based upon only username and password credentials.
Organizations and enterprises that follow this path, quickly find themselves
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developing an architecture that cannot be leveraged to integrate new
security technologies as they come along. The architecture is also not
interoperable with any other sophisticated security frameworks that might
be used by business partners and other security-related service providers.

12.6.7.2 Public Key Infrastructure

A PKI provides all of the basic mechanisms required of a robust security
framework: confidentiality through public key encryption, integrity through
digital signatures, and authentication through certificate exchanges and
subsequent validation. However, this robust framework comes at a high
infrastructure cost, because of the requirement for supporting a certificate
authority (CA). Hosting a CA implies that the system is capable of X.509
certificate distribution to clients of the PKI (broadband subscribers in this
case). The CA must also supply online capabilities for verification and val-
idation of certificates that are issued by the CA. There is also the mission
critical 24× 7 uptime requirement that must be maintained for the system.
Because the CA is responsible for digitally signing all of the certificates that
are issued, extreme security measures must be in place to protect the CA’s
“root” signing key, or its private key that is associated with the CA’s root
public key certificate. If the CA’s private key is compromised, the entire PKI
is considered corrupted and must be reinitialized. All certificates previously
signed by the compromised key must be revoked, and new certificates
reissued.

Luckily, there are specifications and recommendations in place that
unambiguously lay out both de facto and industry standard techniques
for certificate validation, revocation, and automatic distribution. Although
recovering from CA security breaches is still painful, these standard mech-
anisms offer an open and straightforward path to PKI recovery.

These recovery procedures, and the introduction of security breaches
into any security framework, comprise the key advantage that PKI deploy-
ment maintains over other potential framework solutions. The deployment
of a PKI is complex because the underlying problem of maintaining a robust
security framework is complex. PKI-related standards cover a broad range
of security framework problems, such as

• How do I enroll a new user into my security framework with little
or no end user involvement (i.e., via automatic mechanisms) ?

• How do I revoke a user’s credentials, once they are issued ?
• How can I indicate to the network that a user’s credentials are only

valid for a specific period of time ?
• How can I indicate to the network that a user’s credentials only

allow access to a specific set of services or capabilities ?
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• How can I move a user’s credentials from system to system, and do
this securely ?

• How do I enable standard IPs to use the security instruments avail-
able in the framework ?

• How do I leverage my security framework to create a “circle of trust”
between my framework and those of my business partners ?

If one were to attempt to evolve a simpler security framework, like one
based on usernames and passwords, to address the issues outlined above,
and do so in a standards-based fashion, it is reasonable to assume that
the output of such an evolution would be a system at least on a level of
complexity suggested by a PKI—if not more. There is a great deal of work
going on in the PKI community about how to simplify the complex issues
surrounding operational deployment of a CA, without sacrificing robust-
ness. Some organizations have chosen to outsource the operation of a CA
to third parties to expedite the availability of PKI services for their applica-
tions. For some large enterprises, this may be the right way to go, but for
other organizations like broadband service providers, the costs of outsourc-
ing the authentication (PKI) infrastructure may be prohibitive. Most third
party CA providers (those that actually operate the CA), capacity license
their fees according to the number of clients (certificates) managed by the
CA. If a service provider numbers their end users in the millions, then the
cost of outsourcing the infrastructure may cut a little too deep into the rev-
enues the provider collects on their service. Of course, the more services
that are deployed that can leverage the PKI (ROI), the better. However,
the clear advantage would be with a service provider with a large palette
of broadband services that has figured out a way to support their own
PKI, with as much automated certificate management as possible for their
clients.

The fundamental idea behind identity federation is to create a com-
mon framework for the management of identity across a set of normally
disjoint authentication domains. Figure 12.3 illustrates the federation inter-
face between independent domains. With respect to broadband services,
each identity provider would be the authentication domain for a particular
service provider. Some service providers offer a closed set of services to
their subscribers, while at the same time, offering compelling, value-added
services from other service providers as well. This is shown in Figure 12.3
where identity provider #1 is an ISP that offers basic Internet service and
a digital video or video-on-demand (VoD) service. The ISP has also estab-
lished an identity alliance (federation) with identity provider #2, an Internet
gaming site, and wishes to offer one or more of the network-based games
that the gaming site has available.
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Figure 12.3 Federated identity infrastructure.

One attractive feature regarding the sharing of identity information is
that each identity provider (in this case, service provider) can tailor a partic-
ular service offering for a subscriber according to the “context” information
that is available about the subscriber. This subscriber context information
is available through the Identity Federation Interface, and allows service
providers to offer a more custom set of services depending upon the per-
ceived attributes or preferences associated with a subscriber.

Liberty Alliance: The Liberty Alliance (www.projectliberty.org) is com-
prised of several large corporate entities from every corner of the business
community, and its goal is to establish a standard for identity federation,
as described above. The Liberty architecture allows for a decentralized
approach to identity management and associated infrastructure. The
alliance between identity providers is loosely coupled and can exist in
any form, as long as the interfaces between identity providers are compli-
ant with the Project Liberty recommendations.

Microsoft Passport: The .NET initiative from Microsoft is similar to the
Liberty Alliance architecture, providing many of the same features and
benefits. The main difference between the two solutions is that, while the
Liberty Alliance architecture is loosely coupled and decentralized, the .NET
model is tightly coupled with its infrastructure components, and is com-
pletely centralized. Rather than a collection of peer identity providers as
described in Figure 12.3, there is a “master” identity provider, deployed and
managed by Microsoft, and a sub-ordinate identity provider systems that
collaborate with the centralized server to achieve the identity federation.
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12.7 Sample Next-Generation DSL Security
Framework

From the collection of technologies described in Section 12.6, the frame-
work for a next-generation security model for DSL can be derived. This
section illustrates an example of how these technologies can be combined
to offer a complete security association between multiple service providers
and their subscribers.

The next-generation DSL service network illustrated in Figure 12.4
interconnects subscribers and broadband services with a federated identity
infrastructure. The instrumentation “glue” that binds these layers together
is a PKI. The preferred identity infrastructure should be decentralized as
much as possible because of the different types of broadband service busi-
ness models that are yet to be defined. Figure 12.4 illustrates one complete
autonomous broadband services organization, each with its own customer
base, network, and security framework.

12.7.1 Identity Infrastructure
As described in Figure 12.3, multiple instances of these autonomous service
organizations can be federated through the identity infrastructure to allow
subscribers from one domain to subscribe to services in another domain.
There are some classes of broadband services that can make optimal use of
the identity infrastructure, and there also exist other classes of broadband
services that do not necessarily take advantage of the existence of a feder-
ated identity architecture. Most Web-based services would see a direct ben-
efit from the exchange of identity information with other members of the
federation. However, other types of services could be evolved or otherwise

Identity infrastructure

Services

Subscribers

Public key
infrastructure

Figure 12.4 High-level next-generation overview.
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encapsulated to enable the benefits of the infrastructure. Because of the
decentralized nature of the identity infrastructure, and the clean interface
between the identity management components and the actual broadband
services, the design would allow for a flexible transition to offering third
party broadband services, through federation, at the discretion and pace
with which the primary service provider is comfortable.

12.7.2 PKI Deployment
The PKI supports all of the fundamental aspects of a robust security frame-
work enumerated earlier: confidentiality, authentication, integrity, and, if
required, non-repudiation. The service provider would deploy a CA capa-
ble of handling the subscriber population, as well as the collection of hosted
broadband services. The CA could be outsourced completely to agencies
like Verisign, Baltimore Technologies, or a host of other third party CA ven-
dors, or the network operator could decide that the leverage and return on
investment is high enough to deploy their own CAs.

12.7.3 Subscribers
This example proposal assumes that service providers will migrate to a
multi-service-capable model, requiring intelligent CPE to be deployed in
all customer environments. Given the requirement for intelligent CPE, the
CPE device will evolve to become a proactively managed network element,
much like any other device in the DSL access network. The CPE will also
be integrated into the security framework that is maintained by the service
provider. When communicating with the service provider network, the CPE
device will proxy authenticate on behalf of the subscriber; in other words, a
particular instance of DSL CPE will be associated with a particular subscriber
in the service provider’s security framework. Each DSL subscriber’s CPE
will be assigned a public key certificate within the PKI being employed
by the service provider. The assignment of the certificate to the CPE will
be performed automatically by the network during the CPE installation
process; subsequent maintenance of the certificate’s validity would also be
performed automatically by the network. This device certificate could be
used for the following purposes:

• Secure provisioning of the CPE using SSL client (pull) or server
(push) capability

• IPSec VPN (virtual private network) support (client or server)
• Secure Web-based access to CPE-resident HTML (HyperText Markup

Language) pages
• Broadband service content integrity checking via digital signatures
• Software update image verification via digital signatures
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Abstract This chapter describes how various data streams formed into
sequence of packets are transported over Digital Subscriber Line (DSL).
The presented material includes principles and requirements used by stan-
dardization bodies to define packet transport for various types of packets,
and describes important aspects of data packets transport technique used
in recent DSL.
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13.1 Overview

Packet-based services use protocols such as Point-to-Point Protocol (PPP),
Ethernet, and frame relay. These same protocols have also been the most
popular packet-based service protocols in the Digital Subscriber Line (DSL)
world from the very beginning. However, for a long time no special pro-
tocol for packet transport over DSL was specified, and transport protocols
such as Asynchronous Transfer Mode (ATM) and Synchronous Transport
Mode (STM) were used to carry packets.

ATM is still the main packet carrier. ATM can deliver any packet-based
service by segmentation of original data packets into 48-octet segments and
encapsulating them into standard ATM cells [ITU-T I.432.4]. The primary
advantage of this method is that it is universal and can be used to accom-
modate any packet protocol. The disadvantage is high overhead because
of a five-octet ATM cell header attached to every ATM cell at the physical
layer [ITU-T I.432.4]. Additional overhead is also added at the segmentation
sublayer to reconstruct the entire packet properly from the received seg-
ments. As a result, the total overhead can be as high as about 15 percent,
which wastes valuable capacity of the DSL transmission core.

STM is also used for packet transport, such as for frame relay trans-
port and Ethernet transport over T1/E1 or HDSL/SHDSL (High Bit-Rate
DSL/Symmetric HDSL), for example. The drawback of this solution is the
unjustified complexity, mostly because STM was originally intended to carry
continuous, delay-sensitive applications, and thus it uses complex tech-
niques based on accurate time stamps to recover application data timing.
For packet transport, this functionality is unnecessary because the con-
nected packet data networks run with independent data rates and do not
require common timing.

Recently, working group IEEE 802.3 and study group 15, Question
4 (SG15/Q4) of the ITU-T (International Telecommunication Union-
Telecommunication) specified two innovative methods for packet transport
over DSL. These methods, which are described in this chapter, are free
from the disadvantages of the ATM and STM protocols. They allow trans-
port of packets of any size and type with high efficiency and minimum
implementation complexity. Furthermore, these methods include a traffic
management technique called preemption, which allows priority access of
assigned packets to the transmission media.

13.2 Key Requirements for Transport of Data Packets

Modern data networks use a variety of different protocols and formats.
The most popular is Ethernet, although many others are used as well, and
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new protocols are expected in the future. Therefore, the first requirement
considered by ITU-T is to specify a packet transport mechanism that is inde-
pendent of the user’s data protocol. In other words, the specified method
should be capable of transporting data packets of arbitrary length and with-
out any knowledge of their content (i.e., whether they have headers, how
the payload is formatted, or whether each packet has a trailer). Such a
requirement implies two features that are necessary:

1. Any packet of data needs to be transported transparently, regardless
of its length or type, or of the content of its header, payload, or
trailer, except that the packet should contain an integer number of
bytes. The packet integrity, i.e., the number of bytes in the packet,
their contents, and their sequential order, needs to be maintained.

2. Method should not require any reference to the data bit rate of
either the source or the customer. In other words, the DSL should
be able to connect the source and customer even if the bit rates
of the source and customer networks are set independently of each
other. It is usually a sufficient condition for packet transport that the
average bit rate of the source is less than the (typically constant) bit
rate of the DSL link.

An additional goal of the new packet transport mechanism is that the
method should be more efficient than the conventional packet transport
over ATM. Thus, the overhead of the new method should be less than
5/53, or less than about 9.5 percent.

Another desired feature for the new method is error-monitoring capabil-
ity. Error monitoring at the packet level is required for proper management
of the physical layer operation. Errored packets need to be identified, pro-
cessed, and sent to the upper layers accompanied by an indicator of a
packet error.

Finally, other issues concerning specific protocols for packet transport
need to be considered. Some of the protocols impose restrictions on the
undetected error probability in the access network, and others are sen-
sitive to changes in the transmission overhead, and still others are just
too complex for implementation (e.g., generic framing procedure (GFP)
[Castagnoli 1993]). These issues were also considered by the IEEE 802.3
and the ITU-T.

13.3 Functional Model of Packet Transport

The functional model of packet transport is shown in Figure 13.1. In the
transmit direction, the packet transport mode (PTM) entity obtains data
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Figure 13.1 Generic functional model of packet transport over Digital Subscriber
Line (DSL).

packets to be transported over the DSL connection from the application
interface. The application interface might be, for example, the media ind-
ependent interface (MII) if Ethernet transport is in use. The PTM entity
processes each packet and submits it, based in part on the latency require-
ments of the service delivered by the packet, to the γ -interface of the app-
ropriate latency path of the DSL transceiver. At the γ -interface, the packet
transport mode transmission convergence (PTM-TC) function encapsulates
the packet into a PTM-TC frame and sends the encapsulated packet to the
physical medium specific transmission convergence (PMS-TC) function for
transmission over the DSL link. In the receive direction, PTM-TC frames are
extracted from the PMS-TC. The PTM-TC recovers received packets from
the PTM-TC frames and submits them to the γ -interface. The PTM entity
processes the packet and delivers it to the application interface. Information
on errored packets and other violations in the packet transport mechanism
is collected by the transport protocol specific transmission convergence
(TPS-TC) management entity to assist the related performance monitoring
functions.
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A DSL modem in PTM usually uses only one latency path, of which the
latency is adjusted to meet the requirements of all delivered services. How-
ever, one or more additional latency paths may be used if no common lat-
ency setting is appropriate for all services. An optional second latency path
is shown in Figure 13.1 by dotted lines and differs from the first path by its
forward error correction (FEC) settings and interleaver settings in the PMS-
TC. The PTM-TCs of both latency paths have the same characteristics, and
each provides a fully transparent packet transfer between the γ -interfaces of
the DSL transceivers at both ends of the line. The upstream and downstream
bit rates of the DSL connection may be set independently of each other
and independently of the bit rates used by the data networks at the service
provider end and the customer end, which are connected by the DSL. How-
ever, the DSL net bit rate in each direction of transmission must be slightly
higher than the average bit rate desired for transport of data packets in that
direction to accommodate the overhead added because of PTM-TC framing.

13.3.1 Data Processing by the PTM-TC
Two types of PTM-TC will be considered: a generic PTM-TC (GPTM-
TC) specified by the ITU-T [ITU-T G.992.3], and the Ethernet PTM-TC
(ETM-TC) specified by the IEEE [IEEE 802.3]. The GPTM-TC provides basic
transport of packets of arbitrary size and with arbitrary contents. The
ETM-TC has a limitation on the minimum size of the transmitted packet,
per requirements of Ethernet transport. Both methods have a very low
probability of undetected error, but they differ in possible fluctuations of
encapsulation overhead.

To identify the beginning and end of each packet sent over the line,
the PTM-TC encapsulates each packet into a PTM-TC frame. The GPTM-
TC defined for ADSL2 [ITU-T G.992.3] and VDSL1 [ITU-R G.993.1] uses for
encapsulation the well-known high-level data link control (HDLC) frame
(GPTM-TCHDLC), which is ISO-standardized [ISO/IEC 3309] and simple to

implement. HDLC does not impose any specific limitation on the length
of the packet (although packets cannot be too long to meet the latency
requirements), but it adds a variable amount of overhead that depends
on the contents of the transmitted data. To reduce the variable overhead
of the PTM-TC, IEEE 802.3 developed an encapsulation protocol named
64B/65B. The 64B/65B encapsulation is free of the overhead dependence
on the packet contents, but it restricts the minimum length of the transmitted
packet to 64 bytes. ITU-T generalized the 64B/65B encapsulation method
by adding the means to allow transmission of packets of all sizes. This
type of GPTM-TC is specified in the latest ITU-T Recommendations for all
types of DSL, including VDSL2 [ITU-R G.993.2]. The details of the 64B/65B
encapsulation variants are described in Section 13.3.2.
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Table 13.1 Signals at the γ -Interface

Signal Description Direction
Transmit direction

Data Transmit data packets PTM −→ PTM-TC
SoP, EoP Start and end of the transmit packet PTM −→ PTM-TC
Tx_Enbl Set by the PTM-TC, allows the PTM

entity to send data
PTM←− PTM-TC

Tx_Err Transmit signal error indicator PTM −→ PTM-TC

Receive direction
Data Receive data packets PTM←− PTM-TC
SoP, EoP Start and end of the receive packet PTM←− PTM-TC
Rx_Enbl Set by the PTM-TC, allows the PTM

entity to retrieve data from PTM-TC
PTM←− PTM-TC

Rx_Err Received signal error indicator PTM←− PTM-TC

In addition to encapsulation, the PTM-TC provides adaptation between
the data bit rate of the application (from the perspective of the PTM entity)
and the data bit rate provided by the DSL link. This adaptation uses a
simple flow-control mechanism at the γ -interface (see Figure 13.1 and
Table 13.1). In the transmit direction, overflow of the PTM-TC data buffer
is prevented by the transmit enable (Tx_Enbl) signal, asserted by the PTM-
TC, which stops the packet flow from the PTM entity to the PTM-TC. In the
receive direction, the receive enable (Rx_Enbl) signal indicates to the PTM
entity that the packet has been received and is ready to be retrieved from
the PTM-TC. As the packet is retrieved, the PTM-TC buffers are promptly
flushed, allowing space for a new incoming frame. Note that the described
flow-control mechanism relates to the physical (PHY) layer only and does
not address the application-layer flow-control issues, such as backpressure.
The latter are facilitated using in-band operations and management (OAM)
messages of the higher-layer protocol (e.g., Ethernet or Transmission Con-
trol Protocol [TCP]).

The boundaries of each transmitted packet are indicated by two sig-
nals at the γ -interface. The SoP and EoP signals identify, respectively, the
beginning and end of each transmitted packet. The signals are asserted by
the PTM entity in the transmit direction and by the PTM-TC in the receive
direction.

Packets received with errors are accompanied by the receive error
(Rx_Err) signals. The PTM-TC, being a PHY component, does not make
a decision whether the errored packet should be discarded. Instead, the
PTM-TC passes all packets, including errored, to the PTM entity, which
typically uses a more sophisticated mechanism to process errored packets.

A crude mechanism of preemption is effected by the transmit error
(Tx_Err) signal, which is used in some applications to abort the packet
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currently being transmitted. Upon receiving Tx_Err from the PTM entity,
the PTM-TC flushes the buffer and terminates transmission of the packet.
The transmitted fragment of the packet is expected to be recognized and
discarded at the receive side during frame check sequence (FCS) verifica-
tion. Using this mechanism, a long packet can be discarded to release the
channel for transmission of a packet with higher priority. The disadvan-
tage of this method is that it requires retransmission of the aborted packet
at a later time, which is inefficient. The latest version of the GPTM-TC (in
ITU-T Recommendation G.992.3 [ITU-T G.992.3] ) specifies a more efficient
method of preemption, which is described in Section 13.3.2.

Table 13.1 summarizes the signals at the γ -interface.
The data clock signals at the γ -interface, in both directions, are sourced

by the PTM entity. In practical applications, these clocks are usually set to
a much higher rate than the expected DSL bit rate, so the latency of the
packet transfer over the γ -interface is reduced by fast loading and draining
of the PTM-TC buffers. For 10 Mbit/s Ethernet applications, for instance,
the typical data clock rate is 100 Mbit/s, whereas the line rate might be less
than 1 Mbit/s in the upstream direction (e.g., for ADSL).

13.3.2 Encapsulation
As mentioned previously, DSL standards specify two types of packet trans-
port that are based on, accordingly, two different types of encapsulation.
The basic 64B/65B encapsulation is used in the ETM-TC, HDLC is used in
the GPTM-TCHDLC, and the newest ITU-T DSL Recommendations specify

GPTM-TC encapsulation based on 64B/65B.

13.3.2.1 HDLC Encapsulation

An ISO-standard HDLC frame used in the GPTM-TCHDLC is shown in

Figure 13.2. The start and end of each frame are identified by flag sequences
(with a hexadecimal value of 7E16). The address field and control field may

be used for proprietary information, or they may be set to their default
values. The data field carries the transported packet, and the two-octet FCS
is used for packet error monitoring. The FCS is calculated over all fields of
the frame, except flags, using the 16-bit ISO/IEC 3309 cyclic redundancy
check (CRC-16) algorithm [ISO/IEC 3309]. It should be noted that calcula-
tion of the FCS does not necessarily require buffering of the entire HDLC
frame, and thus it does not restrict the length of the transmit packet.

Time gaps between transmitted HDLC frames are filled with additional
flags, but only one flag is required between two consecutive frames (i.e., a
single flag can serve as both the closing flag of the previous frame and the
opening flag of the next frame). Additional flags fill the inter-packet gaps
to equalize the average bit rate of the transmitted data packets to the bit
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7E16 Opening flag sequence

Default = FF16 Address field

Default = 0316 Control field

Data
Information field

FCS-1 First octet of FCS

FCS-2 Second octet of FCS

7E16 Closing flag sequence

Bits8 7 6 5 4 3 2 1

Figure 13.2 (GPTM-TCHDLC) frame format.

rate provided by the DSL connection. All flags and all HDLC fields, except
the data field, are discarded by the receiver.

At the receiver, HDLC frame boundaries are determined by identifying
the flags. Clearly, if any “information” bytes, such as those in the data or FCS
fields, have the value of 7E16, they could be mistaken for flags. Therefore,

to avoid false identification at the receiver, the transmitter replaces all octets
in the data field or in the FCS field that are equal to 7E16 using the ISO/IEC

3309 octet stuffing algorithm [ISO/IEC 3309]. The transmitter identifies those
non-flag octets equal to 7E16 and replaces them by the two-octet sequence

7D165E16. Because the meaning of the value 7D16 is changed by this proce-

dure, any instances of the octet 7D16 in the data or FCS fields must also be

replaced by a special two-octet sequence, which is 7D165D16. The receiver

identifies the replacements by looking for octets with the value of 7D16

(called the control escape octet) and reconstructs the original packet based
on the values of the octets that follow 7D16. The FCS is calculated prior to

the stuffing procedure, i.e., over the original packet. Any received HDLC
frame with a mismatch in the FCS calculation is qualified as errored, and
the packet is passed to the PTM entity accompanied by an Rx_Err signal.

Because of the octet stuffing, the length of an HDLC frame changes
depending on the number of data octets equal to 7E16 or 7D16 it includes.

In the extreme case, the length of the transmit frame can be almost twice
as long as the original length of the packet, thus increasing the overhead
of the HDLC encapsulation and reducing the effective bit rate of the DSL
channel. Fortunately, the probability of this event is very low if the content
of the packet is sufficiently random. If this is not the case, a data randomizer
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with a generating polynomial of power greater than 16 and not divisible
by 8 usually provides a good result. Current DSL standards do not require
the use of a randomizer assuming that 64B/65B encapsulation will be used
in cases which concern about the mentioned overhead expansion.

13.3.2.2 Basic 64B/65B Encapsulation

The 64B/65B encapsulation is defined by the IEEE 802.3 standard
[IEEE 802.3]. This technique was developed to reduce the variability of
the encapsulation overhead, such as that caused in HDLC by the octet
stuffing mechanism. The transmit 64B/65B signal is a continuous sequence
of 65-byte codewords. Each codeword starts with a sync byte, followed
by a 64-byte data field, where each octet is either a data byte, or one
of the valid control bytes (S-byte, C-byte, Y-byte). A detailed description
of 64B/65B coding rules is presented in Table 13.2. The transmit packet
is mapped with no alignment with the boundaries of the 64B/65B code-
word. The S-byte and the C-byte mark the start and the end of the packet,
respectively, inside the codeword. The average bit rate of the transmit data
is equalized to the bit rate provided by the DSL connection by insertion
of Z-bytes (idle bytes) between packets. At the receiver, packets are delin-
eated based on the received control bytes and coding rules presented in
Table 13.2.

The values of Ck, Z, and S and Y are defined as follows:

• Ck = k + 1016, with the MSB (most significant byte) set so that the

resulting value has even parity, i.e., C0 = 9016, C1 = 1116, C2 = 1216,

C3 = 9316, . . . , C62 = 4316, C63 = CF16.

• Z = 0016, S = 5016, Y = D116.

The control byte Y followed by Z-bytes is intended to signal the remote
side that the receiver in PTM-TC lost synchronization (multiple violations
of sync byte).

Prior to encapsulation, a two-byte or four-byte FCS is appended to the
packet to enable error monitoring in the transmission path. The two-byte
(four-byte) FCS is calculated using the ISO/IEC 3309 CRC-16 (CRC-32) stan-
dard algorithm. The four-byte FCS is used for those types of DSL that do
not use forward error correction (FEC).

A low and stable overhead is the primary benefit of 64B/65B encapsu-
lation. The 64B/65B coding table (Table 13.2) shows that the overhead
is one byte per codeword containing data and either two or three bytes
in codewords at the beginning or end of the packet. Unlike HDLC, the
overhead in 64B/65B has small variations of about two bytes per packet
(the S-byte at the beginning and the Ck-byte at the end).
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Table 13.2 Basic 64B/65B Coding Rules
Codeword Codeword Sync
Type Contents Byte Codeword Fields, Bytes 1–64
Data Data octets

(D) only
0F16 D0 D1 D2 D3 D4 D5 · · · D61 D62 D63

End of
packet

Control byte
(Ck) followed

by k bytes of
data, others
are idle (Z)

F016 Ck D0 D1 D2 D3 · · · Dk−1 Z · · · Z

Start of
packet
while
idle

First k-bytes
are idle (Z),
last 64-k-1
bytes are
data. S-byte
indicates start
of the packet

F016 Z Z S D0 D1 · · · · · · Dk−3 Dk−2 Dk−1

End of
packet
and
start
of the
next
packet

Control byte
(Ck) followed

by k data
bytes. Last j
bytes are data
(next frame).
S-byte
indicates start
of the packet

F016 Ck D0 · · · Dk−1 Z · · · S D0 · · · Dj−1

Idle Idle octets
(Z) only

F016 Z Z Z Z Z Z · · · Z Z Z

Idle,
out-of-
sync

Y-byte
followed by
Z–octets only

F016 Y Z Z Z Z · · · Z Z Z Z

Fast and robust synchronization is another feature of 64B/65B. Because
sync bytes are transmitted at predefined positions, codeword synchroniza-
tion is robust to errors, regardless of where in the codeword those errors
appear. Synchronization can be maintained even if the sync byte has errors.
The process of synchronization and codeword delineation is similar to
the one used in [ITU-T I.432.4]. The IEEE 802.3 standard recommends to
declare synchronization after at least four correct sequential sync bytes.
Conversely, a lack of synchronization is declared following at least eight
errored sequential sync bytes. These definitions allow a system to main-
tain synchronization under very severe error conditions, such as with an
average bit error ratio (BER) of up to 10−2 and error bursts (erasures) that
are up to several milliseconds long.
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13.3.2.3 ITU-T Enhancements of 64B/65B

Support of short packets: The encapsulation format of basic 64B/65B does
not allow a packet to start and end inside the same 65-byte codeword.
Thus, the size of encapsulated packets cannot be shorter than 63 bytes,
and the size of transmitted packets, respectively, cannot be shorter than
59 or 61 bytes, depending on the FCS type. These restrictions are fine for
Ethernet transport, in which the shortest packet size is 64 bytes, but other
data protocols may allow shorter packets. Therefore, ITU-T investigated
various means to use 64B/65B encapsulation with packets shorter than 63
bytes. One way to accommodate short packets using the original 64B/65B
codewords is to pad them (i.e., insert dummy bytes) to 63 bytes. Another
way is to adjust the gap between the previous packet and a short packet
so that each short packet starts in one codeword and ends in the next
codeword. Both approaches require the insertion of additional (meaning-
less) bytes, which results in higher overhead. As a result, ITU-T defines an
enhancement of 64B/65B to support short packets. With this enhancement,
64B/65B is suitable for generic packet transport.

Additional coding rules to support short packets are presented in
Table 13.3. In the case of a short packet, an additional control byte
Cj is inserted immediately before the S-byte for any packet that will fin-

ish before the end of the codeword in which it starts. The value of the
Cj-byte marks the end of the short packet. The value of Ci is defined in

the same manner as the control byte Ck specified in Table 13.2 in regard

to the position j in the codeword where the packet ends. If no Cj-byte

precedes the S-byte, then the data bytes continue to the end of the code-
word as per the definition in Table 13.2. The number of short packets in
a codeword is not limited by coding rules, but only by the codeword size
(64 bytes). For simplicity, examples in Table 13.3 show only one short
packet per codeword.

This enhancement to support short packets changes the basic coding
rules; however, if no short packets are transmitted, the enhanced 64B/65B
operates identically to the basic 64B/65B. Furthermore, the overhead vari-
ation for enhanced 64B/65B is two bytes per packet, which is the same as
for basic 64B/65B.

Support of preemption: Preemption is a traffic control mechanism on the
physical layer that minimizes propagation delay of high-priority packets.
Preemption can be useful for services such as Voice-over-Internet Protocol
(VoIP) and videoconferencing to comply with requirements for delay varia-
tion. A simple preemption mechanism, using the Tx_Err signal, is available
at the γ -interface, but it requires retransmission of preempted packets. The
preemption mechanism developed by ITU-T for 64B/65B encapsulation is
free of this disadvantage.
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Table 13.3 Enhanced 64B/65B Coding Rules for Short Packets
Codeword Codeword Sync
Type Contents Byte Codeword Fields, 1–64
Start short

packet
after
end of
packet

Last k data
bytes of
the first
packet and
j1 data
bytes comp-
rising the
short
packet

F016 Ck D0 · · · Dk−1 Z · · · Cj1 S D0 · · · Dj1−1 Z, S
or
Cj2

· · ·

Start short
packet
after
idle

Up to
(62− j1)
idle bytes
and j data
bytes com-
prising the
short
packet

F016 Z · · · Z · · · Cj1 S D0 · · · Dj1−1 Z, S
or
Cj2

· · ·

Start short
packet
imme-
diately
after
sync
byte

j1 data
bytes com-
prising the
short
packet and
(62− j1)
idles

F016 Cj1 S D0 · · · · · · · · · Dj1−1 Z, S
or
Cj2

· · ·

According to the ITU-T preemption specification, when a high-priority
packet is ready for transmission, under control of the PTM entity, the trans-
mission of a low-priority packet is paused, releasing the channel for a
packet with higher priority. After the high-priority packet has been trans-
mitted, transmission of the low-priority packet resumes. Thus, preemption
minimizes the delay in transmitting high-priority packets at the expense of
increased delay of the low-priority packets.

A functional diagram of transmission using the preemption mechanism
is presented in Figure 13.3.

The high-priority (preempting) and low-priority (preempted) pack-
ets enter the PTM-TC through two separate γ -interfaces. The PTM entity
indicates to the PTM-TC that one or more high-priority packets are ready
for transmission by asserting the Tx_Avbl signal at the γ -interface for
the preempting packet. Upon assertion of this Tx_Avbl signal, the PTM-
TC suspends transmission of the low-priority packet and encapsulates the
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Figure 13.3 Functional model of packet transport using preemption.

preempting packet according to the preemption rules of enhanced 64B/65B
(see Table 13.4). As the last preempting packet is sent, the Tx_Avbl signal is
de-asserted at the γ -interface of the preempting packets, and transmission
of the low-priority packet continues after the interruption caused by the
preemption.

Additional 64B/65B coding rules that facilitate preemption are presented
in Table 13.4. When a preempting packet is to be sent, the transmission of
the preempted (low-priority) packet is suspended at the end of the code-
word, and the preempting packet is mapped into the next codeword imme-
diately after the Sync byte (see the first line of Table 13.4). This codeword
is identified by a special Sync byte value of F516. The subsequent code-

words carrying the data of the preempting packet are indicated by a Sync
byte value of AF16, and the last codeword carrying a preempting packet is

again marked by Sync byte value of F516. Transmission of the preempted

packet can resume starting from the next codeword after transmission of
the preempting packet is complete. This codeword is marked by a regular
Sync byte value, which is F016 or 0F16, depending whether the preempted

packet ends or not in the codeword (see Table 13.2).
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Table 13.4 Enhanced 64B/65B Coding Rules for PreEmption
Codeword Codeword Sync
Type Contents Byte Codeword Fields, 1–64
Start of

new pre-
empting
packet
from idle

S-byte
followed by
63 data
bytes

F516 S D0 D1 D2 D3 · · · Dk−4 Dk−3 Dk−2 Dk−1

Start of
new pre-
empting
packet
after the
end of a
pre-
empting
packet

Last k data
bytes of the
first packet
(0 ≤ k ≤ 62),
(62− j− k)

and first j
data bytes of
the second
packet (0 ≤
j ≤ 62− k)

F516 Ck D0 · · · Dk−1 Z Z S D0 · · · Dj−1

All pre-
empting
data

64 data bytes AF16 D0 D1 D2 D3 D4 D5 · · · D61 D62 D63

End of pre-
empting
packet

k data bytes
(0 ≤ k ≤ 63)
followed by
(63− k) idles

F516 Ck D0 D1 D2 D3 · · · Dk−1 Z · · · Z

A comparison of Tables 13.2 and 13.4 shows that the rules of coding
for preempting and preempted packets are the same, except for a different
Sync byte value (AF16 or F516 for preempting packets, and 0F16 or F016

for preempted packets). The similarity of coding rules greatly simplifies the
implementation of preemption. Switching from a low-priority packet to a
high-priority packet and back is also simple: transmission of both types of
packets can begin only in the next codeword that follows the request for
high-priority packet, or next codeword after transmission of high-priority
packet has been completed.

At the receiver, preempting and preempted packets are identified by
the value of the Sync byte. Preempting packets are routed to the PTM entity
through the γ -interface for high-priority packets. The received fragments
of low-priority interrupted packets are stored while transmission of high-
priority packets takes place. After transmission of low-priority packets
resumes and all parts of the preempted packet are received, the completed
packet is routed to the PTM entity through the γ -interface for low-priority
packets.
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13.3.3 Performance
The performance of a PTM-TC is characterized by its effectiveness, which
is usually determined by the ratio between the number of overhead bytes
and the length of the transmitted packet.

13.3.3.1 GPTM-TCHDLC

In GPTM-TCHDLC, overhead is introduced due to the HDLC encapsulation

requirements, and by the octet stuffing. The six octets of HDLC encapsula-

tion overhead shown in Figure 13.2 result in an overall overhead of 5
L
×100

percent, where L is the length of the transmitted packet in bytes (including
the overhead, and assuming the closing flag is counted as an opening flag
of the next frame).

The overhead introduced by octet stuffing depends on the content of the
data to be transmitted. For random data, the overhead owing to octet stuff-
ing is determined by the probability P(k) that k bytes, each equal to either
7E16 or 7D16, will appear in a L-byte packet. For k ≥ 1 the probability is

P(k) = C
k
L
· pk(1− p)L−k (13.1)

where p is the probability that the value of the byte is either 7E16 or 7D16.

Assuming that the transmitted data stream is random, p = 2× 2−8 = 2−7.
The probability that the number of stuffed bytes will be any from 1 to

N is

P(0 < k ≤ N) =
N∑

k=1

C
k
L
· pk(1− p)L−k (13.2)

and therefore the probability that no stuff bytes will be necessary is

P(k = 0) = 1− P(0 < k ≤ L) = 1−
L∑

k=1

C
k
L
· pk(1− p)L−k

Consequently

P(k ≤ N) = P(k = 0)+ P(0 < k ≤ N)

= 1−
L∑

k=1

C
k
L
· pk(1− p)L−k +

N∑
k=1

C
k
L
· pk(1− p)L−k (13.3)
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Figure 13.4 Cumulative distribution function of the high-level data link control
(HDLC) statistical overhead.

is the cumulative probability function (CDF) of the statistical overhead
introduced by octet stuffing. Equation 13.3 shows the probability that the

overhead owing to octet stuffing will not exceed N
L
× 100 percent and the

total overhead will not exceed N+5
L
× 100 percent. The CDF clearly depends

on the length of the packet L. The results of calculations for different L using
Equation 13.3 are presented in Figure 13.4. The curves show the maximum
overhead in terms of a percent that will not be exceeded with the given
probability. For instance, considering L = 1518, the probability that the
overhead will not exceed 1.3 percent is 99 percent, and the probability that
the overhead will not exceed 1.58 percent is 0.999 percent. In terms of
bytes, the absolute value of the overhead in the first case can be calculated
as round (1518× 0.013) = 20 bytes.

The 99 percent and 99.9 percent worst-case values of overhead, in per-
centages, are listed in Table 13.5 for various packet lengths L.∗ The table
shows that the total overhead strongly depends on the packet length L. For
short packets, the encapsulation overhead is the issue, whereas for long
packets the contribution of stuffing overhead becomes more significant.

∗ In other words, the overhead will exceed the given values in only 1 percent and 0.1 percent,
respectively, of cases.
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Table 13.5 High-Level Data Link Control (HDLC) Overhead

Packet Length (L), Bytes
Overhead 64 128 256 512 1024 1518
Encapsulation overhead

(percent)
7.25 3.76 1.92 0.97 0.49 0.33

Stuffing overhead
99 percent case (percent)

3.56 2.75 2.20 1.75 1.49 1.30

Stuffing overhead
99.9 percent case (percent)

6.25 3.90 3.13 2.15 1.75 1.58

Total overhead
99 percent case (percent)

10.81 6.51 4.12 2.72 1.98 1.63

Total overhead
99.9 percent case (percent)

13.50 7.66 5.05 3.12 2.24 1.91

If many octets of the transmit packet are equal to either 7E16 or 7D16,

the overhead may increase greatly, approaching 100 percent if all data
octets are 7E16 and 7D16. This effect is called overhead explosion. Explo-

sion delays the arrival of the exploded packet and also several packets
after it, thus causing a temporary slowdown of the packet transport. For
random data, the probability of explosion is very low (see Figure 13.4), and
the average total overhead is usually less than 2 or 3 percent. In practical
cases, data is sufficiently random, and current DSL standards do not require
additional randomization.

In some specific applications, however, even a rare overhead explosion
needs to be considered. The goal is to ensure that the explosion causes a
very short slowdown in the packet transport, ideally delaying only a few
subsequent packets. Usually, mitigation of the effects of explosion hap-
pens naturally because of the idle intervals between transmitted packets.
However, explosion may be more of a problem if the application can send
long sequences of packets without any idle intervals or with very short
idle intervals. The simplest way to mitigate the impact of overhead explo-
sion is to introduce additional idle intervals (inter-packet gaps) by slightly
decreasing the average bit rate of the packet transport, or by slightly increas-
ing the bit rate of the DSL connection. (In practice, throttling the packet
transport rate is usually the only available option.) This method is illustrated
in Figure 13.5.

Assume that there are I idle octets between the packets transmitted by
the PTM entity. The overhead explosion of E octets will delay the exploded
frame and J following frames. If the average overhead per frame equals OH,
the number of frames J that are slowed down can be calculated as

E+ J ·OH = J · I and J = E

I−OH
(13.4)
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Figure 13.5 Illustration of the impact caused by overhead explosion.

Equation 13.4 shows that if I = OH, i.e., if the number of idle octets can
only cover the average overhead per frame (see Table 13.5), any explosion
will slow down all of the traffic (J = ∞). For any J > OH, the slowdown
will affect a limited number of packets. For example, if the explosion is 20
percent of the packet length, I = 2.3 percent, and OH = 1.3 percent of the

packet length, the number of delayed packets will not exceed 20
2.3−1.3

= 20

packets. If the transmission bit rate is 1 Mbit/s and the average packet size
is 500 octets, the slowdown will only be during 10−6× 8× 500× 20 = 0.08
s, which is usually negligible.

The analysis above shows that impact of the overhead explosion can be
controlled by appropriate selection of the transmission bit rate. A compu-
tation similar to the one above proves that increasing the bit rate by about
1 percent is sufficient to avoid any noticeable traffic slowdown owing to
overhead explosion, which is an insignificant additional redundancy.

13.3.3.2 ETM-TC

Every 64B/65B codeword includes at least one overhead byte (the Sync
byte). Additionally, a Ck-byte is transmitted to indicate the end of the packet,

and an S-byte is transmitted to indicate the start of the packet. Assuming
that packets are being transmitted without gaps (no Z-bytes), there should
be at least two bytes added to each packet and one byte after every 64 data
bytes. Additionally, two or four FCS bytes are added. As a result, the total
overhead per packet may be calculated as

OH = ⌊S+ C+ FCS+ (L+ FCS
)
/64
⌋

, [bytes] (13.5)

where
L is the length of the transmit packet
FCS is the number of FCS bytes⌊
.
⌋

represents rounding down
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Table 13.6 64B/65B Overhead
Packet Length (L) (in Bytes)

64 128 256 512 1024 1518
Maximum overhead 9.38 5.47 3.52 2.54 2.05 1.84

(percent)

The results of calculations using Equation 13.5 and FCS = 2 bytes are
presented in Table 13.6. They show that, similar to HDLC, the encapsula-
tion overhead of 64B/65B changes with the length of the transmit packet.
However, with 64B/65B, the overhead is less than with HDLC, as shown
by the values presented in Table 13.5. In addition, 64B/65B does not suffer
from the overhead explosion problem.

13.3.4 Undetected Errors
Impairments in the transmission line may cause bit errors in the PTM-TC
frame. Most of the errors are detected by the FCS, but some may be missed
due to the limited capabilities of the FCS algorithm. The residual errors
are called undetected errors. The probability of undetected error strongly
depends on the probability of errors caused by the DSL loop, and also
on the statistics of these errors. The robustness of the system regarding
undetected errors is usually specified by the mean time to false packet
acceptance (MTTFPA). Requirements for the MTTFPA vary between 106

and 1012 years for different applications. MTTFPA values this high are pro-
vided by the error detection capabilities of both the physical layer and
the application protocol. (Standard Ethernet frames, for instance, have an
embedded CRC-32 which greatly improves error detection capabilities.)

The focus of this chapter is on the MTTFPA provided by the physical
layer (by the PTM-TC), which is estimated using the probability PFP that an

errored packet is passed to the PTM entity. For simplicity, this probability
is referred to as the probability of a false packet. To comply with a specific
MTTFPA value, the probability of a false packet must satisfy

PFP ≤
1

K ·MTTFPA

where K is the total number of packets transmitted over the line during the
year.

The total number of packets K sent in a year depends on the utilization
of the line (the percentage of time the line is used), the bit rate, and average
packet length. For example, a 10 Mbit/s line bit rate with an average packet
length of 750 bytes and a utilization time of 20 percent results in
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K = 0.2× 107 × (365× 24× 3600)/(750× 8) ≈ 1010 packets/year

Assuming the DSL is configured for a symmetrical connection and pro-
vides 10 Mbit/s in both the downstream and upstream directions with the
parameters given above, K = 2× 1010 packets/year. To provide a value of
MTTFPA = 109 years over this line, the probability of a false packet cannot
exceed 5× 10−20.

The ISO-standard 16-bit FCS (CRC-16) is capable of detecting all frames
with an odd number of errored bits, all cases of two-bit errors, and some
cases of four-bit error combinations if the length of the frame is less than
2048 octets. The standard CRC-32 is capable of capturing almost all four-bit
errors if the length of the frame is less than 2048 octets [Baicheva 2000] and
[Castagnoli 1993]. Thus, the probability of a false packet may be estimated
as the probability of all m-bit error combinations, where m is even and
exceeds the error detection capability of CRC. In the case of randomly
distributed errors, this probability can be computed as

P
FP_R_Err

= Pm>E(L) =
L×8∑

m=E+1

C
m
L×8
· pm · (1− p)L×8−m (13.6)

where
p is the probability of a bit error caused by the DSL channel
L is the length of the transmitted packet in bytes
E is the CRC error detection capability, which is equal to 3 errors in the
case of CRC-16 and 5 errors in the case of CRC-32.

In many types of DSL, FEC coding is used. With FEC coding, errors are
not randomly distributed, but instead are structured into multi-byte error
bursts, with bytes containing multiple bit errors. These types of error bursts
are poorly detected by CRC. Thus, the probability of a false packet in this
case can be estimated as same as in the case of a frame with random
contents:

P
FP_B_Err

= 2−M × Peb (13.7)

where
M is the number of bits in the FCS field (16 or 32)
Peb is the probability of the error burst
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For the popular FEC of Reed–Solomon type RS(255, 239) with 8-byte
error correction capability (see chapter 9 of [Golden 2006]), the most prob-
able number of errored bytes per codeword is 9, and the average number
of bit errors in the burst is approximated as 9 × 4 = 36. Thus, Peb can be

estimated as ∼p× 36.∗ Other FEC types will result in slightly different val-
ues of Peb, which depend on their error correction capability. Trellis coding

(see chapter 8 of [Golden 2006]) also causes burst errors, and thus the same
behavior is expected.

Similarly, estimation using a frame with random contents can be used
in the case of false frame delineation, which may happen due to an error in
the bytes indicating either the start or the end of the frame. The probability
PFP−FL of a false packet owing to loss of frame delineation can be found

using Equation 13.7 if the probability of an error burst Peb is replaced by

the probability of a loss of frame delineation Pff.

13.3.4.1 False Packet Probability with GPTM-TCHDLC

The probability of a false packet can be found as a combination of proba-
bilities of a false packet owing to FCS misdetection (P

FP_Err
) and that owing

to a false HDLC frame (P
FP_ff

):

PFP = P
FP_Err

+ P
FP_ff

(13.8)

In the GPTM-TCHDLC, a false frame may occur when errors create flag-

like octets inside the data field of the HDLC frame, or corrupt the opening
or closing flags. The second event is much more probable, because a single
bit error is enough to cause it. Approximating the probability of a corrupted
flag is

Pff =
8∑

k=1

C
k
8
· pk · (1− p)8−k ≈ 8 · p

The probability of a false frame (losing a frame) is estimated as

P
FP_ff
= 2Pff · 2−16 = p · 2−12 (13.9)

Substituting Equations 13.6 and 13.9 into Equation 13.8 yields the prob-
ability of a false packet for a DSL link with randomly distributed errors:

∗ It is assumed for simplicity that the Reed–Solomon decoder bypasses the codeword if more than
eight errored bytes are detected.
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PFP = P
FP_R_Err

+ P
FP_ff

=
L×8∑

m=E+1

C
k
L×8
· pm · (1− p)L×8−m + p · 2−12

≈ p · 2−12

≈ 2.44 p× 10−4

If the DSL link uses FEC, the probability of a false packet is

PFP = P
FP_B_Err

+ P
FP_ff

= Peb · 2−16 + p · 2−13

≈ p · 32 · 2−16 + p · 2−12

≈ 6p · 2−13

≈ 7.32 · p× 10−4

DSL systems are typically specified to have a BER no greater than 10−7

(i.e., p ≤ 10−7). This results in PFP ≤ 7.32× 10−11.

Assuming the MTTFPA is at its lower bound of 106, the maximum num-
ber of packets K that can be transported per year is

K = 1

106 × 7.32× 10−11
= 13661 packets/year.

If the average packet length is assumed to be 750 bytes, then the maxi-
mum average rate at which bits can be transmitted over the link is 2.6 bits/s.
Clearly, such a link is not a DSL. This result shows that the BER of a link
operating at normal DSL speeds (typically, at least 1 Mbit/s aggregate in the
upstream and downstream directions) is too high to enable the required
MTTFPA values without additional error detection encoding included in the
PTM entity and higher protocol layers. Fortunately, Ethernet frames con-
tain an additional 32-bit CRC, which allows compliance with the MTTFPA
requirements when using a GPTM-TCHDLC.
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13.3.4.2 False Packet Probability with ETM-TC and GPTM-TC

In the case of 64B/65B, a false packet occurs if a corrupted S-byte, or a
Z-byte corrupted into an S-byte, occurs in a “Start of packet” codeword.
This condition requires at least two bit errors. A similar effect occurs if
a C-byte in an “End of packet” frame is corrupted. This can be caused
by a single bit error. Because a single bit error is sufficient to corrupt the
packet, the probability of a false packet is close to (but slightly lower than)
the same value (P

FP_ff
) for the GPTM-TCHDLC if a 16-bit FCS is used. The

same conclusion is valid regarding the false packets occurring due to errors
inside the packet (P

FP_Err
). Therefore, the expected MTTFPA provided by

the ETM-TC and GPTM-TC are only slightly higher than the values provided
by the GPTM-TCHDLC and presented in the previous section. Using a 32-bit

FCS, further reduces the probability of false packets by 216. Similarly, to the
case of the GPTM-TCHDLC, with the ETM-TC and GPTM-TC, the 32-bit CRC

of Ethernet frames enables the MTTFPA requirements to be met.
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Abstract We focus on techniques allowing to transport voice signals
within the digital frequency band in such a way that they can still make
use of the enormous investments of a network originally designed only for
telephone services.

14.1 Introduction

The telecommunications industry is pursuing the provision of broadband
connectivity with Digital Subscriber Line (DSL) technology, which allows
the use of deployed copper pairs, rather than requiring the installation of
fiber-optic cables everywhere. To use these pairs, it is vital to support the
voice services these pairs already provide to the customer. An approach
already discussed in previous chapters is to provide baseband voice: voice
service carried as an analog signal in the lower-frequency band and sepa-
rated, by a splitter, from the frequency band used for digital communica-
tions. Our focus in this chapter will be on techniques for transporting voice
signals within the digital frequency band in such a way that they can still
make use of the enormous investments of a network originally designed
only for telephone services. We will denote the latter approach “Voice over
DSL (VoDSL).”

The terms used in this chapter are as follows:

• Asymmetric DSL (ADSL): which applies to ADSL, ADSL2, and
ADSL2plus

• Symmetric DSL (SDSL): which applies to SDSL and SHDSL (Symmet-
ric High Bit-Rate DSL)

• Very High Bit-Rate DSL (VDSL): which applies to VDSL and VDSL2

14.2 VoDSL Reference Architecture

The reference architecture shown below in Figure 14.1 locates an Inter-
working function (IWF) at the customer’s side of the TB reference point.

This IWF may be implemented as stand-alone equipment or it may be
physically integrated into other equipment.

The customer premises distribution network can include switching
or routing equipment to deliver voice and data signals to the customer
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Figure 14.1 Voice over Digital Subscriber Line (VoDSL) reference architecture.

premises equipment (CPE). When both VoDSL and broadband data ser-
vices are deployed, the switching and routing equipment within the cus-
tomer premises distribution network perform the separation of these
sessions, to their appropriate destinations. The customer premises inter-
working function (CP-IWF) performs the translation from signaling and
bearer methods used by existing telephony equipment to the signaling
and bearer methods described in this chapter. This can be a “null” func-
tion if the telephony equipment supports VoDSL services. The Broadband
Network Termination (B-NT) performs the function of terminating the DSL
signal entering the customer premises. For the different voice services
such as Voice over ATM (VoATM), Voice-over-Internet Protocol (VoIP), and
channelized voice, specific Transport Specific Transmission Convergence
(TPS-TC) layer functions are defined. The access node (often referred to as
the DSL access multiplexer (DSLAM)) provides concentration of multiple
digital access links and concentration of bandwidth to the access network.
The access network interworking function (AN-IWF) performs the comple-
menting translation from signaling and bearer methods used by existing
telephony equipment to the signaling and bearer methods described in
this chapter. This may also be a null function when telephony equipment
supports VoDSL services. The AN-IWF is not necessarily directly connected
to the access node, as its location is specific to different VoDSL techniques,
and is described in later sections of this chapter.

14.3 General Requirements for VoDSL

This chapter will give an overview what techniques for VoDSL exist and
what kind of requirements have to be taken into account.

14.3.1 Approaches to VoDSL
Several approaches to VoDSL have been created, as illustrated in Figure 14.2.

As systems designed to carry high-speed digital communications, DSLs
can carry any service that can be carried over IP or over Asyncronous
Transfer Mode (ATM). Voice over Packet (VoP) technologies, which have
been widely discussed in recent years, meet the challenge of harnessing
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Voice over DSL

Voice over packet
(VoP)

Voice-over-IP
(VoIP)

Voice over ATM
(VoATM)

Channelized voice over DSL
(CVoDSL)

Figure 14.2 Relationship of VoDSL approaches.

legacy voice networks with packet networks by transporting both voice
and signaling information over the packet network. This approach includes
two specific approaches discussed in this chapter: VoIP and VoATM. VoP
applications require real-time software and hardware modules that can be
dynamically configured to provide flexibility and scalability in communica-
tions systems.

Under the VoP approach, the DSLAM will send its voice traffic over
its packet-network interface; to interwork with the public switched tele-
phone network (PSTN), the packet network must have a voice gateway to
interface with a plain old telephone service (POTS) circuit switch, and to
convert the stream of packets back into a continuous signal. The resulting
complexity can be avoided by using a different approach: the channel-
ized voice over DSL (CVoDSL) technique is to provide a channel to carry
the voice bitstream unbroken from the CPE to the circuit switch. CVoDSL
can be provided by next-generation DSLAMs with pulse code modulation
(PCM) voice capabilities in addition to the current ATM functionality; these
are sometimes called multi-service access platforms (MSAPs). Advantages
of this approach include much lower latency, reduced cost of the CPE and
central office (CO) hardware, and simplified provisioning and maintenance
requirements.

14.3.2 Voice Quality
The overall goal of specific requirements placed on VoDSL capabilities
must be set to ensure that voice connections provided over DSL are
indistinguishable by the user from those provided by a conventional
wireline connection to the PSTN. Maximum delay and echo cancelation
requirements must be supported according to ITU-T Recommendations
G.114 and G.131. Delay allocation objectives for national and international
voice connections have been specified in Recommendations G.165 and
G.168. The end-to-end one-way delay for an international connection must
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Table 14.1 Mean Opinion Score (MOS) Used
for Speech Quality Assessment

Rating Speech Quality Level of Distortion
5 Excellent Imperceptible
4 Good Just perceptible, not annoying
3 Fair Perceptible, slightly annoying
2 Poor Annoying but not objectionable
1 Unsatisfactory Very annoying, objectionable

be less than 150 ms to be acceptable for most user applications. A one-way
processing time of no more than 50 ms in each of the national systems
and for the international chain of circuits is further recommended. This
allocation includes the delay introduced in the CP-IWF, DSL network,
AN-IWF, and the transport network between the call originator and the
destination. It should be noted that the delay in the DSL network itself can
be significant. For example, with ADSL (G.992.1 and G.992.2), it may be
appropriate to either set the interleaver depth to minimum, or to avoid the
interleaver entirely by using the “fast path” for the voice services. Also,
when the ADSL payload is subdivided (e.g., using dual-latency or reserved
channels), delay will be increased because the effective line rate for cell
insertion will be reduced.

As a reasonable way to characterize the speech quality, the “mean opin-
ion score (MOS)” is used. This rating distinguishes between different speech
quality levels. The rating is defined in Table 14.1.

This rating is used in the industry to rate the speech quality, for example,
a toll quality is a MOS of 4. Along with MOS, delay and delay variation, echo
cancelation, background noise, and silence suppression are other metrics
used to compare the quality of voice.

14.3.3 Clock Requirements on Voice Services
For voice services, three different techniques are used to ensure synchro-
nization of the sender and receiving side of the voice call. These techniques
are as follows:

1. Network timing reference
2. Deduce timing by deriving information out of the arriving cells or

frames
3. None (free running clock)

All of the mentioned clock methods along with the transport protocol have
different effects on the voice quality. To address this, the available clock
methods are described by DSL voice protocol.
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1. “Network timing reference” is the technique to ensure voice quality
for VoDSL where the network timing is derived from the receiving
data frame (ADSL or VDSL or SDSL plesiochronous mode: frame
data rate + specific marker bits; SDSL synchronous mode: derived
from the frame). At the DSLAM, the timing signal, which is syn-
chronized to a primary reference source, is inserted to the transmit
channel of the DSL transceiver. At the CPE, the local clock system
is synchronized with the derived reference clock. For VoATM us-
ing the ATM Adaptation Layer 1 (AAL1), a specific method called
Synchronous Residual Time Stamp (SRTS) uses the residual time
stamp to measure and convey information about the frequency
difference between a common reference clock derived from the
network and a service clock. The same derived network clock is
assumed to be available at both the transmitter and the receiver.
If the common network reference clock is unavailable (i.e. when
working between different networks which are not synchronized),
then the asynchronous clock recovery method will be in a mode
of operation associated with “Plesiochronous network operation.”
A detailed method of dealing with plesiochronous operation with
AAL1 is standardized but subject to interpretation.

2. “Adaptive clock method” is a technique which derives the sender
clock from the received data cells or frames. For all DSL technolo-
gies, supporting VoATM, this technique can be implemented on the
receiving side. Cells are received and stored in a sample buffer. With
respect to the predefined buffer depth, the voice samples contained
in the ATM cells are played out at a certain clock. The output rate
is adjusted to the mean buffer filling level. This ensures to prevent
buffer under-run and overflow situations. A similar approach can
be used for VoIP over DSL. For the sample buffer is built with the
real-time packets (RTP). These packets have a time stamp which is
used to synchronize the play-out of voice samples.

3. A “free running clock” DSL system supports the voice service with-
out a special clock adaptation. These systems have the worst voice
quality compared to all others.

14.3.4 Echo Cancelation
As described in the previous chapter, the subscribers use speech qual-
ity as the benchmark for assessing the overall quality in a network. Echo
cancelation is a very important part of the voice service provided by the
DSL technology.

The different types of echo are acoustic echo and hybrid echo.
Acoustic echo is generated by the vocoders (voice-compressing encoding
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or decoding devices). Vocoders are typically used for VoP applications.
Complex algorithm procedures are used to compute speech models. This
involves generating the sum from reflected echoes of the original speech,
then subtracting this from any signal the microphone picks up. The result
is the purified speech of the person talking. The format of this echo
prediction must be learned by the echo canceler in a process known as
adaptation. The parameters learned from the adaptation process generate
the prediction of the signal, which then forms an audio picture of the room
in which the microphone is located. Other important performance criteria
involve the acoustic echo canceler’s ability to handle acoustic tail circuit
delay. This is the time span of the acoustic picture roughly represents the
delay in time for the last significant echo to arrive at the microphone.

Hybrid echo (known as line echo cancelation [LEC]) is originated from
the A/D converter. From the hybrid circuit and the impedance mismatch in
comparison with the connected phone, there is a line echo in the transmit
path. Because echo causes diminished voice quality in packet networks it
has to be canceled. This removing of the echo is done as the first instance
in the upstream path by a LEC unit.

As a rough guideline, it can be stated that echo below 20 ms are typically
not canceled. Values above are implemented in conjunction with the codec
device and application. The following order gives an idea for what voDSL
system the echo cancelation requirements are necessary:

1. Lowest: Channelized voice over DSL
2. Medium: Voice over ATM
3. Highest: Voice over IP

The above mentioned rating is based on the following delay relevant parts.

14.3.5 Encoding Delay
Analog voice input to the POTS port at the CPE-IWF is converted to dig-
ital and then encoded as a serial voice stream whose data rate depends
on the encoding format. Examples for voice encoding delay are given in
Table 14.2.

Table 14.2 Encoding Delay

Encoding Method (kbit/s) Encoding Delay (ms)
G.711 PCM 64 0.75
G.726 ADPCM 32 1
G.728 LD-CELP 16 2
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Table 14.3 Packetization Delay

Packet Size and Packetization Time (bytes)

Encoding Method (kbit/s) 20 36 40 44
G.711 PCM 64 2.5 ms 4.5 ms 5 ms 5.5 ms
G.726 ADPCM 32 5 ms 9 ms 10 ms 11 ms
G.728 LD-CELP 16 10 ms 18 ms 20 ms 22 ms

14.3.6 Packetization Delay
Another delay contributor is the packetization delay, which is present for
VoP methods. The time taken to accumulate voice to fill a packet (packe-
tization delay) is the first major element of transmission delay in the voice
path. Examples for packetization delay are shown in Table 14.3.

14.3.7 Mapping Delay
The voice packet is then mapped to the underlying link layer, which is also
only present for VoP methods. The delay introduced by this depends on
the nature of this mapping.

Mappings that may be seen in VoDSL systems for VoATM include differ-
ent delays. AAL1 and AAL2 mapping involve one AAL2 packet occupying
the entire payload of a single ATM cell. This mapping involves negligi-
ble incremental delay. More delay is added, where sub-cell multiplexed
AAL2 packets are packed into ATM cell payloads, with no fixed relation-
ship between packet boundaries and cell boundaries. The delay involved
in this mapping depends upon the value chosen for the “combined use”
timer in the AAL2 common part process defined in I.363.2. A typical value
of this timer is 1 ms.

In VoIP systems, the equivalent is IP trunking mapping, where multiple
RTP are packed into a single IP packet payload. The delay involved in this
mapping depends upon the degree of synchronization between the RTP
generation processes on each voice channel. In addition to this, it must be
distinguished between VoIP over ATM, where further processing is required
for lower layers of the protocol stack. IP packets are typically carried over
PPPoA (Point-to-Point Protocol over ATM) AAL5, which will be described
in Section 14.7.3. An alternative to using this type of processing delay is
using the Ethernet in the First Mile Transmission Convergence (EFM TC)
for VoIP, which will be described in Section 14.7.4.

14.3.8 DSL Link Queuing
The DSL link queuing consists of the components sharing of the DSL link
between voice and data and queuing of voice packets to be sent over
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the DSL link. Sharing of the DSL link heavily depends on this method. For
CVoDSL, there is no influence, because voice will be sent over different
frame payload bearers. VoATM takes care for quality of service (QoS) at
the ATM layer. The ATM cell size of 53 bytes ensures that the delay for a
voice cell is low. In VoIP applications, there are again two options. Option 1
is transmission over ATM via AAL5 and Option 2 is the Ethernet over DSL TC
layer. Option 1 does not differ from VoATM except for the optional traffic
QoS on IP/Ethernet level. Option 2 has been preferred because it uses QoS
on IP/Ethernet level, whereby the link queuing may become significant.
The reason for this is, for example, that the upper Ethernet frame size of
1512 bytes. If a data frame of this size is transmitted, the queuing must
ensure that the blocking of voice packets is at a minimum.

14.3.9 DSL Transmission Delay
DSL transmission delay depends on the DSL technology and the choice of
latency path, if applicable. In ADSL, two latency paths are available, fast
and interleaved path. The lower bound of delay for ADSL encoding that is
valid for fast path is 4 ms. The upper bound using interleaved path can be
as much as 263.75 ms. The network itself adds a transmission delay which
must be taken into account. At the receiving side, a voice decoding might
be necessary as well. It also adds a delay similar to the encoding delay. It
is also necessary for VoP methods to implement a de-jittering buffer. The
buildup that is required in the jitter buffer is a function of the variability of
delay in the entire voice path, for example, variation caused by DSL link
queuing and transit through the packet network.

To summarize the mentioned factors influencing the voice quality, it
can be stated that as more contributing factors for delay are added, there is
less voice quality. Therefore, the ranking that takes only delay factors into
account leads is as follows:

1. Lowest: Channelized Voice over DSL
2. Medium: Voice over ATM
3. Highest: Voice over IP

14.4 Lifeline Service

Traditionally, voice services have been powered from the CO and will work
even during a local power failure. However, in a DSL system, power failure
to the B-NT diminished most of the capabilities of the system.

If the voice services are provided using baseband voice, the situation
is exactly as it would be for traditional POTS: because the analog service



Dedieu/Implementation and Applications of DSL Technology AU3423_C014 Final Proof Page 534 18.9.2007 04:24am

534 Implementation and Applications of DSL Technology

Derived VoDSL
phone(s)

CP-IWF B-NT B-LT

Power feeding

Lifeline phone
Lifeline phone

Splitter Splitter

Figure 14.3 Lifeline phone service for splitter-based Digital Subscriber Line
(DSL).

is always powered by the network side, it will continue working without
power to the B-NT. This approach, illustrated in Figure 14.3, is applicable
to ADSL and VDSL. The derived VoDSL services will be inoperative, but the
lifeline phone will continue to work.

The lifeline phone provided over the splitter is totally independent from
the DSL service. For SDSL, the use of baseband voice is not standardized,
because the current architecture is “all-digital” and does not support a sep-
arate low-frequency band. The new ADSL standard, ADSL2, also supports
an “all-digital loop” mode, which has the same issue as SDSL does. How-
ever, as described in the ETSI (European Telecommunications Standards
Institute) specification of SDSL, lifeline POTS can be provided by using the
CVoDSL approach with the POTS-TC layer or the Integrated Services Digital
Network (ISDN)-TC layer. This approach is illustrated by Figure 14.4.

Derived VoDSL
phone(s)

CP-IWF AN-IWFB-NT B-LT

Power
feeding Derived VoDSL

including
lifeline phoneDerived lifeline phone

(CVoDSL)

DC / DC
converter

Figure 14.4 Lifeline phone service for DSL operating in all-digital loop mode.
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For an all-digital loop, the lifeline phone service must be derived from
the DSL frequency band. For SDSL, a maximum of 2.1 W of DC (direct
current) feeding power is provided. This power is inserted at the hybrid of
the access node and extracted at the hybrid of the B-NT. A DC/DC converter
provides the lifeline phone, the B-NT, and the CP-IWF with power. Because
of the relative simplicity of CVoDSL functionality, the power consumption
of the B-NT and CP-IWF can stay within the power budget requirements.
More details on the CVoDSL functions performed in the B-NT and CP-IWF
are described in Section 14.5.

Other approaches for providing lifeline service in combination with
VoATM or VoIP are in general supported by DSL.

14.5 Channelized Voice over DSL

CVoDSL technology has been defined for derived voice functionality in
ADSL and SDSL. The CVoDSL approach transports voice without packeti-
zation, so the processing needs are reduced while the QoS characteristics
are improved. The access network architecture of existing POTS and ISDN
at the CO is used for this technique.

14.5.1 CVoDSL Network Architecture
For the CVoDSL network, it is required that the DSL CPE (B-NT and CP-IWF)
and the DSLAM have the capability to switch the voice information and
perform interworking for the basic POTS control functions.

The DSL CPE supports POTS and ISDN phones derived from the DSL
band. At the DSL link, the voice is transported in parallel with the data
packets, but in a separate part of the DSL payload. With this approach, a
high QoS is ensured, because the voice transmission is not influenced by
the data traffic. The DSLAM requires two interfaces at the VB reference point

Voice
switch

DSL
DSL

ISDN

POTS
CPE

Channelized
voice
over
DSL

Internet

DSLAM

ATM

Switch

PSTN

Figure 14.5 Channelized voice over DSL (CVDSL) network architecture.
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(see Figure 14.5): one for the broadband data and one for the connection to
the voice switch. The broadband data is transported to the ATM network,
whereas the voice signal is already in the standardized format (GR-303,
TR-08 or V5.x) for delivery to a class 5 voice switch. The class 5 switch is
a telephony switch providing dial tone, call routing, and all other services
required for connection to the PSTN.

14.5.2 CVoDSL Functionality and Protocols
From the functional point-of-view, the CVoDSL is targeted to provid-
ing multiple phone ports at the customer side by using the existing
infrastructure of today’s voice networks. The DSL CPE does not require
additional processing functions, such as echo cancelation. At both sides
of the DSL (DSL CPE and DSLAM), the voice samples are mapped into
or extracted from the DSL transceiver payload, as specified for ADSLs
in ITU-T G.9xx and for S(H)DSL in the relevant ITU-T and ETSI specifi-
cations. ADSL2 supports voice coding as specified in G.711 and G.726,
while SDSL supports only G.711 encoding. Signaling and control functions
and protocols specific to the type of DSL are described in the following
sections.

14.5.3 ADSL-Specific Aspects
ADSL offers a POTS TC in which the voice samples (G.711) are either
directly mapped into the ADSL frame or the voice is compressed to G.726
(Adaptive Differential PCM (ADPCM)) before the samples are mapped into
the frame.

As shown in Figure 14.6, the methods for channelized voice in ADSL
support several POTS phone ports at the customer premises. The codec
and SLC (Subscriber Line Circuit) codes the analog voice to G.711 com-
pliant format. Optionally, the voice samples can be compressed to G.726
format. The analog signaling is converted to network-specific required for-
mat. This format can differ from countries and is therefore described in this
handbook.

ADSL PMS-TC (Physical Media Specific-Transmission Convergence)
frame transports two bytes of data per active PCM channel (i.e., 64 kbps)
and one byte of signaling information. If there are N PCM byte streams
P(i, j), i = 0 · · ·N−1 (N ≤ 7), and j is the sample index, then the data bytes
are ordered as C(i+ Nj), as shown in Figure 14.7.

One STM-TC bearer channel is used to carry both the PCM voice samples
and the signaling information, which is multiplexed as shown in Figure 14.8.
The signaling byte is appended to the end of the STM frame.

The bandwidth requirement for the Synchronous Transport Mode-
Transmission Convergence (STM-TC) bearer is (2N + 1) × 32 kbps. The
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Figure 14.6 CVoDSL over Asymmetric DSL (ADSL) protocols (CPE (customer
premises equipment) side).

bytes are transported from left to right. In each PCM byte as well as the
signaling channel, the MSB shall be transmitted first.

The mapping of the CVoADSL is performed over the fast path. This path
is chosen to ensure the lowest possible transmission delay for this service.

14.5.4 SDSL-Specific Aspects
SDSL offers three kinds of channelized voice services. The defined TPS-TC
functions are the POTS TC (which is similar to the ADSL POTS TC), the
ISDN TC, and the LAPV5 (Link Access Protocol Version 5) TC.

The methods shown in Figure 14.9 require a different SDSL frame
structure for the voice transport of POTS and ISDN. The PMS-TC sublayer
function is special for SDSL. SDSL offers a frame structure with payload
subblocks operating at 125 µs. This is one-to-one equivalent with the frame
sync clock (FSC) used at the SB reference point.

PCM channels byte order (N active channels—2N bytes)

PCM 1 PCM 2 PCM N PCM 1 PCM 2 PCM N… …

Figure 14.7 CVoADSL pulse-code modulation (PCM) byte ordering.
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SIGPCM 1 PCM 2 PCM N PCM 1 PCM 2 PCM N

PCM channels and signaling byte order (N active  channels—2N + 1 bytes)

0.25 ms

… …

Figure 14.8 CVoADSL frame structure with PCM and signaling.

The POTS TC carries voice data, encoded per G.711, over a B-Channel
which carries an 8-bit voice sample every 125 µs for the POTS phone. The
signaling and control information is translated by the CP-IWF. The content
of this information depends on the signaling protocol used: for example, the
GR-303 specification uses channel-associated signaling (CAS). The frame
map of the POTS TC is illustrated in Figure 14.10.

The voice samples are transparently forwarded by the CP-IWF from the
SB to the TB reference point. Voice samples from the CVoDSL phone(s) are

mapped every 125 µs to the respective payload block B-channel of the SDSL
frame. The payload blocks and the CVoDSL service must be synchronized
to a common clock source.

The signaling channel contains coded signaling or control information.
This signaling information could be country specific and therefore it cannot
be generalized.

The ISDN TC offers the basic characteristics to transport the ISDN data,
which are as follows:

1. B-channels and D-channels are mapped onto SDSL payload chan-
nels every 125 µs.

POTS TC ISDN TC

ISDN
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control
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Figure 14.9 CVoDSL over Symmetric DSL (SDSL) protocols (CPE side).
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Figure 14.10 Mapping of the SDSL frame for channelized POTS.

2. The ISDN basic rate access (BRA) does not need a separate syn-
chronization because the SDSL frames are synchronized to the same
clock domain as the ISDN BRA. Therefore, the ISDN frame word is
not needed, saving 12 kbits/s.

3. The ISDN M-channel is used for transporting ISDN line-status bits,
transmission control information, as well as signaling to control the
ISDN connection. Only the ISDN M-channel functions, which are
needed to control the interface to the ISDN terminal equipment, are
transported over a messaging channel (SDSL embedded overhead
channel (eoc) or fast signaling channel).

The ISDN B- and D-channels are transported within the SDSL payload
subblocks. The SDSL payload data is structured within the SDSL frames as
illustrated in Figure 14.11.

The ISDN D-channel(s) are transparently forwarded by the CP-IWF from
the SB to the TB reference point. Voice samples from the ISDN terminal(s)

have to be mapped every 125 µs to the respective payload block B-channel
of the SDSL frame. With respect to the IOM-2 (ISDN Oriented Modular)
interface (where B-channels are transmitted before the D-channel) the
ordering in the SDSL frame (where the D-channels are mapped first in
the SDSL payload block) where the B-channels bits should be mapped in
the Nth payload block and D-channel bits in the (N+ 1)th payload block.
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Figure 14.11 Mapping of the SDSL frame for channelized Integrated Services
Digital Network (ISDN).

The signaling channel used for the ISDN M-channel is either the SDSL
standard eoc channel (3.3 kbit/s) or the optional fast eoc channel. The
optional 8 kbit/s fast signaling channel is always conveyed in the first z-bit
of the SDSL payload block. If this fast signaling channel is used, up to
6 ISDN BRA can be transported over SDSL. To avoid unnecessary shifting
of ISDN D- and B-bits, the respective D-bits are transmitted after their B-bits
in the subsequent SDSL payload block. The ISDN S-buses, which connect
the ISDN terminals with the NT, can be controlled independently with the
defined ISDN message codes in SDSL. The main functions of these messages
are as follows:

• Initiate activation form the LT side
• Initiate activation from the NT side
• Initiate deactivation from the LT side
• Initiate loopback functions from the LT side
• Allow control of the NT ISDN finite state machine from the LT side

The LAPV5 TC is based on mapping and time slot allocation of CVoDSL
based, LAPV5 enveloped POTS or ISDN transport, which is for ISDN an
alternative procedure to the simple use of D-channel messages as described
in the ISDN TC (see Figure 14.12). Either CVoDSL based POTS or ISDN
transport is possible at a time.
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Figure 14.12 Example for channelized LAPV5 enveloped POTS and ISDN.

The existence of available signaling channels is negotiated at the SDSL
start-up via handshake procedure.

The protocol architecture in Table 14.4 covers the LAPV5 enveloped
simultaneous support for POTS and ISDN.

The LAPV5-EF (Envelope Function) address envelopes the frames
for signaling of an individual ISDN access, or for POTS signaling or for
POTS/ISDN port control.

Table 14.4 LAPV5 Protocol Architecture
POTS Signaling POTS/ISDN Port Control

EN 300 324-1, Clause 13 EN 300 324-1, Clause 14 ISDN Signaling
LAPV5-DL LAPD

EN 300 324-1, clause 10
LAPV5-EF Address

EN 300 324-1, clause 9
TPS-TC

PMD-TC, PMS-TC
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For the reliable transport of POTS signaling and POTS/ISDN port control
messages, the data link protocol LAPV5-DL (Data Link) is used which is a
simplified version of LAPD (Link Access Protocol D). The LAPV5-DL proto-
col means that only one common instance of LAPV5-DL is used for both the
POTS signaling and the POTS/ISDN port control, and that the LAPV5-DL
address (ETSI EN 300 324-1, clause 10.3.2.3) takes the value of all zeros.
POTS signaling messages and POTS/ISDN port control messages are distin-
guished by means of the message type information element (ETSI EN 300
324-1, clause 13.4.4). Operation of ISDN layer 2 links is defined by LAPD.

14.5.5 Differences Relevant to VDSL
VDSL does currently not provide a channelized voice path.

14.6 VoATM over DSL

The transport of voice services, voice-band data, and fax traffic over a
broadband subscriber line connection (including ADSL, SDSL, and VDSL)
between the customer premises and the service provider’s switched tele-
phone network is realized with the Broadband Loop Emulation Service
(BLES). BLES is a subset of functions defined by the DSL Forum, based
on the ATM Forum’s Loop Emulation Service (LES) specification. BLES
includes support for the VoDSL reference model for functional blocks and
interfaces as defined in the reference model (see Figure 14.13). In addi-
tion, BLES includes support for the VoDSL-IWF reference model for both
POTS and ISDN delivery methods, and the services supported by a service
provider class 5 switch and CPE. BLES networks are expected to operate in

ATM 
over 
DSL

DSLAM

Voice 
switch

Internet

PSTN

DSL
CPE

VoATM DSL ATM

BRAS

VoATM 
gateway

Figure 14.13 Voice over ATM (VoATM) over DSL network architecture.
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environments that may inter-mix voice channels with data services at the
DSL interface. BLES network topologies rely on IWF located in the access
network and at the customer premises to derive narrowband services. A DSL
interface provides a broadband access between the customer premises and
a network capable of supporting these derived narrowband services. BLES
includes the support for compressed voice and non-compressed voice to-
gether with or without silence removal. This section includes details of the
architecture, a list of requirements, and recommended protocols and inter-
faces based on (where possible) existing standards that are specific to BLES.

14.6.1 VoATM Network Architecture
The Figure 14.13 illustrates the VoATM based network architecture and its
elements.

The DSL CPE must provide functions to packetize voice samples in ATM
cells, as well as to provide emulation functions for the call signaling. At
the DSL link, the ATM layer used for data service is also used for voice
service. The voice information transported over a dedicated ATM VC (virtual
channel). In addition, the ATM layer provides a highly sophisticated QoS
called traffic management. This service ensures a predefined priority for the
voice cells. The cells are transported by the DSLAM and routed through
the ATM network. At the destination of the ATM VC is a VoATM gateway.
This gateway terminates the ATM VC and voice cells are de-packetized and
converted to standard based format (GR-303, TR-08 or V5.x) for delivery
to Class 5 voice switch. The Class 5 switch is a telephony switch providing
dial tone, call routing, and other services. Class 5 switches are connected to
the PSTN.

14.6.2 VoATM Functionality and Protocols
The VoATM protocol AAL2 makes use of features like compression, voice
activity detection (VAD), and comfort noise generation (CNG). Along with
this comes the requirement to implement an echo cancelation.

The functions mentioned in Figure 14.14 are characterized by the fol-
lowing capabilities.

The ATM layer is specified by the ITU-T I.356, I.361, and I.432. ATM
includes other functions like Operation and Maintenance (OAM) (ITU-T
I.610), traffic management (ATM Forum af-tm-0056.000), management (ILMI
(af-ilmi-0065.000)), and signaling (ATM Forum af-sig-0061.000). All these
functions are also required for the data service over DSL and therefore not
discussed in this chapter.

For the above mentioned ATM layer function, the traffic management at
the CPE side is performed in direction from CPE to network called traffic
shaping.
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Figure 14.14 VoATM over DSL protocols (CPE side).

For the AAL2 functionality, the ATM Forum af-vmoa-0145.000 specifica-
tion LES using AAL2 was adapted by the DSL Forum (TR-039: requirements
for Voice over DSL access facilities to BLES and reduced to general require-
ments. Coming to the AAL2 protocol, it is divided into the common part
sublayer (CPS) and the service specific convergence sublayer (SSCS) func-
tions. The CPS function takes care of encapsulating the AAL2 mini-cells
in ATM cells. Two options can be used for this function, CPS-lite which
means that multiplexing of type 1 packets from several channels is not
supported. Unused bytes of these cells are filled with “padding bytes.” The
CPS function offers support for several channels multiplexed in ATM cells.
The minimum requirement is the support of the CPS-lite function.

The SSCS function is divided in type 1 and type 3 frames. Type 1 frames
are used to transport voice samples, silence descriptors, and signaling or
management information. The transport of voice samples is defined with
several profiles covering G.711, G726 ADPCM, G279a, and others. The
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optional functions of AAL2 are voice compression which offers a signifi-
cant reduction of required bandwidth in the access network but requires
an echo compensation at both sides of the VoATM connection.

Silence descriptors are cells used to control the optional function of VAD
and silence suppression. This cell includes the noise level of the sender.

Signaling and management related functions transported over type 1
frames are using two additional functions on top of it. The SSSAR (service
specific segmentation and reassembly) function is responsible to segment
frames larger than 44 bytes in pieces. At the receiving side, segmented
frames can be distinguished with the UUI (User–User-Identification) field,
which is a part of the AAL2 mini-cell. Above is the SSTED (service specific
transmission error detection) function which is used to provide reliable
transmission of the transported content. The transported content consists
of call signaling or control for V5.x based networks and AAL2 management
information. Only the call signaling or control functions are described in
this chapter.

The DSS1 (Digital Subscriber Signaling System No.1) message relay func-
tion is used to tunnel the ISDN D-channel through the ATM network, as
illustrated in Figure 14.15.

The ISDN message relay function gives an example of how VoATM
works in terms of interworking. The similar concept is used for functions
like ELCP (Emulated Loop Control Protocol) and PSTN (public switched
telephone network) protocol. These parts are required to ensure com-
plete interworking with existing V5.x networks. Functions transported over
type 3 packets are used for GR-303 core networks. Parts of type 3 packets,
namely DTMF (Dual-tone multi-frequency) and user state control, might
also be in V5.x networks.

As conclusion, it should be noticed that VoATM has defined a complete
protocol suite for voice services.
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Figure 14.15 DSS1 (Digital Subscriber Signaling System No.1) message relay
function over ATM adapter layer 2 (AAL2) over DSL.



Dedieu/Implementation and Applications of DSL Technology AU3423_C014 Final Proof Page 546 18.9.2007 04:24am

546 Implementation and Applications of DSL Technology

14.6.3 Differences among ADSL, SDSL, and VDSL
Voice transport using ATM is possible for all DSL technologies. The only dif-
ference is the number of supported voice calls. For ADSL bandwidth, valid
for ADSL and VDSL, the upstream bandwidth is the limitation. The symmet-
ric bandwidth DSLs, SDSL and VDSL symmetric option, offer more voice
calls if the upstream bandwidth is always higher than the ADSL upstream.

14.7 VoIP over DSL

VoIP is the most emerging voice application over DSL. Because of the only
voice technology which allows merging the data access for Internet service
with traditional voice service, it reduces the network infrastructure require-
ments. Key factors like sharing the infrastructure for broadband Internet
access and reducing the maintenance cost are just some of them. From the
DSL perspective, the required protocol layers and physical layer adaptation
are already in place. DSL offers high bandwidth Internet data access which
is based on IP.

14.7.1 VoIP Network Architecture
Figure 14.16 should illustrate the VoIP-based call connection transported
over ATM network architecture and its elements.

The DSL CPE must provide functions to packetize voice samples into
VoIP-frames and then into ATM cells. The call signaling information is

VoIP DSL
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ATM
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DSL
DSL

DSLAM

ATM

BRAS

Media
gateway

Media
gateway

PSTN

Internet
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b

Figure 14.16 Voice-over-Internet Protocol (VoIP) using ATM over DSL network
architecture.
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translated into VoIP-based signaling and is also packetized into ATM cells.
At the DSL link, the ATM layer used for data service is also used for voice
service. The voice information is transported over a dedicated ATM VC or
shared with other connections which are multiplexed at higher layer. In
addition, the ATM layer provides a highly sophisticated QoS, called traf-
fic management. This service allows ensuring a predefined priority for the
voice cells, in the case of dedicated ATM VC. The cells are transported by
the DSLAM and routed through the ATM network. At the BRAS (broadband
remote access server), two paths for the VoIP packets are possible:

1. Destination of the VoIP packets is a media server which is part
of the access network service provider’s network. The BRAS will
terminate the ATM VC and the VoIP connection is terminated by
the media gateway. Voice cells are de-packetized and converted to
standard based format (GR-303, TR-08 or V5.x). The Class 5 switch
services like providing dial tone, call routing, and other services are
part of the media gateway. The Media Gateway is connected to the
PSTN.

2. VoIP packets are forwarded to the Internet, which means that the
ATM connection must be terminated at the BRAS. From the Internet
the VoIP connection is routed to the destination, which could be
a media gateway. Voice cells are de-packetized and converted to
standard based format (GR-303, TR-08 or V5.x) for delivery to the
PSTN. Here the Class 5 voice switch functionality is part of the
media gateway.

The IEEE 802.3ah Ethernet in the First Mile (EFM) task force has developed
standards for Ethernet PHYs to be used on twisted pair copper wiring in
the public access network (see Figure 14.17). The task force is basing these
new PHYs on DSL transceivers, namely G.993.1 (VDSL1), G.993.2 (VDSL2),
G.991.2 (SHDSL), and G.992.3/5 (ADSL2/2+). The DSL technology for short-
reach EFM is VDSL. This leads to new network architecture for VoIP using
Ethernet-based network architecture and its elements.

The DSL CPE must provide functions to packetize voice samples in VoIP
frames and in addition to Ethernet frames. The call signaling information
is translated into VoIP-based signaling and is also packetized into Ethernet
frames. At the DSL link, the IEEE EFM TC layer is used for data service
as well as for voice service. In this scenario, the IP must provide a QoS.
This service must ensure a predefined priority for the voice cells. The EFM
frames are transported by the DSLAM and routed through the Ethernet
network. At the BRAS, two paths for the VoIP Ethernet frames are possible:
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Figure 14.17 VoIP using IEEE (Institute of Electrical and Electronics Engineers)
EFM (Ethernet in the First Mile) over DSL over Ethernet network architecture.

1. Destination of the Ethernet connection is a media gateway which
belongs to the access network service provider. This gateway ter-
minates the Ethernet protocol and the VoIP connection. Voice cells
are de-packetized and converted to standard based format (GR-303,
TR-08, or V5.x). The Class 5 switch function is part of the gateway,
which is connected to the PSTN.

2. VoIP packets are forwarded to the Internet, which means that the
media gateway belongs to an independent service provider. In this
example, the VoIP connection is routed to the media gateway over
the Internet. Voice cells are de-packetized and converted to standard
based format (GR-303, TR-08, or V5.x) for delivery to the PSTN.
Here the Class 5 voice switch functionality is part of the media
gateway.

VoIP allows many other call scenarios, like calls to other DSL broadband
users which avoid the connection to the PSTN.

14.7.2 VoIP Functionality and Protocols
The VoIPs make use of the IP, which is common for both voice and sig-
naling or control information. At the higher-layer protocols, these streams
are treated differently. The following example should describe the basics
for VoIP.

The A/D converter works with at least 14-bit resolution. The 14-bit sam-
ple will be converted to µ-Law or A-Law resulting into 8-bit sample. µ-Law
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Figure 14.18 Example of real-time packets (RTP) application (one direction).

is used in North America and A-Law is used in Europe and Japan. The RTP
are designed for real-time applications on IP. The most important features
are the sequence number (SN) to allow the right re-assembly of particular
packets, and the time stamp which allows synchronization and jitter cal-
culation at the destination. The User Datagram Protocol (UDP) provides
the primary mechanism that application programs use to send datagrams
to other application programs. UDP provides protocol ports used to distin-
guish among multiple programs executing on a single machine. That is, in
addition to the data sent, each UDP message contains both a destination
port number and a source port number making it possible for the UDP soft-
ware at the destination to deliver the message to the correct recipient and
for the recipient to send a reply. The RTP/UDP encapsulated voice samples
are then encapsulated in IP frames. These frames can be transmitted over
DSL. Assuming that over the IP network the packets are out of order and
one packet is lost (example in Figure 14.18), at the receiver side, the infor-
mation of the RTP is used to re-order the packets and to insert noise for
the lost packet. The signaling or control information is transported over the
Transport Control Protocol (TCP) to achieve a reliable transport. The higher-
layer application is typically H.323 or Session Initiation Protocol (SIP).

The protocol suite required for VoIP is in the case of H.323 based on
existing voice network protocols. SIP is defined independent from the voice
network protocols used. The choice of the protocol suite is independent
of the DSL technology (see Figure 14.19).

14.7.3 Commonalities Relevant to All DSLs
With respect to the network architecture shown in Figure 14.16, the pro-
tocols required for VoIP using ATM as transport protocol is shown in
Figure 14.20.
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Figure 14.21 VoIP overVery High Bit-Rate DSL (VDSL) using IEEE Ethernet trans-
mission convergence (TC).

As shown in Figures 14.20 and 14.21 , the transport of voice samples and
signaling is processed over several protocol layers. For the transport over
DSL, the ATM TC is used. The handling in this layer does not differ from the
VoATM-based system. Main difference starts with the ATM adaptation layer.
For VoIP, AAL5 is used, which is the same as for data services. This means,
the ATM layer is typically configured for multiple VCCs (virtual channel
connections), to ensure a higher QoS for the ATM cells containing VoIP
samples. It should also be considered to implement a QoS on IP/Ethernet
level to avoid unnecessary added delay at this level.

14.7.4 SHDSL- and VDSL-Specific Aspects
As already mentioned, for VDSL1 or 2 and SHDSL, it is possible to use
another TPS-TC function. The IEEE 802.3 ah specifies how to transport the
network protocol Ethernet over DSL. With this, the protocol architecture
for VoIP below the IP protocol looks different to the one when ATM is
used.

The amount of protocol layers in this approach is reduced compared
to the VoIP over ATM-based solution. The packetization delay added by
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Table 14.5 Comparison of Overhead Bandwidth Occupation

Efficiency (percent)
Ethernet over ATM (EoA)
with LLC Encapsulation,

VDSL EFM-TC Mode
(4-Byte Ethernet CRC,

Ethernet Frame (Bytes) no FCS 2-Byte TC CRC)
64 60.37 92.67
128 80.5 95.48
256 80.5 96.95
512 87.82 97.7
1024 87.82 98.08
1516 89.38 98.2

the ATM protocol is eliminated with this method. On the other hand, it
requires a QoS support at IP/Ethernet level because of the not existing ATM
QoS. What is more straight-forward is the reduced overhead bandwidth
occupation. A comparison is given in Table 14.5.

14.7.5 Differences Relevant to ADSL
ADSL has currently not specified an EFM-TC layer function. ADSL2 and
ADSL2plus have specified the use of EFM-TC under the definition PTM-TC
(Packet transfer mode transmission convergence).
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Abstract Loop bonding is a method by which carriers can use two or
more copper pairs to the customer to increase the throughput to an end
user. Most traditional Digital Suscriber Line (DSL) services have been based
on single pair technologies (e.g., residential asymmetric DSL [ADSL]) or

553
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two pair technologies (e.g., High Bit-Rate DSL4 [HDSL4]), and have been
relatively rigid in their deployment options. Loop bonding allows multiple
pairs to be used together in a very dynamic, flexible manner to achieve
more bandwidth to the subscriber. These techniques are being applied for
residential triple-play services as well as high-speed symmetric business ser-
vices. Loop bonding applications have focused on supporting a particular
type of payload, for example, ATM (Asynchronous Transfer Mode) or Ether-
net, and offer very efficient mechanisms for using multiple pairs for band-
width and resiliency improvements. This chapter discusses loop bonding
technologies for supporting both ATM and Ethernet, and shows how these
techniques are being used by carriers for a wide variety of applications.

15.1 Introduction

Because the bit rate that can be delivered by any Digital Subscriber Line
(DSL) is limited by loop topology and crosstalk, a single copper pair may
not provide adequate capacity for a desired service. In such cases, loop
bonding can be used to combine the payloads of multiple DSLs into a
single aggregate stream, which can be used to increase the rate at a given
reach or the reach of a given rate. Because most DSL technologies are rate
adaptive and can automatically connect at the maximum possible rate given
the individual loop conditions, it is desirable that loop bonding solutions
provide the capability to bond lines running at different data rates.

Using multiple pairs in a bonded application is not new. Inverse mul-
tiplexing over ATM (IMA), Multilink Point-to-Point Protocol (MLPPP), and
802.3ad link aggregation provide methods to enable the use of multiple
lines in a bonded application. However, none of these solutions were
specifically designed for operation over DSLs, and consequently each
method has inherent drawbacks when used in the DSL environment.

To address limitations of the existing bonding technologies, ATIS NIPP-
NAI and the ITU-T have standardized three distinct methods that can be
used to bond DSLs running at different data rates:

1. ATM-based DSL bonding
2. Ethernet-based DSL bonding
3. Time-division inverse multiplexing (TDIM)

Each method is designed to pair with a particular transmission proto-
col specific transmission convergence layer (TPS-TC), i.e., Asynchronous
Transfer Mode (ATM)-based bonding assumes that DSL transceivers use
an ATM transmission convergence layer (ATM-TC, see chapter 17), and
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Ethernet-based bonding assumes a packet transfer mode transmission con-
vergence layer (PTM-TC) based on an encapsulation scheme known as
64/65B, which is used in the “Ethernet in the First Mile” (EFM) standard from
the IEEE (see chapter 13). As such, the bonding functionality can reside
outside the DSL transceivers and communicate over the defined TC layer.

To bond pair running at different data rates, four fundamental functions
must be specified [DSL Anywhere]:

1. Segmentation—aggregate data stream is partitioned into fragments.
2. Framing—overhead bits used for fragment delineation.
3. Sequencing—a specific tag for each fragment used to reconstruct

the aggregate stream.
4. Delineation—reception of the individual fragments.

In addition to these basic functions, the bonding standards also address
operations and maintenance functions including initialization of the bonded
group and removal of faulty pairs. This chapter discusses the ATM and
Ethernet bonding standards in detail.

15.2 ATM-Based Bonding

Although operators have begun recently to convert to Internet Protocol (IP)-
based networks, the majority of existing equipment is ATM-based. This is
especially true for ADSL, because the DSL Forum Interoperability specifica-
tions TR-048 and TR-067 assume that ATM is used between the DSLAM and
the customer premises equipment (CPE) [TR-048] and [TR-067]. Because
ATM bonding only requires ATM to be used on the DSLs, ATM-bonding
can be used even if other parts of the network are not ATM-based.

Loop bonding using ATM was first standardized by the ATM forum as
IMA [ATM Forum AF-PHY]. This method forces each link to operate at the
same nominal bit rate, and, by using a round-robin procedure to allocate
cells to the various links in the group, explicit cell sequencing information
is not required to reassemble the original stream. Also, special control cells,
called ICP (IMA Control Protocol) cells, are used for operations, administra-
tion, and maintenance (OAM) messaging, and the timing of these ICP cells
is defined so that the round-robin order is not disrupted in an IMA frame.

In 2004, ATIS committee NIPP-NAI (formerly T1E1.4) approved T1.427.01
[T1.427.01], which is a standard for ATM-layer bonding of pairs that
may have disparate data rates.∗ In ATM, the segmentation, framing, and

∗ ITU-T Recommendation G.998.1 [G.998.1] is virtually identical to T1.427.01.
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delineation functions are already defined in the ATM-TC, so only a sequenc-
ing function is needed to bond pairs with different rates. Each 53-byte ATM
cell has a 5-byte header, and three of those bytes are used to identify the
particular virtual path, virtual circuit (VP/VC) connection. Because only a
very few of these are needed between the DSLAM and the CPE, the ATM-
based bonding standards redefine the ATM header to use some of these
bits to carry sequence information with no additional overhead. Because
the existing cell format is reused in a way that is transparent to the ATM-TC,
no additional framing protocol is necessary to maintain the other functions
required for bonding.

15.2.1 Benefits of the New ATM-Based Bonding
Approach

In addition to those benefits common to each of the DSL bonding
standards, ATM-based bonding provides several additional advantages
[DSL Anywhere]:

1. Uses existing ATM infrastructure. Allows reuse of existing ATM-
based equipment.

2. Works with existing DSL transceivers. ATM-based bonding works
with the standardized DSL ATM-TC. In contrast, IMA requires the
ATM-TC not discard errored cells and not generate or terminate
idle cells.

3. Facilitates centralized implementation. The sequence number (the
SID, which is described below) provides the ability to reassemble
the original cell stream even if the member links terminate on dif-
ferent line cards.

4. Low bonding overhead. ATM bonding uses existing bits in the ATM
cell header to convey sequence information. The only overhead
required for bonding is the status messages, which are nominally
one cell per second per link.

15.2.2 Technical Overview
Figure 15.1 provides a high-level operational diagram of ATM-based bond-
ing. The transmitting entity receives the aggregate ATM stream, inserts the
sequence ID (SID) into each header, and distributes these modified cells to
each of the bonded links in the group to be transported to the CPE modem.
The receiving entity takes the individual streams from the member links and
reconstructs the original stream from the SID values.
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Figure 15.1 Operational diagram of Asynchronous Transfer Mode (ATM)-based
bonding.

The central office (CO)-side and CPE-side status messages are used to
communicate OAM information. During initialization, these messages are
used for pair discovery to determine the member links of the group and
determine which lines are capable of carrying bonded traffic. In data mode,
the quality of each link is monitored and frequently communicated to the
transmitter via this overhead channel. If the performance of a particular
link deteriorates, these status messages are used to instruct the transmitter
not to use this link.

15.2.2.1 Reference Model

The ATM bonding functionality resides above the ATM-TC of the DSL
transceiver and below the ATM transport layer, as shown in Figure 15.2.
The ATM bonding protocol takes a cell stream from the ATM transport
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Figure 15.2 User plane protocol reference model of an ATM-bonded group.
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Figure 15.3 Standard and modified ATM cell headers.

layer, splits it into lower rate cell streams, and passes the streams to the
individual transceivers across the γ -interfaces.

15.2.2.2 Cell Header Format

In ATM-based bonding, the SID may be either 12 or 8 bits. Various ATM
cell header formats are shown in Figure 15.3, with Figure 15.3a being the
standard ATM cell format. With bonding, the upper 8 bits from the VCI
field are used for the SID, and in the case of the 12-bit SID, the 4-bit GFC
(generic flow control) field forms the upper four bits of the SID, as shown in
Figures 15.3b and 15.3c, respectively. It should be noted that if the modified
cells must have layer 2 transparency, the 8-bit format will likely be required,
because ITU Recommendation I.361 and ATM Forum UNI 4.1 specify that
the GFC bits shall be set to zero.

15.2.2.3 Autonomous Status Messages

ATM-bonding also defines a control protocol that is used to communicate
status of the group and the constituent links. This information is conveyed
via a single-cell message called the autonomous status message (ASM),
which includes several fields that are described in Table 15.1. These mes-
sages are sent nominally once per second on each link, although ASMs may
be sent at any time to communicate urgent information such as degradation
of link quality.

The status of each link in the group in both the transmit and receive
directions is communicated via the Tx link status and Rx link status fields
of the ASM. Each is an eight-octet field, which carries two status bits for
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Table 15.1 Select Fields of the Autonomous Status Message (ASM)

Field Function
Group ID Unique identifier for a bonded group
Tx link number Identifies link that carries a particular ASM
Number of links Total number of links in the group
Rx link status Status of each link within the group at the receiver
Tx link status Status of each link within the group at the

transmitter
Insufficient buffers Receiver has insufficient buffers to support bonding

all links in the group
Group lost cells Count of cells lost at the bonding layer

each of the potential 32 links in the group. These status bits are defined in
Table 15.2. It should be noted that the upstream and downstream directions
are independent, and the standards do not require link usage to be the same
in both directions.

15.2.2.4 Operation

Under normal operation, the bonding transmitter takes the aggregate cell
stream from the ATM transport layer, inserts a sequential SID into each cell
header, and sends cells to the constituent links in any arbitrary order. At
the receiver, each link passes the unmodified cells to the bonding receiver,
which reassembles the original cell stream based on the SIDs and replaces
the SIDs with zeros before passing this stream to the ATM transport layer.

The receiving entity is primarily responsible for determining which
links can carry bonded traffic. Using ASM transactions, the status of each
link is communicated on all links, so if a particular link drops or other-
wise has insufficient performance, this information is communicated to the

Table 15.2 Tx Link Status and Rx Link Status

Status Value Link Status Description
Not provisioned 00 Link number not part of the

provisioned group
Should not be used 01 Inform far end not to use a link that

is a member of the group (e.g.,
quality is unacceptable at the
receiver, not needed by the transmitter)

Acceptable to carry bonded
traffic

10 Link under consideration to carry
bonded traffic

Selected to carry bonded
traffic

11 Bonded traffic may flow on this link
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transmitter on all links. The receiver will continue to monitor links that
are not being used to carry traffic, and when quality is restored on the
troublesome link, the receiver will inform the transmitter by sending ASMs
on all links. The content of the ASMs will indicate that the particular link in
question can be used to carry bonded traffic again. The transmitter has final
control over which links carry traffic, and it is not required to use a link
the receiver has deemed acceptable. Although no link state information is
formally communicated or required in ATM-based bonding, the standards
do provide an informative link status state diagram based on Tx link status
and Rx link status. This state diagram, shown in Figure 15.4, applies to both
directions of a given link, although the two directions have independent
state machines. Note that traffic can only flow on a link if the Tx link status
and Rx link status are both set to “11,” which means they are selected to
carry bonded traffic.

Minimization of differential delay between the links in a group is
important, because significant differences in delay between the links must
be compensated by buffering, and it is also possible to exhaust the avail-
able number of SIDs. ATM bonding provides some methods to minimize
these effects. One of the major factors influencing delay is the setting of the
interleaver depth for DSL systems that use a combination of Reed–Solomon
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Rx = 11 and Tx = 11

Tx = 10 and Rx = 10 
(accepted)

Rx = 01 or Tx = 01
or ASM timeout

Tx = 10 (proposing) 
and Rx = 01

Tx = 11 and Rx = 11 
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Figure 15.4 Informative link status state diagram.
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coding and interleaving, such as ADSL and VDSL (Very High Bit-Rate DSL).
Typically only a maximum delay is specified, and the modem may choose
any interleaver depth that does not exceed the maximum delay. To force
the differential delay between links in a bonded group to be as small as
possible, ATM bonding can also specify a minimum delay tolerance via the
G.994.1 handshake transactions, which informs the individual transceivers
of a minimum delay that must be met as well.

The receiver is responsible for determining buffer requirements given
the rates and delays of the constituent links, and the receiver must never
allow the transmitter to use links that will exceed the buffering capabilities
of the receiver. If the receiver cannot use all of the links which have been
determined to be acceptable to carry bonded traffic, the receiver must set
the insufficient buffers field in its outgoing ASMs to inform the transmitter
of this situation.

Because network-side processing and memory are typically more
expensive than at the CPE side, ATM bonding provides a mechanism to fur-
ther reduce the upstream differential delay. Through ASM transactions, the
bonding entity at the CO can specify additional delays to be added to each
upstream link to minimize the differential delay at the upstream receiver.

15.2.2.5 Initialization

The initialization procedure is defined for links that are in data mode and
have an ATM path present. The bonding transmitter at the CO begins by
sending ASMs on each link with the correct group ID and link number so
that the bonding receiver at the CPE side can identify the constituent links.
After the bonding entity at the CPE side receives at least one ASM on each
link in the group, the CPE side responds by sending ASMs to the bonding
receiver at the CO. Once the links have been identified, the upstream
and downstream directions operate independently: the bonding receiver
informs the bonding transmitter which links are acceptable to carry traffic,
but the transmitter is always in control of which links are actually used.

15.2.3 Summary
Because the vast majority of DSL deployments use ATM between the DSLAM
and the subscriber, ATM-based bonding provides a means to dramatically
improve data rates using multiple pairs served using existing equipment.
Channel conditions such as loop attenuation and crosstalk are primary
factors that determine the bit rate that can be supported by a DSL, and
ATM-based bonding improves on traditional IMA in that the constituent
links are allowed to operate at different data rates, thereby maximizing
the aggregate rate. Because segmentation, framing, and delineation are
already defined in ATM, only the sequencing function must be added to
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provide this functionality, although implementations will also need the ASM
state machine, the initialization state machine, and a rate adaptive mecha-
nism to distribute traffic to the pairs. By redefining bits in the ATM header,
sequencing information is inserted without any additional overhead. With
fewer constraints and complexity than IMA, ATM-based bonding is a rather
simple, robust means by which to provide higher data rates using the
existing ATM access network.

15.3 Ethernet-Based Bonding

In June 2004, IEEE 802.3 Working Group ratified a new version of the ever-
evolving Ethernet standard [802.3]: IEEE 802.3ah [802.3ah], called Ethernet
in the First Mile (EFM). This new standard adapts Ethernet—the best known
and most widely used LAN technology in history—for deployments in car-
rier access networks. EFM can replace the complex and costly ATM and
SONET (synchronous optical networking) access networks with simpler,
more cost-effective Ethernet access networks, resulting in immediate sav-
ings in capital and operating expenditures, as well as increased bandwidth
and service options to the subscriber.

EFM defined two new physical layer specifications for delivering Ether-
net over plain old telephone lines: 2BASE-TL and 10PASS-TS. These deliver
the simplicity and flexibility of Ethernet while still maintaining the spectral
compatibility of xDSL.

The EFM specifications for Ethernet over copper defined two key
enhancements to traditional xDSL technology. First, EFM defined a new,
very efficient, encapsulation method for transporting Ethernet over lower-
speed connections with a relatively high bit error ratio (the relative bit error
ratio [BER] of 10−7 for xDSL is much higher than that of optical Ethernet).
Second, EFM defined a method by which multiple pairs of xDSLs can be
aggregated into a single Ethernet connection. These two enhancements
represent a significant improvement in the efficiency and flexibility of
Ethernet transport over xDSL.

The multipair aggregation strategy of EFM has also been standardized
by ATIS as T1.427.02 [T1.427.02] and also by the ITU as G.998.2 [G.998.2],
part of the G.bond initiative. The following sections describe the Ether-
net bonding strategy and how it differs from other multipair aggregation
technologies.

15.3.1 Benefits
The Ethernet transport and bonding mechanisms of IEEE 802.3ah, which
are generalized in G.998.2, provide some key benefits for the data access
market when compared to other multilink access technologies.
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1. Support of pairs running at different rates. One of the key benefits
first introduced by Ethernet bonding, and later capitalized on by
other bonding approaches, is that the pairs in the aggregate group
can be running at different bit rates. In bonding approaches prior
to Ethernet bonding, all lines in an aggregate group had to be run-
ning at the same rate, even if one of them had to be run at an
unnecessarily low rate to do so. This essentially wasted significant
bandwidth (data rate). With Ethernet bonding, pairs running at dif-
ferent speeds can be fully utilized, thus providing optimal use of
the limited bandwidth available in the access network.

2. Low overhead. Ethernet bonding uses a very small (2-octet) frag-
mentation header per fragment. This results in negligible overhead
(e.g., on a 512-octet fragment, the overhead is 2/514 < 0.4 percent),
especially when compared to more traditional technologies such as
ATM where the overhead generally averages over 20 percent. This
high overhead comes from ATM cell encapsulation, in which 5 of
every 53 octets are ATM cell headers, and where parts of ATM cells
are padded when a frame does not partition evenly into ATM
cells. For example, a 64-octet Ethernet frame has to be carried by
two ATM cells (so only 64 of 106 octets are actually used).

3. Dynamic handling of new and failed pairs. With Ethernet bond-
ing, new pairs can enter a group without causing any disruption.
Failed lines can be quickly detected and removed from the aggre-
gate group, with negligible loss and correction times well below
50 ms.

4. Flexible transmit algorithms optimized for different applications. As
discussed later in this section, Ethernet bonding can be designed
to minimize overhead or to minimize latency, or to find some bal-
ance between the two. This flexibility allows implementers to design
bonding algorithms that are optimal for the intended applications.

5. Pure Ethernet. A standard rule in telecommunications is that more
than 95 percent of all data transmitted either starts or ends as an
Ethernet frame. Because of this reality, more and more carriers are
moving to a pure Ethernet/IP network, eliminating the complexity
of ATM and TDM (time-division multiplexing) infrastructures. Ether-
net bonding allows carriers to build a pure Ethernet next-generation
network and eliminate the hassles and complexity of ATM VCs and
SONET circuits.

As access networks continue to evolve, the Ethernet bonding initiative
is positioned to be a critical technology required to deliver the business
and residential services of today and tomorrow. Already, carriers deploy-
ing video services over xDSL have realized that more than one xDSL may
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be required to support the bandwidth needs of complex IP video services.
Ethernet bonding provides a simple and natural mechanism to deliver these
services today.

15.3.2 Architecture
A key design goal of the Ethernet bonding initiative was to leverage existing
xDSL and Ethernet standards as much as possible. In particular, the speci-
fication had to support the use of existing Ethernet Media Access Control
(MAC) layers and existing xDSL technologies, all while providing the flex-
ibility for new and different physical layers to be supported in the future.

As shown in Figure 15.5, the EFM specifications introduced three new
layers into the Ethernet/xDSL hierarchy. The rate matching layer provides
an adaptation that allows existing Ethernet MACs running at 100 Mbps to
operate properly over Ethernet over copper interfaces running at variable
rates that are less than 100 Mbps. The loop aggregation layer provides
the mechanisms for fragmenting and reassembling so that multiple copper
pairs provide a single Ethernet interface. The 64/65-octet encapsulation
layer provides the framing and encapsulation so that Ethernet frames and
fragments can be delivered properly over individual copper pairs.

The architecture of Figure 15.5 is important in that it is very flexible in
the type of physical layer that can be supported, and the loop aggregation
functionality is independent of the physical layer and framing mechanisms
used to transport the data.

15.3.3 Ethernet Bonding—Overview
The loop aggregation techniques of IEEE 802.3ah are simple yet power-
ful. Frames are passed to the loop aggregation layer from the higher
layer, where they are fragmented and distributed across the loops within
the aggregate group. When transmitted across the individual loops,

Media Access Control (MAC)

Reconciliation

MII

Rate matching

Loop aggregation

64/65-octet encapsulation

Physical layer

64/65-octet encapsulation

Physical layer

Traditional
Ethernet layers

New Ethernet
layers

Existing ITU
physical layers

Figure 15.5 Ethernet in the First Mile (EFM) Ethernet over copper architecture.
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a fragmentation header is added, which includes a sequence number
and frame markers. This header is used by the receiver to resequence the
fragments, and to reassemble them into complete frames.

The Ethernet bonding function can be partitioned into four components:

1. Group Definition—deciding if a set of lines can be aggregated into
a single Ethernet port.

2. Fragmentation—the process of partitioning an Ethernet frame into
multiple fragments for transmission over multiple lines.

3. Reassembly—the process of reassembling a stream of Ethernet frag-
ments into Ethernet frames.

4. Initialization—the process of bringing up a line and joining an
aggregate group.

Each of these functions is covered in the following sections.

15.3.3.1 Group Definition

In any process by which a stream of data is partitioned across multiple
connections, it is important to control the differential latency between the
connections. If there is a very high differential latency between two con-
nections in an aggregate group, then reconstituting the original stream can
require a great deal of memory at the receiver, and it can add latency to
the traffic flow. This leads to a costly and poor overall solution.

The differential latency between two pairs is affected by a number of
factors, including the following:

• Speed of the pairs. A higher bit rate line can transmit more bits per
second than a lower bit rate line.

• Effective distance. Two lines with significant distance differences
support a different number of bits “in transit.”

• Coding parameters. Some technologies utilize complex coding tech-
niques at the physical layer (e.g., Reed–Solomon coding with inter-
leaving) that are parameterized and add latency that depends on the
configuration.

Ethernet bonding places a restriction on the amount of differential latency
that can be tolerated in an aggregate group. Specifically, the differential
latency of two lines is defined to be the number of bits that can be sent
down the faster of the two lines in the same amount of time that a maximum
size fragment (which is 512 octets, as discussed in the next section) can be
sent on the slower of two lines.
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For any two pairs in an aggregate group, the differential latency guar-
anteed to be tolerated by Ethernet bonding is 15,000 bit times, where a bit
time is the time required to send one bit down the slowest speed line. Two
lines with a higher differential latency than this cannot be supported in the
same aggregate group.

There are additional restrictions on which pairs can be in an aggregate
group. Two pairs can be placed in the same aggregate group if:

• Differential latency is no larger than 15,000 bit times.
• Differential rate is no greater than four (i.e., one link is, at most, four

times faster than the other).
• Number of pairs in the aggregate group is no greater than 32.

As long as these restrictions are met, any two pairs can be placed in the
same bonded Ethernet connection.

15.3.3.2 Fragmentation

The fragmentation process for Ethernet bonding takes as input an Ethernet
frame from a higher layer entity (an Ethernet MAC, for instance) and par-
titions that frame into some number of fragments for distribution over one
or more lines in the aggregate group, see Figure 15.6.

Each fragment is encapsulated with a fragmentation header before being
transmitted onto the line. The fragmentation header is used by the reassem-
bly process on the other end of the connection to reconstitute the original
stream. The fragmentation header consists of a sequence number that indi-
cates the relative order of the fragment, as well as a flag field that indicates
which fragments contain the first and last part of an Ethernet frame.

The Ethernet bonding fragmentation process is designed to be generic.
The algorithm for partitioning the frames over the loops is not specified.
Different vendors can develop different approaches and algorithms to solve

Loop aggregation — Fragmentation

Frame

Frag-1FH Frag-1FH Frag-1FH

Loop aggregation — Reassembly

FH = Fragment header

SeqNum

SOP = Start of packet flag
EOP = End of packet flag
SeqNum = Sequence number

Frame

SOP EOP

Figure 15.6 Ethernet bonding fragmentation process.
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the problem. Some algorithms might yield a higher efficiency (i.e., a higher
percentage of “user” data versus “overhead” data), whereas other algorithms
might yield a lower latency. The designer of the transmitting equipment
is free to make engineering trade-offs that best support the application
at hand.

As an example, consider the problem of partitioning a 1200-octet
Ethernet frame over an eight-pair aggregate group. A simple algorithm
would split that frame into eight fragments, each of 150-octets, and trans-
mit one fragment on each pair. A smarter algorithm might realize that one
of those pairs is running at three times the speed of the other pairs and
send 360-octets down the fastest pair and 120-octets down each of the
other seven slower pairs. This approach would attempt to minimize the
latency across the pairs by sending more bits down the pairs that can
support higher bit rates. A different algorithm might send 400-octets on
three pairs, and zero octets on the other five pairs. This would result in
less overhead (three fragmentation headers versus eight) and thus poten-
tially higher throughput. All of these algorithms are valid approaches, and
implementers have the flexibility to design the algorithm that best fits their
needs.

However, the fragmentation process must obey certain rules in that frag-
ments must obey size constraints. Fragments, not including the fragment
header, must be between 64 and 512 octets in length. As long as the loop
aggregation algorithms obey these constraints and restrictions, any frag-
mentation algorithm can be handled by the reassembly process, yielding a
flexible and interoperable solution.

15.3.3.3 Reassembly

The reassembly process for Ethernet bonding is also simple. The fragments
received on each line are kept in a queue for that line. A receiver process
for the aggregate group simply waits for the reception of the next expected
sequence number over any pair in the aggregate group, as illustrated in
Figure 15.7.

As fragments are reassembled into the proper order, the start and
end of packet flags are used to determine packet boundaries. When an end
of packet flag is found, that fragment is considered the last fragment in
the frame. A checksum is then calculated on the frame (from the check
sequence field of the Ethernet frame), and if the checksum is correct, the
frame is handed off to the higher layer.

In addition to the basic processing, there are a number of error cases to
consider (lost fragments, corrupt fragments, etc.). In general, the reassembly
process will simply wait a specified amount of time for the next fragment
based on the expected sequence number, and if it does not arrive in time,
the assembly process is restarted using the next sequence number found.
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Figure 15.7 Bonding reassembly.

15.3.3.4 Initialization

The final part of the Ethernet bonding standard is the process by which two
devices determine which pairs belong to the same aggregate group. This
process is done during the handshaking phase (G.994.1) of the initialization
sequence of an xDSL. (See Chapter 17 on Standardization.)

In this process, it is assumed that the CO system knows which pairs
should be placed in the same aggregate group. During initialization, the CO
system will attempt to “set” an identifier at the customer premises device to
indicate which aggregate group this pair belongs to. If this pair already has
an identifier and the set fails, the CO system will read the existing identifier
and see if it matches any identifier defined for an existing group. If the
identifier already exists, the new pair is added to the group indicated by
the identifier. Otherwise, there is an incorrect configuration, which means
some other CO system has already indicated this pair in some other group.
However, if the set succeeds, then this is considered the first pair in the new
aggregate group, and all other lines in the same group at the CPE device
will store this identifier so they can indicate it to the CO device when the
set is performed on other pairs.

15.3.4 802.3ah Ethernet Bonding versus 802.3ad Link
Aggregation

There are often questions about the differences between Ethernet bonding
(“loop aggregation”) and 802.3ad link aggregation. 802.3ad link aggregation
provides a way to use multiple Ethernet connections as a single aggregate
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Ethernet connection. However, it has some limitations that make it a poor
choice for the aggregation of xDSLs into a single Ethernet connection.

The primary limitation of using 802.3ad over multiple copper pairs is
that link aggregation requires each link to be the same speed. This is a
severe limitation in the outside copper plant, where different lines are cap-
able of supporting different bit rates depending on the loop length and
noise environment, and in some cases, the rate of a pair can change over
time to adapt to a changing noise environment. Additionally, the distribu-
tion algorithm in link aggregation is often difficult to use in residential or
small business environments, in which only a small number of computers
are attached. In many cases, link aggregation might map all of the traffic
onto the same line, which would not result in any increased bit rate.

Ethernet bonding, on the other hand, provides an excellent choice for
xDSL aggregation, allowing flexible use of pairs supporting disparate bit
rates, and offering flexible distribution algorithms that can better guarantee
utilization of all available bandwidth.

15.3.5 Summary
The multipair aggregation work of the IEEE 802.3ah task force pioneered
a new breed of bonding technologies capable of delivering higher bit rate
services to the end user. This simple yet elegant solution is ideally suited to
emerging access networks that are being built purely on Ethernet, IP, and
MPLS infrastructures. By leveraging Ethernet bonding, carriers can deliver
high-speed symmetric services to business customers, distancing their ser-
vices from the common low-speed T1. Ethernet bonding can also be used
to enable residential video services, in many cases providing 20–30 Mbit/s
and more downstream bandwidth over long distances on just two pairs
into the home. The flexibility and resiliency of Ethernet bonding make it
ideally suited to meet the difficult requirements of video and business class
services.
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architectures for signaling over a single copper pair. As data rates and
signal bandwidths increase, however, crosstalk interactions among the
binder pairs become a major performance bottleneck. Next generation
Digital Subscriber Line (DSL) systems are expected to provide substantial
performance improvements by coordinating transmission across multiple
copper pairs to mitigate crosstalk impairments. This chapter reviews var-
ious advanced MIMO (multiple-input–multiple-output) signal processing
architectures for multiline transceivers and discusses their benefits and
drawbacks. It explains how these techniques are able to mitigate (self
and alien) NEXT (near-end crosstalk) and FEXT (far-end crosstalk), and
discusses their performance under various loop and disturber conditions.
Both point-to-point and point-to-multipoint methods are described and
their performance and complexity tradeoffs are discussed.

16.1 Introduction

Transmission over copper pairs has attracted renewed attention from
researchers, technologists, and businesses over the past several years.
Long considered an old fashioned and antiquated network, the copper
infrastructure has recently sprang into new life enabling broadband con-
nectivity and being a key ingredient of the solution to the last mile access
problem. At the time of this writing, copper provides broadband con-
nectivity (Asymmetric Digital Subscriber Line [ADSL]) to more than 16
million residences in the United States, while servicing more than 1 million
business establishments with high-speed (T1-type) connections.

The success of copper-based broadband services has been made
possible by relentless advances in communications technology and ever
increasing signal processing capabilities of silicon chips. Digital Subscriber
Line (DSL) modems have come a long way from early Dataphone Data Ser-
vice (DDS) and Alternative Mark Inversion T1 (AMI-T1) transceivers with
simple alternating mark inversion signaling, spectrally inefficient square
pulses, and crude spatial duplexing schemes (separate pairs for upstream
and downstream transmission). Modern DSL modems use sophisticated
modulation techniques, advanced coding, flexible spectral band plans, and
sophisticated frequency division or echo canceled duplexing.

Several chapters in this book review the technological advances in the
areas of modulation and coding, signal processing, analog front-end design,
hardware and software that have enabled this progress. Although further
improvements in most transceiver’s subsystems are possible, it is debat-
able whether they will automatically translate into further significant per-
formance improvements. Modern DSL modems operate in an environment
of crosstalk interference that constitutes a major performance bottleneck.
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For example, near-end crosstalk (NEXT) into an ADSL modem can easily
be 20 or 30 dB higher than any other noise source induced by effects like
A/D quantization noise, line driver dynamic range, thermal noise, etc. (see
chapter 3 in [Golden 2006] for more details on crosstalk modeling). Con-
trolling the detrimental effects of crosstalk in the network is one of the
highest priorities in the effort to achieve a next generation of performance
in copper modems.

It is well known to DSL engineers that the effects of NEXT can be
controlled with appropriate frequency division duplexing (FDD) (or
even time division duplexing [TDD]). A plethora of FDD spectral plans
is constantly added to the ADSL standard (see all spectral annexes in
[ITU G.992.3]) for various loop conditions and desired symmetry ratios.
Further advanced studies have investigated the dynamic allocation of spec-
tral bands or regulation of power distribution across frequencies depend-
ing on the interference conditions in the given binder. Those techniques
come under the name of dynamic spectrum management (DSM) and are
described in more detail in Chapter 8 of this book (see also [Song 2002]
and references therein). They provide impressive performance gains when
all modems in the binder cooperate and implement the DSM rules. The
gains are smaller when legacy disturbers are present, which do not adhere
to the DSM etiquette.

Even more impressive performance results are achieved if the crosstalk-
ing modems are designed to operate synchronously and coordinate their
transmit signals at the waveform level. This type of coordinated multichan-
nel signaling is often called vectored modulation (see [Verdu 1998] and
[Ginis 2001]) and is well suited for multichannel media with strong interac-
tions across the channels (crosstalk). Vectored transmission requires joint
processing of the signals of all channels at the receiver or the transmitter
to align amplitudes and phases in a way that counteracts the detrimental
effects of the channel cross-couplings. These multichannel signal process-
ing techniques are commonly referred to as Multiple-Input–Multiple-Output
(MIMO) processing or space-time processing.

Vectored transmission techniques have a long history originating in
phased array radar systems and then migrating to multiantenna wireless
links (multiple-transmit-multiple-receive antennas). After more than ten
years of intense study in the research community, vectored techniques are
currently being incorporated into a host of standards for wireless LANs
(IEEE 802.11n) and MANs (IEEE 802.16). In the wireline world, MIMO
NEXT cancelers have been incorporated in 1 Gbps Ethernet transceivers
(over four copper pairs), while more advanced vectored schemes are
currently developed for the next generation 10 Gbps Ethernet modems.

Given the success of vectored signaling in so many diverse applica-
tions and the proven record of the technology, it seems strange that similar
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Figure 16.1 Point-to-point multipair link.

advanced multichannel architectures have not yet found their way into
mainstream DSL applications. The reasons for that are both technical and
operational. The copper plant was originally designed to transport low fre-
quency signals (voice signals) with minimal crosstalk. It has always been
thought that each individual pair is an individual channel, well-isolated
from other channels. This is in contrast with the wireless medium which
is by definition a broadcast medium where interference among users has
always been of paramount importance. Of course, as the frequency bands
used by copper modems keep expanding, crosstalk is more pronounced
and electromagnetic pair separation less perfect.

Furthermore, MIMO techniques are usually associated with applica-
tions where multiple channels connect the source to the destination.
For example, Gig-Ethernet copper connections utilize four pairs that are
bonded together (see Figure 16.1). In contrast, the public copper network
has a point-to-multipoint architecture and in the vast majority of cases, the
service is provided over a single pair (see Figure 16.2).

Despite these difficulties, the potential of vectoring techniques in the
copper network is significant and clever ways will be found to provide the
associated benefits within the given network architecture. For example,
there are several applications where high data rates are required, well
beyond what a single copper pair can provide. These include high-end
business access applications and DSL access multiplexer (DSLAM) and data

Tx / Rx

Tx / Rx

Binder

Tx / Rx

Tx / Rx

Tx / Rx

Figure 16.2 Point-to-multipoint access network.
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link control (DLC) uplink connections. Standard solutions to this problem
involve inverse multiplexing over ATM (IMA) hardware, where a high-rate
bit stream is partitioned into multiple low rate streams, which are trans-
ported over copper pairs and then reassembled at the receiver. This con-
figuration closely resembles the architecture of Figure 16.1 and is a prime
candidate for the application of vector signaling technologies.

Even in the point-to-multipoint configuration of Figure 16.2, there are
significant performance gains possible by coordinating the modems on the
central office (CO) side. This type of technologies have received increased
attention in the context of wireless cellular telephony and utilize techniques
from multi-user communication theory [Ginis 2002]. Similar signal process-
ing architectures have been proposed for Very High Bit-Rate DSL (VDSL)
systems [Verdu 1998]. Simplified linear architectures have been proposed
in [Cendrillon 2006a and b], while reduced complexity adaptation methods
have been explored in [Louveaux 2005]. Finally, an overview of methods
against alien crosstalk (see next section) is presented in [Ginis 2006].

MIMO processing technologies offer elegant technical solutions to
crosstalk containment. They are however no panacea and their introduction
into the network is far from straightforward. Currently deployed technolo-
gies, while adhering to minimal crosstalk interference protection guide-
lines (see spectral management standard [ANSI T1.417]), are not designed
with interference mitigation in mind. The migration to a next generation
of modems is a technical, operational, and financial challenge that will
require innovative thinking from the best minds of all parties involved. The
technical people in the organizations of the telecommunication carriers,
system vendors, silicon suppliers, as well as the research community will
certainly be counted to assess and recommend a path forward to embrace
those new technologies where possible.

The goal of this chapter is to help technologists in the DSL space
become familiar with these newer multiline transmission technologies. Our
objective is not to describe a complete product or argue for a particular
application. We rather focus on the fundamental concepts and expose
basic principles and architectures. Our efforts will have been successful if
readers are motivated by these concepts to take on the major challenges of
implementation, deployment, and operation that may turn those concepts
into advanced products and services.

The rest of the chapter is organized as follows: In Section 16.2, we
briefly review crosstalk issues in the loop plant and illustrate the potential
of vectored technologies. In Section 16.3, we review possible one-sided and
two-sided multipair architectures; while in Section 16.4, we discuss exten-
sions to the point-to-multipoint case. Finally, some performance examples
are presented in Section 16.5 and some concluding thoughts in Section 16.6.
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Figure 16.3 A single pair transmission setup.

16.2 The Challenges of Crosstalk for Single-Line
and Multiline Systems

If each DSL in the network were operating in isolation, then the modem
designer would only have to contend with the attenuation and dispersion
of the copper loop. Imagine the situation in Figure 16.3, where the line in
question was the only high-speed service in the binder. Then, the equiva-
lent mathematical model for the received signal would be

y(ω) = h(ω)s(ω)+ v(ω) (16.1)

where
h(ω) is the copper loop’s frequency response (including all transmit and
receive filters)
v(ω) denotes the received noise

In the absence of crosstalk, this noise term can be reasonably modeled
as white Gaussian with power spectral density Sv(ω). This frequency

domain representation of the transmission system is also depicted in
Figure 16.4.

Under this scenario, the goal of the transceiver designer is to develop
an architecture that comes reasonably close to the channel capacity

C =
∫
B

log2

(
1+ Ss(ω)|h(ω)|2

Sv(ω)

)
dω (16.2)

h(w)
s(w)

y(w)

v(w)

Figure 16.4 Mathematical model for single pair transmission.
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where
B is the available bandwidth
Ss(ω) is the transmitter power spectral density (PSD)

This is generally achieved with a combination of appropriate processing
to mitigate intersymbol interference (ISI) and advanced coding. When we
consider the more general case of multiple high-speed modems transmitting
through the same binder (see Figures 16.1 and 16.2), then the noise term
in the capacity Equation 16.2 should be modified to account for crosstalk.

16.2.1 FEXT
We start our discussion on crosstalk by first examining the effects of far-end
crosstalk (FEXT). Interference from the far-end aggressor signal is generated
due to electromagnetic coupling between aggressor and victim pairs as
explained in detail in chapter 3 in [Golden 2006] (see also Figure 16.5).
Precise modeling of the interference term is possible from first principles
using multiport network theory techniques (see [Joffe 2002] for a single
aggressor and [Cioffi 2006] for multiple aggressors). Empirical models that
predict the interference PSD from a number of FEXT aggressors have been
developed and are extensively used in testing performance compliance
(see [ANSI T1.417]). Further, several actual measurements of FEXT cross-
coupling have been performed by several organizations and have been
reported in the literature.

FEXT is generally attenuated as the loop length increases. If a 26-AWG
loop has length in excess of 3 km, FEXT is generally attenuated under the
noise floor. In contrast, FEXT presents an important impairment for rela-
tively short loops. Figure 16.6 illustrates this degradation through a signal-
to-noise ratio (SNR) plot. The SNR is plotted as a function of frequency for a
26 AWG, 1 km loop for a bandwidth of 1.1 MHz (a flat transmit PSD of −40
dBm/Hz is assumed and a noise floor of −140 dBm/Hz). The plain line
depicts the case of no disturbers, where the effects of channel attenuation
are evident. The dashed line shows the case where the 25 pair binder is
full of similar disturbers injecting FEXT interference into the victim pair.

Victim line

Aggressor line
RxTx

RxTx

FEXT

Figure 16.5 Illustration of far-end crosstalk (FEXT) interference.
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Figure 16.6 FEXT effects on signal-to-noise ratio (SNR).

The SNR loss due to crosstalk is evident and the corresponding loss of
capacity is significant, or about half of the unimpaired capacity in this case.

If each line is studied in isolation, very little can be done to con-
tain crosstalk. Single line, joint co-channel detection architectures have
been studied for similar problems but have limited success in the presence
of multiple interferers [Zeng 2002]. It is an interesting question therefore,
whether multiline processing suffers from the same limitations.

To answer this question, we should shift our perspective from focusing
on a single line to considering the whole binder as a joint transmission
medium. There is of course a difference between the point-to-point trans-
mission of Figure 16.1 and the point-to-multipoint setup of Figure 16.2. The
intricacies of multipair signaling are better understood in the point-to-point
setup of Figure 16.1, so we will cover that case first. We will revisit the
point-to-multipoint architecture later in the chapter.

Let us consider a binder of M pairs and let us collect all received signals
yk(ω), k = 1, . . . , M in a vector y(ω) = [y1(ω), . . . , yM(ω)]T. Then, those

signals can be described by a vector extension of Equation 16.1.

y(ω) = H(ω)s(ω)+ v(ω) (16.3)
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H(w)

v(w)

y(w)

Figure 16.7 Mathematical model of vector transmission system.

where the vectors s(ω) and v(ω) are similarly defined and the M×M channel
matrix models both the main loop channels (diagonal elements) and the
FEXT coupling channels (off diagonal elements). Figure 16.7 illustrates this
vector signal model.

Given this mathematical formulation, the benefits of vectored transmis-
sion can be quantified by examining the MIMO capacity of this vector chan-
nel. In the general vector case, the capacity can be calculated according to
the equation (e.g., [Cover 1991])

C =
∫
B

log2

{
det
(
I+ S

−1/2
v

(ω)H(ω)Ss(ω)HH(ω)[S−1/2
v

(ω)]H
)}

dω (16.4)

where
Ss(ω) is the spectral matrix of the transmitted signals

Sv(ω) is the spectral matrix of the additive noise

I is the identity matrix

In this particular case, some simplifications are possible without loss of
generality: the transmitted signal matrix is assumed diagonal with identical

power in each diagonal entry (Ss(ω) = σ
2
s
(ω)I) and the noise is assumed

spatially and temporally white (Sv(ω) = σ
2
v
I). With those simplifications,

Equation 16.4 can be written as

C =
∫
B

log2

⎧⎪⎨
⎪⎩det

⎛
⎜⎝I+

σ
2
s
(ω)

σ
2
v

H(ω)HH(ω)

⎞
⎟⎠
⎫⎪⎬
⎪⎭dω (16.5)

An evaluation of this formula for the binder of Figure 16.6 reveals a per
line capacity that is comparable to that of an unimpaired line. This result is
remarkable as it shows the potential of vector transmission to completely
eliminate the detrimental effects of FEXT in this setup.

Despite its predictive power, Equation 16.5 provides little insight on
what the mechanism is through which the additional capacity is achieved.
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To provide a connection between capacity and SNR, similar to Equation
16.2, let us rewrite Equation 16.5 utilizing the system’s eigenvalues.

Note that Sx(ω) = σ
2
s
(ω)H(ω)HH(ω) is the received (noiseless) signal’s

spectral matrix and denote by λm, m = 1, . . . , M its eigenvalues. Then,

using the fact that the determinant is the product of the eigenvalues we
can write

C =
∫
B

M∑
m=1

log2

⎛
⎜⎝1+ λm(ω)

σ
2
v

⎞
⎟⎠dω (16.6)

Equation 16.6 is now similar in form to Equation 16.2. If we consider the
eigenvalues λm as representing received signal power, then we maintain the

notion of “per line” SNR for the “MIMO processed” lines. Figure 16.8 com-
pares the individual and average per line MIMO SNR (plain and multiple
dotted lines) to the “single-input–single-output (SISO)” SNR (dashed line).

It is now clear from Equation 16.6 why FEXT does not negatively affect
the MIMO capacity. The received FEXT signal actually contributes to the
numerator of the “MIMO SNR”; in other words, with appropriate processing
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Figure 16.8 SNR for multiple-input–multiple-output (MIMO)-processed lines
and single-input–single-output (SISO) lines in the presence of FEXT.
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it can be utilized as useful signal as opposed to interference. We should
caution the reader however, that these capacity gains are possible only if
the vectored system includes all the modems in the binder. If the vectored
system only includes a portion of the binder, then the remaining interferers
will add “alien crosstalk” which cannot be completely eliminated by the
vectored system. Similar situations arise in the presence of alien NEXT as
well, and we will discuss them shortly.

16.2.2 NEXT
Interference from near-end transmitters can also couple into a victim pair
(see Figure 16.9) and is generally stronger than FEXT interference, espe-
cially for long loops. The situation is worst when the upstream and down-
stream transmission bands overlap. Similarly to FEXT, both analytical and
empirical models have been developed to assess the effects of NEXT inter-
ference (see [Joffe 2002] and [Cioffi 2006]).

If there is no coordination among pairs, NEXT can be detrimental on
long loops. For the case of coordinated transmission however, one could
argue that NEXT is more straightforward to mitigate than FEXT. The receiver
has access to the interfering signals and can cancel them by utilizing MIMO
NEXT cancelers. This approach is conceptually a straightforward general-
ization of the SISO echo canceler currently used in several modems with
overlapping upstream and downstream spectra. It is however a computa-
tionally expensive approach, as a bank of M × M filters is now needed.
Furthermore, the approach breaks down if there are legacy disturbers in
the binder, not participating in the vector transmission group.

Traditionally, NEXT interference has been addressed by separating the
upstream and downstream transmission band. Especially, for the higher
frequency bands (over 500 kHz), FDM (frequency division multiplexing)
is generally a better way to engineer the network. Examples include the
ADSL and VDSL standards. Even FDM architectures suffer from NEXT in-
terference and from legacy disturbers (e.g., ADSL modems on long loops
impaired by HDSL [High Bit-Rate DSL] or SHDSL [Symmetric High Bit-Rate
DSL] interferers). This is illustrated in Figure 16.10 for a system operating

Victim line 

Aggressor line 
RxTx

TxRx

NEXT

Figure 16.9 Illustration of near-end crosstalk (NEXT) interference.
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Figure 16.10 Effects of alien NEXT interference on SNR.

on a 3-km long loop. At that distance, FEXT is negligible and is ignored
in this plot. In the absence of alien disturbers, each line operates in an
undisturbed environment and enjoys the SNR depicted by the plain line. If
one SHSDL disturber is present however, the SNR of each line degrades by
an amount that depends on the coupling strength between the aggressor
and the victim lines. The impaired SNR for four different lines in the binder
is shown with the dashed lines in Figure 16.10.

To investigate the effect of that disturber to a vectored system utilizing
those four victim pairs, we turn our attention back to the capacity Equation
16.4. Substituting a diagonal system matrix with identical diagonal entries,
we obtain

C =
∫
B

log2

{
det
(
I+ σ

2
s
|h(ω)|2S

−1
v

(ω)
)}

dω (16.7)

Notice that the noise or interference spectral matrix Sv(ω) is now in

general a full matrix because the interference is no longer spatially white.
In particular, Sv(ω) will have a signal subspace of dimension one and a



Dedieu/Implementation and Applications of DSL Technology AU3423_C016 Final Proof Page 583 18.9.2007 04:24am

Multiline MIMO DSL System Architectures 583

noise subspace of dimension M − 1, as it contains a single interference
source. Using the eigenvalues of Sv(ω), we can rewrite Equation 16.7 as

C =
∫
B

M∑
k=1

log2

(
1+ σ

2
s
|h(ω)|2/λv,k

)
(16.8)

which again maintains a notion of MIMO per line SNR.

Figure 16.11 plots the per line MIMO SNR σ
2
s
|h(ω)|2/λv,k for the four

lines of Figure 16.10. Notice the distinct difference of the MIMO SNR plots
compared to the SISO SNR plots of Figure 16.10. Although Figure 16.10
indicates that the alien disturber affects each of the four individual lines,
Figure 16.11 shows that this is not true when those lines are coordi-
nated in a vectored system. In particular, the plots of Figure 16.11 show
that appropriate MIMO processing can capitalize on the predictability of
interference across lines, and compact all that interference on one line.
The performance gains materialize as SNR improvements on the remaining
three lines which are now freed of alien crosstalk. In fact, the aggregate
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Figure 16.11 Effects of alien NEXT interference on MIMO SNR.
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bit rate, reduced by about 40 percent with SISO, is recovered to within
about 10 precent of the unimpaired rate.

The reader may be surprised by the fact that the SNR of channel 1
actually decreased with MIMO. But this is only because the above pro-
cedure only cares to maximize the total capacity. Other methods can be
used that yield the same total capacity, and do not degrade the SNR of any
channel, as we will see later.

The results developed in this section and the examples presented are
intriguing. They show the potential of MIMO vectoring techniques to com-
bat FEXT as well as self and alien NEXT interference. They are of course
only illustrative examples and do not fully explore the system’s envelope
of performance, which generally depends on the number of vectored lines
versus the number of alien crosstalkers. Further, they only articulate capac-
ity arguments, and do not provide concrete methodologies and transceiver
designs that achieve those gains.

In the next several sections, we investigate specific MIMO architectures
for combating self and alien NEXT and FEXT. We discuss their effectiveness
and assess their performance. We start with the case of FEXT dominated
systems, and then move on to the more general case. We explain the main
concepts in a point-to-point multiline setup, and then we comment on
applicability in the star architecture case.

16.3 FEXT Mitigation Architectures

Let us consider the FEXT multichannel setup of Figure 16.7. Similarly, to the
single line case, some kind of an equalization block is needed to remove
the detrimental effects of the channel. In our case, we need to equalize a
MIMO system, hence a MIMO equalization block would be appropriate.

16.3.1 Linear Architectures
Figure 16.12 shows a linear M×M equalization block F(ω).

In equation form, the received signal is processed as

ŝ(ω) = FH(ω)y(ω) = FH(ω)H(ω)s(ω)+ FH(ω)v(ω) (16.9)

16.3.1.1 Linear Zero-Forcing Architecture

The primary purpose of this equalization block is the elimination of FEXT
interference. This can be accomplished by selecting FH(ω) = H−1(ω), in
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v

Figure 16.12 Linear MIMO receiver architecture.

which case all self FEXT components are forced to zero and the end-to-end
signal model becomes

ŝ(ω) = s(ω)+H−1(ω)v(ω) (16.10)

The details of the MIMO filter implementation depend on the line code
that the transceiver uses. If a single carrier pulse amplitude modulation
(PAM) or quadrature amplitude modulation (QAM) line code is used, then
the frequency domain description of Equation 16.9 should be realized
through a finite impulse response (FIR) or a pole-zero implementation.
If a discrete multitone modulation (DMT) line code is used, then Equation
16.9 can be applied directly in the frequency domain after the Fast Fourier
Transform (FFT) processing at the receiver. In other words, the M × M
equalization block F(ω) can be applied on each tone independently and
will replace the single tap Frequency domain Equalizer (FEQ) common in
single line DMT modems (see chapter 8 in [Golden 2006] for more details
on DMT modulation and chapter 7 in [Golden 2006] for more details on
single carrier modulation).

Zero-forcing equalizers generally have a bad reputation because they
tend to amplify the noise (see Equation 16.10). This is especially true in
ill conditioned channels (e.g., single line channels with deep nulls). The
difference here is that the equalization is across the spatial domain and not
across the frequency domain (at least in the DMT modulation case). For
a given frequency, the channel matrix H(ω) is generally well conditioned
because the off-diagonal (FEXT) components can be orders of magnitude
smaller than the diagonal ones. Therefore, the inversion of this diagonally
dominant matrix will not generally produce catastrophic amplification of
the noise. In any event, such problems can be avoided by minimum mean-
square error (MMSE) solutions presented next.

A special case arises if one channel uses one frequency and another
channel does not use that frequency. The zero-forcing architecture then
needs to take account of this case, and invert only the portion of the matrix
that corresponds to the lines that are active at this given frequency.
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16.3.1.2 Linear MMSE Architecture

MMSE designs appropriately balance FEXT reduction and noise increase by
considering the correlation characteristics of the noise in the design. The
solution is obtained by minimizing the MSE cost function

JMSE(ω) = E{‖s(ω)− FH(ω)y(ω)‖2} (16.11)

Equation 16.11 provides the cost function in the frequency domain and
is more suitable for a DMT design. A similar formulation could be developed
in the time domain for single carrier modems.

The optimal MMSE solution is given by (see for example [Haykin 1996])

F(ω) =
(
H(ω)Rs(ω)HH(ω)+ Rv(ω)

)−1
H(ω)Rs(ω) (16.12)

where
Rv(ω) is the noise spectral matrix

Rs(ω) is the transmitted signal spectral matrix which is generally

diagonal Rs(ω) = σ
2
s
(ω)I

If the additive noise is also white Rv(ω) = σ
2
v
I, the solution reduces to

F(ω) =
(
H(ω)HH(ω)+ (σ

2
v
/σ

2
s
(ω))I

)−1
H(ω) (16.13)

Further performance improvements can be obtained using decision-
directed architectures as explained next.

16.3.2 Decision Feedback Architectures
A general decision feedback (DF) structure for MIMO transmission is shown
in Figure 16.13.

Under the assumption that all decisions are correct, the output of the
slicer is equal to s(ω), which is fed back to aid in other decisions. Mathe-
matically, the receiver operation can be described as

ŝ(ω) = FH(ω)y(ω)− BH(ω)s(ω) (16.14)

For this structure to be realizable, the decisions must be made sequen-
tially in conjunction with the feedback in a causal manner, so that whenever
a decision is fed back it must already have been made. This restricts the
structure of BH(ω) to a strictly triangular matrix (or a permuted version
thereof).
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Figure 16.13 General MIMO decision feedback (DF) architecture.

16.3.2.1 Zero-Forcing DF Architecture

A generalized DF architecture is proposed for FEXT cancelation in coordi-
nated DMT systems in [Ginis 2001] and expanded in [Verdu 1998]. The ar-
chitecture is based on triangularizing the channel at each tone using the QR
decomposition and generating suitable feedback and feed-forward matrices
BH(ω) and FH(ω). This has been shown to be a zero-forcing version of the
generalized decision feedback equalizer (GDFE).

Thus, consider the signal model from Equation 16.3 and assume that
the noise v(ω) is white. Note that this is without loss of generality, because
coordination between the receivers allows a channel with arbitrary nonsin-
gular noise covariance matrix Sv(ω) to be turned into an equivalent AWGN

channel though a noise-whitening filter at the receiver (see for example
[Ginis 2002]). Let

H(ω) = Q(ω)R(ω) (16.15)

where
Q(ω) is a unitary matrix
Q(ω)QH(ω) = I
R(ω) is upper triangular

As a first step in the receive chain, apply QH(ω) to the input vector to
produce a triangular aggregate channel

QH(ω)y(ω) = R(ω)s(ω)+QH(ω)v(ω) (16.16)

and note that because QH(ω) is unitary, the noise QH(ω)v(ω) is still white.
Next, decompose the triangular matrix into its diagonal and off-diagonal

components

R(ω) = Rdiag(ω)+ Roff(ω) (16.17)
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where
Rdiag(ω) is strictly diagonal

Roff(ω) is strictly upper triangular

Assuming that Rdiag(ω) is invertible∗ the received signal may be scaled

further by its inverse, yielding the signal

ỹ(ω) = R
−1
diag

(ω)QH(ω)y(ω)

=
(
I+ R

−1
diag

(ω)Roff(ω)
)

s(ω)+ R
−1
diag

(ω) QH(ω)v(ω) (16.18)

Observe that the second term in the parenthesis is a strictly upper-
triangular matrix. The transmitted signal contribution through that term may
therefore be canceled via the feedback, giving a signal that is free of FEXT.

ŝ(ω) = ỹ(ω)− R
−1
diag

(ω) Roff(ω) s(ω) (16.19)

Observe also that the noise gets amplified by the inverse of the diagonal
elements of R(ω).

Finally, the decisions s(ω) are obtained by slicing ŝ(ω). The full algo-
rithm is outlined below.

Zero-Forcing DF Algorithm:

Initialization: For each tone ω, set

Q(ω) R(ω) = H(ω)

FH(ω) = R−1
diag

(ω) QH(ω)

BH(ω) = R−1
diag

(ω) Roff(ω)

Showtime: For each DMT symbol and each tone

1. Compute ỹ(ω) = FH(ω)y(ω)

2. For k = M down to 1

(1) Compute ŝk(ω) = ỹk(ω)−
M∑

j=k+1
bjk(ω) sj(ω)

(2) Set sk(ω) =
⌊

ŝk(ω)
⌋

where the subscripts denote matrix or vector elements and � · � is the slicing operation.

∗ If the channel matrix at this tone is rank-deficient by k, then k of the transmit signals should
be eliminated, the corresponding rows and columns of R(ω) removed, and the correspond-
ing columns of Q(ω) also removed, leaving the modified channel with full rank. In the DSL
environment, this most likely means that k of the transmit channels is zero and should not be
considered for transmission in the first place.
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The algorithm makes the assumption that the channel is perfectly sta-
tionary so that the initial matrices do not need to change. In reality, the DSL
environment varies slowly over time, so that adjustments must be made. In
general, the changes are slow enough so that this can be done by applying
the same initialization algorithm occasionally to an updated channel esti-
mate. Other adaptation schemes may also be possible, but are outside the
scope of this tutorial.

The primary benefits of this architecture over the linear one is that the
noise tends to get amplified less. In particular, it avoids coloring the noise
seen at the slicer, thereby yielding an optimal environment for detection.

The downside is the same as with any other DF architecture; an incorrect
decision may lead to a propagation of incorrect decisions on the channels
that use it for feedback and may thus be catastrophic in environments with
high error probabilities. However, because DSL modems usually operate at
very low error rates and use coding to further reduce detection errors, this
problem is mitigated.

16.3.2.2 MMSE-DF Architecture

A decision feedback architecture may also be derived from the MMSE for-
mulation in Section 16.3.1.2, as described in [Al-Dhahir 2000] and [Yu 2000].

We start with the MSE cost function similar to Equation 16.11

JMSE(ω) = E
{∥∥e(ω)

∥∥2
}
= trace

[
E
{
e(ω)eH(ω)

}]
(16.20)

where

e(ω) = ŝ(ω)− s(ω) = FH(ω)y(ω)− B̃
H
(ω)s(ω) (16.21)

with B̃
H
(ω) = I + BH(ω). Substituting Equation 16.21 into Equation 16.20

we obtain

E
{
e(ω)eH(ω)

}
= FH(ω)Ry(ω)F(ω)−FH(ω)Rys(ω)B̃(ω)

−B̃
H
(ω)R

H
ys

(ω)F(ω)+ B̃
H
(ω)Rs(ω)B̃(ω) (16.22)

where

Ry(ω) = H(ω)Rs(ω)HH(ω)+ Rv(ω)

(16.23)
Rys(ω) = H(ω)Rs(ω)
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By manipulating Equation 16.22 we obtain

E
{
e(ω)eH(ω)

}
= B̃

H
(ω)(Rs(ω)

−R
H
ys

(ω)R
−1
y

(ω)Rys(ω))B̃(ω)

+(FH(ω)− B̃
H
(ω)R

H
ys

(ω)R
−1
y

(ω))Ry(ω)T(ω) (16.24)

where

T(ω) = FH(ω)− B̃
H
(ω)R

H
ys

(ω)R
−1
y

(ω)H

Equation 16.24 indicates that the third term can be made equal to zero
for the optimal choice of the feed-forward matrix

FH(ω) = B̃
H
(ω)R

H
ys

(ω)R
−1
y

(ω) (16.25)

Then the optimal choice for the feedback matrix is the result of minimizing

the quadratic form trace {B̃H
(ω)�(ω)B̃(ω)} where

�(ω) = Rs(ω)− R
H
ys

(ω)R
−1
y

(ω)Rys(ω) (16.26)

subject to the special triangular form of the feedback matrix.
It can be shown (see [Al-Dhahir 2000]) that the optimal solution is

B̃(ω) = L(ω) (16.27)

where L(ω) is the Cholesky factor of the matrix

�−1(ω) = L(ω)D(ω)LH(ω) (16.28)

with
L(ω) a triangular matrix with a unit diagonal
D(ω) a diagonal matrix

Further results on the performance of the Decision Feedback Equal-
izer (DFE) receiver in comparison to the MIMO capacity can be found in
[Yu 2000]. The full algorithm is outlined below.
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MMSE DF Algorithm:

Initialization: For each tone ω, set

�(ω) = Rs(ω)− RH
ys

(ω)R−1
y

(ω)Rys(ω)

�−1(ω) = L(ω)D(ω)LH(ω)

B(ω) = L(ω)− I

FH(ω) = LH(ω)RH
ys

(ω)R−1
y

(ω)

Showtime: For each DMT symbol and each tone

1. Compute ỹ(ω) = FH(ω)y(ω)

2. For k = M down to 1

(a) Compute ŝk(ω) = ỹk(ω)−
M∑

j=k+1
bjk(ω) sj(ω)

(b) Set sk(ω) =
⌊

ŝk(ω)
⌋

where the subscripts denote matrix or vector elements and � · � is the slicing operation.

This solution is in some ways better than the zero-forcing one, but
somewhat more difficult to translate into a point-to-multipoint solution (see
Section 16.4.2), because of the fact that the feed-forward matrix FH(ω) is not
unitary, and therefore does not preserve signal power. However, in most
DSL applications the SNR at most tones is very large, so that the difference
between the two solutions is minimal.

16.3.3 Two-Sided Architectures
An alternative approach which can achieve the capacity of the channel is
to precondition the signal before transmission, then transmit along “virtual”
channels that have some desired property, and finally compensate for both
the preconditioning and the channel at the receiver.

A general structure for a linear version of such “two-sided” transmission
is shown in Figure 16.14.

16.3.3.1 SVD Architecture

A two-sided architecture for FEXT cancelation in DMT systems is proposed
in [Tauböck 2000]. The architecture is based on decomposing the channel
into completely independent channels at each tone via the singular value
decomposition (SVD).
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Figure 16.14 General linear two-sided structure.

Again, consider the signal model from Equation 16.3 and assume that
the noise v(ω) is white. Apply the SVD to the channel matrix at tone ω

H(ω) = Q(ω) �(ω) PH(ω) (16.29)

where
Q(ω) and P(ω) are unitary matrices
�(ω) is diagonal with real and nonnegative values

The virtual channel represented by �(ω) is free of FEXT, so each sub-
channel can be used independently for transmission.

To utilize this diagonal channel, define the transmitted signal as s̃(ω),
precondition it by P(ω) to get the signal s(ω) = P(ω)s̃(ω) on the physical
channel and compensate by QH(ω) at the receiver. Thus

QH(ω)y(ω) = QH(ω)
(
H(ω)s(ω)+ v(ω)

)
= QH(ω)H(ω)P(ω)s̃(ω)+QH(ω)v(ω) (16.30)

= �(ω)s̃(ω)+QH(ω)v(ω)

Note that as in the DF architecture, the noise QH(ω)v(ω) is still white.
To retrieve the transmitted signal, the receiver next compensates for

the attenuation of the virtual channels by inverting �(ω), assuming it is
invertible,∗ yielding

ŝ(ω) = �−1(ω)QH(ω)y(ω)

= s̃(ω)+�−1(ω) QH(ω)v(ω) (16.31)

∗ See previous footnote.
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Observe that the noise gets amplified by the inverse of the virtual chan-
nel, but no FEXT is present.

As before, the decisions s(ω) are obtained by slicing ŝ(ω). The algorithm
is outlined below.

SVD-Based Algorithm:

Initialization: For each tone ω, set

Q(ω) �(ω)PH(ω) = H(ω)

FH(ω) = �−1(ω) QH(ω)

GH(ω) = P(ω)

Showtime: For each DMT symbol and each tone ω

1. Compute s(ω) = GH(ω) s̃(ω) at the transmitter

2. Compute ŝ(ω) = FH(ω)y(ω) at the receiver

3. Set sk(ω) =
⌊

ŝk(ω)
⌋

independently for each channel k

where � · � is the slicing operation.

As before, the algorithm makes the assumption that the channel is per-
fectly stationary so that the initial matrices do not need to change, but in
practice, a good channel estimate should be maintained continuously and
the matrices updated occasionally.

The primary benefit of this architecture over the DF one is that error
propagation from channel to channel is avoided. However, the complexity
associated with configuring the transmitter matrix for each tone detracts
from its ease of implementation.

16.4 Point-to-Multipoint Architectures

The above architectures all utilize collocation of the receivers to remove or
mitigate crosstalk as an interference source. Some loop configurations do
not lend themselves to this, of course, or if they do so in one direction,
they may not in the other. As an example, most consumer DSL installations
are arranged in a point-to-multipoint configuration, where the downstream
receivers are located in separate buildings, but the downstream transmitters
in a single CO.
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Figure 16.15 Point-to-multipoint architecture.

In these situations, some crosstalk can be addressed by pre-compensating
at the transmitter (e.g., [Cendrillon 2005]). A general depiction of a transceiver
architecture for doing this is shown in Figure 16.15, where the pre-
compensator is selected to cancel crosstalk without unduly increasing
the transmitted power.

16.4.1 Linear Architecture
Perhaps the simplest approach for canceling crosstalk at the transmitter
is via a linear pre-compensator, see for example discussion in
[Cendrillon 2006b].

Define the transmitted signal as

s(ω) = 1

β(ω)
H−T(ω) Hdiag(ω) s̃(ω) (16.32)

where
s̃(ω) is the desired transmit symbol
Hdiag(ω) is the diagonal of the channel matrix

H−T is the inverse transpose of the channel matrix
β(ω) is a scalar chosen so that the transmit power on each pair is limited

For example, this scalar may be chosen so that the power of s(ω) is no
larger than that of s̃(ω) by setting

β(ω) = max
n

∥∥∥row n of H−T(ω) Hdiag(ω)

∥∥∥ (16.33)



Dedieu/Implementation and Applications of DSL Technology AU3423_C016 Final Proof Page 595 18.9.2007 04:24am

Multiline MIMO DSL System Architectures 595

Then the received signal,

y(ω) = 1

β(ω)
Hdiag(ω) s̃(ω)+ v(ω) (16.34)

is free of FEXT and can be equalized independently for each line. The
resulting equalized signal for each receiver k is

ŝk(ω) = β(ω)
yk(ω)

hkk(ω)
(16.35)

In general, this architecture is somewhat suboptimal, because the scalar
β(ω) may have to be chosen conservatively to satisfy a power constraint
on all transmit pairs. However, in most DSL environments, all rows in the
channel matrix are strongly dominated by the diagonal element, so β(ω) is
close to one and the architecture is close to optimal. Some care is needed
when one channel uses a frequency, while another channel does not use
that frequency; filtering should only consider the active lines for the given
frequency. Further details may be found in [Cendrillon 2006b].

16.4.2 QR Architecture
The receiver-based QR architecture described in Section ´16.3.2.1 does,
somewhat surprisingly, lead to a dual architecture that applies very well to
FEXT cancelation in a point-to-multipoint configuration. This architecture
is described for DMT systems in [Verdu 1998].

The first step in the derivation is to triangularize the transposed channel
matrix at each tone using the QR decomposition,

HT(ω) = Q(ω) R(ω) (16.36)

where
Q(ω) is a unitary matrix
R(ω) is upper triangular

Then, break R(ω) into its diagonal and off-diagonal parts

R(ω) = Rdiag(ω)+ Roff(ω) (16.37)

It is easy to see that if the transmitted signal is defined as

s(ω) = Q∗(ω) R−T(ω) Rdiag(ω) s̃(ω) (16.38)
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where
s̃(ω) is the desired transmit symbol
Q∗(ω) denotes the element-wise conjugate of the matrix (without trans-
position)
R−T(ω) denotes the inverse transpose of R(ω)

Then the received signal y(ω) is free of FEXT and can be equalized
independently for each line. In fact, the received signal may be written as

y(ω) = RT(ω) QT(ω) s(ω)+ v(ω)

= Rdiag(ω) s̃(ω)+ v(ω) (16.39)

so the appropriately equalized signal for each receiver k is

ŝk(ω) = yk(ω)

rkk(ω)
(16.40)

A problem with the above derivation is that no means are taken to limit the
power transmitted on the physical lines, while this may be strictly limited
at each tone by a power mask. Fortunately, this is easily addressed by
simply redefining the transmit symbol s̃(ω) as follows. Let the range of
valid transmit values for the constellation on tone ω and line k be Pk(ω) and

define the true transmit symbol as s̃
0
k
(ω). Then, both the real and imaginary

values of s̃
0
k
(ω) must lie in the range [−Pk(ω)/2, Pk(ω)/2]. Further, define

u(ω) = R−T(ω)Rdiag(ω) s̃(ω) (16.41)

and

s̃k(ω) = s̃
0
k
(ω)+ pk(ω) (16.42)

with pk(ω) as complex integer multiple nk(ω) of the valid range

pk(ω) = nk(ω)Pk(ω) (16.43)

Then, choose the real and imaginary parts of nk(ω) such that the corre-

sponding parts of uk(ω) are both within those same limits.
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Note that, in practice, this can be done successively for each line,
because of the triangular structure of the mapping from s̃(ω) to u(ω). In
fact, because Equation 16.41 may be rewritten as

uk(ω) = s̃k(ω)−
k− 1∑
j= 1

rjk(ω)

rkk(ω)
uj(ω) (16.44)

it may be accomplished by setting s̃k(ω) = s̃
0
k
(ω) and following the com-

putation of each uk(ω) with a modulo operation on the range Pk(ω) (see

[Verdu 1998] and [Yu 2001]). Note also, that once the real and imaginary
parts of u(ω) are all within allowable ranges, the power of the actual trans-
mit signal s(ω) = Q∗(ω) u(ω) is also within range, because the mapping
between the two is unitary.

The equalized signal now becomes

ŝk(ω) = yk(ω)

rkk(ω)

= s̃
0
k
(ω)+ nk(ω)Pk(ω)+ vk(ω)

rkk(ω)
(16.45)

Because s̃
0
k
(ω) is in the valid range and any nonzero integer nk(ω) yields

a value outside of that range, the true transmit symbol (plus the noise) may
be recovered with a simple modulo operation.

This is a very effective way of removing FEXT in the point-to-multipoint
configuration, but may suffer somewhat from decoding errors owing to
noise effects on the modulo operation at the receiver Equation 16.45. Similar
to the discussion before, some care is needed when one channel uses a
frequency, while another channel does not use that frequency; filtering
should only consider the active lines for the given frequency.

16.5 Performance

All of the four receiver-based architectures described above cancel almost
all FEXT in most situations and bring the average capacity to the capacity of
an unimpaired loop shown in Figure 16.7. Moreover, the capacity of most
of the individual pairs is also very close to the average.
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Figure 16.16 Comparison of performance for MIMO architectures.

This is depicted in Figure 16.16, where the capacity of each individ-
ual pair for each of the four architectures is compared to the unimpaired
and impaired capacities. For the linear zero forcing, the linear MMSE and
the decision feedback QR architecture, the individual capacities (multiple
dotted lines are all indistinguishable from the unimpaired capacity [plain
lines]), whereas the two-sided SVD architecture gives in a small spread
around it.

A discussion on the near-optimality of linear crosstalk cancelation and
pre-compensation schemes may be found in [Cendrillon 2006b]. For exam-
ple, a bound on the capacity loss of the linear Zero-Forcing (ZF) architecture
as a function of column-wise diagonal dominance of the upstream channel
matrix is derived, which shows that in 99 percent of channels (using worst
1 percent case models) the capacity loss is less than 2 percent. A similar
result holds for the downstream channel.

Because of the near-optimality of these simple architectures under
normal conditions, there is typically little extra benefit in using MMSE
and DF architectures. For other loop conditions, the performance com-
parison may be different. In particular, when the transmission is strongly
impaired by alien noise, linear architectures are not sufficient for near
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optimal performance. Decision feedback and receiver-based architectures
are then needed. When pre-compensation is considered however, linear
architectures are likely to be close to optimal.

16.6 Conclusions

Vectored MIMO technologies have the potential to provide a step func-
tion increase in the performance of DSL systems. In this chapter, we have
shown the applicability of several MIMO architectures to the DSL space
and the copper network. We have also illustrated their crosstalk mitigation
and performance enhancing properties. These concepts provide the basic
tools that DSL engineers can use to design next generation DSL systems
and solve the challenging problems in migrating the current infrastructure
to the next generation one.

MIMO vectoring for DSL systems is an active research area and further
advances are expected in several areas. Current challenges and research
focus for vectoring systems lie in the following areas:

• Combining vectoring architectures with coding schemes.
• Investigating the challenges of training and adaptation, especially in

the point-to-multipoint environment.

Glossary
ADSL: Asymmetric Digital Subscriber Line
CO: central office
DSM: dynamic spectral management
FDD: frequency division duplex
FEXT: far-end crosstalk
MIMO: multiple-input–multiple-output
NEXT: near-end crosstalk
PSD: power spectral density
SISO: single-input–single-output
SVD: singular value decomposition
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Abstract This chapter discusses the standardization of Digital Subscriber
Line (DSL). It presents an overview of the groups responsible for DSL stan-
dardization and related activities and also provides some of the history of
DSL. This chapter provides details of the Asymmetric DSL (ADSL), High
Bit-Rate DSL (HDSL), Integrated Services Digital Network (ISDN), Sym-
metric High Bit-Rate DSL (SHDSL), and Very High Bit-Rate DSL (VDSL)
standards and concludes with a description of handshaking, which is the
common procedure used by all DSL modems at the beginning of the startup
sequence.

17.1 Introduction

To enable connections between Digital Subscriber Line (DSL) modems
from different manufacturers, there must be an agreement, in advance, of
how the modems will behave. For example, to establish a connection, the
modems on opposite ends of a telephone line must be aware of what sort
of information the various initialization signals will contain, when those
signals will be transmitted, and how the transmitted signals will be modu-
lated. Furthermore, after a connection has been established, the modems
may need to exchange information either to respond to changing channel
and noise conditions or to optimize performance. Protocols and signal for-
mats for this information must also be agreed in advance. The definition of
those modem elements that are critical to ensure interoperability between
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any two DSL modems of the same type—whether Asymmetric DSL (ADSL),
Very High Bit-Rate DSL (VDSL), or one of the symmetrical types such as
Symmetric High Bit-Rate DSL (SHDSL)—is the role of the DSL standardiza-
tion groups.

Several standards organizations address the standardization of DSL.
The Telecommunications Sector of the International Telecommunication
Union (known as the ITU-T) defines transceiver specifications for use
internationally. A working group under the Alliance for Telecommunica-
tions Industry Solutions (ATIS) writes transceiver specifications for North
America, and the European Telecommunications Standards Institute (ETSI)
generates standards for European use. The Telecommunication Technology
Committee (TTC) develops telecommunications standards for Japan, and
the China Communications Standards Association (CCSA) does the same
for China. Two additional organizations do not standardize DSL transceiver
specifications but perform work that is relevant to the industry, and they
reference the standards developed by the above mentioned groups as
appropriate in their work. The first is the DSL Forum, which is an industry
consortium focused primarily on initiatives, such as interoperability testing
and management of modems, to accelerate DSL deployment. The second is
the Institute of Electrical and Electronics Engineers (IEEE), which has based
its Ethernet in the first mile (EFM) standard on two initial DSL transceiver
specifications (namely, SHDSL and first generation VDSL; see Sections 17.3
and 17.5). This chapter provides a brief overview of each organization’s
role in the standardization of DSL.

They are the symmetric DSLs, which support the same bit rate in both
the downstream and upstream directions; ADSL, which provides a higher
bit rate in the downstream direction (toward the subscriber) than in the
upstream direction (from the subscriber); and VDSL, which can support
very high-speed symmetrical or asymmetrical services on shorter loops.

Also addressed is handshaking, the process by which two modems at
opposite ends of a telephone line declare their basic capabilities (i.e., what
type(s) of DSL they support, etc.), and negotiate operational parameters in
preparation for a full initialization process specific to the selected DSL type.

17.2 The DSL Standards Organizations

Before delving into the details of DSL standards, it is useful to have an
understanding of the organizations involved in DSL standardization and
their relationships to each other. The groups that standardize or support
standardization of DSL are the ITU-T, ATIS, ETSI, the DSL Forum, and the
IEEE.
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17.2.1 ITU
The ITU is a United Nations organization that relies on participation from
both governments and the private sector to coordinate global telecom-
munication networks and services. The ITU-T generates standards called
Recommendations for all fields of telecommunications. The ITU-T was
created on March 1, 1993 to replace the International Telegraph and Tele-
phone Consultative Committee (CCITT), which had been active in various
forms since 1865.

Standardization work in the ITU-T is carried out by study groups. DSL
standardization is carried out by Study Group 15, which is the lead study
group on access network transport and optical technology. The focus of
Study Group 15 is “the development of standards on optical and other
transport network infrastructures, systems, equipment, optical fibres, and
the corresponding control plane technologies to enable the evolution
toward intelligent transport networks. This encompasses the development
of related standards for the customer premises, access, metropolitan, and
long haul sections of communication networks” [SG15 web]. The work of
Study Group 15 is partitioned into work areas known as “Questions.” Work
on DSL takes place within Question 4 (abbreviated herein as SG15/Q4),
which is entitled “Transceivers for customer access and in-premises phone
line networking systems on metallic pairs.” SG15/Q4 has been led since its
inception by venerable rapporteur Richard “Dick” Stuart, and beginning in
the late 1990s, SG15/Q4 became primarily responsible for DSL transceiver
standards, including ADSL, VDSL, and SHDSL. In addition to generating
transceiver specifications, SG15/Q4 generates other recommendations to
support the transceiver recommendations. Table 17.1 provides a list of the
DSL Recommendations that have been generated by SG15/Q4.

This chapter addresses the symmetric DSL Recommendations (G.991.x),
the ADSL Recommendations (G.992.x), the VDSL Recommendations
(G.993.x), and handshake (G.994.1). The bonding Recommendations
(G.998.x) are addressed in Chapter 15.

17.2.2 ATIS
ATIS is a standardization organization based in the United States and
accredited by the American National Standards Institute (ANSI). ATIS is
“committed to rapidly developing and promoting technical and operations
standards for the communications and related information technologies
industry worldwide using a pragmatic, flexible, and open approach”
[ATIS web]. A key objective of ATIS is to ensure interoperable end-to-
end telecommunication solutions that can be implemented in a timely
fashion.
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ATIS committees work on various technical standards, both for wired
and wireless networks. Among the work items are interconnection stan-
dards (i.e., from the customer to the network interface), including DSL,
number portability, improved data transmission, Internet telephony, toll-
free access, telecommunications fraud, and order and billing issues
[ATIS web].

Work on DSL is carried out by the Network Access Interfaces (NAI)
subcommittee of the Network, Interface, Power, and Protection (NIPP)
committee, which is currently chaired by industry veteran Massimo Sor-
bara. (Prior to the restructuring of ATIS in 2005, the overarching com-
mittee was Committee T1, which contained the technical subcommittee
called T1E1 and the working group with responsibility for DSL, which was
called T1E1.4.∗ The reader can think of the NAI subcommittee as essen-
tially the T1E1.4 working group with a new name. (As standards people
are fond of saying, it is the same clowns, but a different circus.) The NIPP-
NAI subcommittee generates and maintains standards and technical reports
specifying systems and associated interfaces for high-speed bidirectional
transmission on metallic interfaces and for access to telecommunications
networks through optical and electrical interfaces [NIPP-NAI web]. The
primary focus of the work in NIPP-NAI is on the physical layer of DSL
transceiver specifications that are specific to North America.

In the early days of DSL, T1E1.4 (then chaired by Tom Starr, one of the
earliest proponents of DSL) played an enormous role in the specification
of both ADSL and HDSL, generating standards for both types of DSL before
either the ITU or ETSI.

T1E1.4 was also the standards body that first broke the VDSL1 line code
logjam by selecting discrete multitone (DMT) modulation in June of 2003.
This decision was a key enabler of the work on second-generation VDSL
(called VDSL2, see Section 17.5.4).

More recently, the focus of NIPP-NAI has shifted to spectrum manage-
ment (both static and dynamic, see Chapters 7 and 8) and on identifying
and communicating North American DSL requirements to SG15/Q4.

17.2.3 ETSI
“The European Telecommunications Standards Institute is an independent,
nonprofit organization whose mission is to produce telecommunications
standards for today and for the future” [ETSI web]. Within Europe, ETSI is
responsible for standardization in telecommunications, broadcasting, and
certain aspects of information technology, and is officially recognized by
the European Commission and the European Free Trade Association as the

∗ Prior to 1987, the T1E1.4 group was known as T1D1.3.
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region’s competent body for standardization in these areas. Based in Sophia
Antipolis in the south of France, ETSI has over 650 members from more
than 50 countries inside and outside of Europe. These members include
manufacturers, network operators and service providers, administrations,
research bodies, and end users [ETSI web].

Work on DSL in ETSI began in the TM3 working group and later moved
to its own working group, TM6, under the stewardship of Hans-Joerg
Frizlen. The chairmanship was then assumed by Manfred Gindel. Today,
work on DSL in ETSI continues to be carried out by the TM6 working group,
which is now chaired by Peter Reusens. TM6 is essentially the European
analog of NIPP-NAI, and, like NIPP-NAI, TM6 is now generally focused
on European-specific issues such as spectrum management and transceiver
requirements. European requirements are liaised by the group to SG15/Q4.

ETSI TM6 and ATIS NIPP-NAI have actively coordinated their work
throughout their existence to promote convergence of solutions whenever
possible.

17.2.4 DSL Forum
The DSL Forum is not an accredited standards development organization
but rather is an international industry forum of approximately 200 compa-
nies. The DSL Forum generates technical reports to facilitate the testing and
deployment of DSL. A key activity of the DSL Forum is the specification
of interoperability performance requirements, i.e., the performance that
must be achieved when the modems at the two ends of a telephone line
are from different manufacturers. The DSL Forum also addresses home net-
works, network operations, and end-to-end network architecture. Although
the technical reports generated by the DSL Forum are not standards per se,
compliance with at least some of them is invariably a requirement of most
service providers. Therefore, the DSL Forum commands a strong level of
industry participation, and its work is highly regarded.

17.2.5 IEEE
The IEEE is the world’s leading professional association for the advancement
of technology, boasting over 365,000 members in over 150 countries. The
IEEE is a leading authority on telecommunications, and its relationship
to DSL stems from the work of one of its working groups on a last-mile
Ethernet transport system.

The 802.3 working group of the IEEE is responsible for the standard-
ization of Ethernet. In 2003, the 802.3ah subtask force completed the EFM
standard. The objective was to transport Ethernet packets over the public
telephone access network. Because DSL already addressed the physical
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layer needed for this application, 802.3ah decided to use the existing SHDSL
and first-generation VDSL physical layers for EFM. However, 802.3 as a rule
never specifies more than one physical layer for a standard, whereas the
available first-generation VDSL standards (VDSL1) specified both single-
carrier and multi-carrier modulation. As a result, in support of the activity
in 802.3ah, T1E1.4 agreed to take on the task of selecting a single line code
for the first generation of VDSL. Although T1E1.4 had always had a goal
to choose a single line code, the time frame was vague, and the task of-
ten seemed insurmountable for various reasons. By formally encouraging
and monitoring the line code selection activity in T1E1.4, 802.3ah worked
a definitive plan for the development of the 802.3ah standard. The activ-
ity in T1E1.4 resulted in the selection of DMT modulation as the VDSL1
line code. IEEE 802.3ah shortly followed with selection of DMT as the line
code for the VDSL portion of the 802.3ah specification. As a result of its
need for a single line code for VDSL for use in the short-reach specifica-
tion of EFM, IEEE 802.3ah was instrumental in expediting a VDSL line code
decision.

17.3 Symmetric DSL

This section describes the symmetric DSLs, including ISDN (Integrated
Services Digital Network), HDSL, and SHDSL.

17.3.1 ISDN—the First DSL
ISDN is often considered to be the first DSL. ISDN is a system that provides
end-to-end digital connectivity via the public telephone network. There are
two basic variants of ISDN: the basic rate interface (BRI) and the primary
rate interface (PRI). Corresponding services are known as basic rate access
(BRA) and primary rate access (PRA), respectively. The ISDN BRI provides
two 64 kbit/s bearer channels (called “B channels”) for voice or data at
a data rate of 64 kbit/s. In addition, there is a 16 kbit/s signaling channel
(called the “D channel”), and an additional 16 kbit/s of overhead for framing
and signaling, bringing the total transmitted bit rate to 160 kbit/s. The line
code for ISDN BRA is either 2B1Q (two binary, one quaternary) encoding or
4B3T. The 4B3T line code, also referred to as MMS43, is used in Germany.
In the context of access networks, ISDN usually refers to basic rate access
ISDN (ISDN-BA).

The primary rate ISDN is different in different regions of the world. In
North America and Japan, the PRI consists of 23 B channels (64 kbit/s for
each channel), one 64 kbit/s D channel, and an extra 8 kbit/s of overhead
that results in an aggregate line rate of 1544 kbit/s; this is the same as
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DS1 (Digital Signal Level 1) physical signal transport in the digital network
hierarchy. In Europe and most of the rest of the world, the PRI consists of
30 B channels plus one 64 kbit/s D channel with an additional 64 kbit/s
overhead channel for framing, signaling, and other overhead, bringing the
total data payload to 2048 kbit/s [ETSI ETR 080]. B channels can also be
aggregated to form H channels, for example, H0 = 384 kbit/s (6 B channels)
and H12 = 1920 kbit/s (30 B channels).

A later innovation was a product called ISDN DSL (IDSL). IDSL is a
proprietary arrangement whereby the entire ISDN data capacity (128 or
144 kbit/s) is combined to transfer packet data between a home user and
an Internet access router. IDSL used the 2B1Q line code as the physical
layer transport.

The concept of ISDN started to take shape in the late 1960s, and the
name “ISDN” was first officially mentioned in a Japanese contribution to the
CCITT in 1972 [Habara 1988]. The early work led to a CCITT Recommen-
dation in 1980. Original Recommendations of ISDN were in CCITT Recom-
mendation I.120 (1984 Red Books). However, because various countries
had developed different versions of ISDN prior to this CCITT Recommen-
dation, it was necessary to include country-specific information elements,
using a code set mechanism allowing different use of different information
elements within the data frames.

In the United States, the ISDN implementation proceeded slowly, even
though ISDN has been under development since 1980. This was primarily
due to discouraging regulatory policies and secondarily because of the
divestiture of the Bell Operating Companies from AT&T, which removed
Bellcore as a driver for deployment. Services were introduced in the United
States on a trial basis in 1985, but these services never really took off in the
same way as in Germany and the rest of Europe. In Canada in the early
1980s, Bell Canada conducted some early ISDN trials with equipment that
used the Alternate Mark Inversion (AMI) line code with time-compression
multiplexing (TCM).

The ISDN-BRI standard in the United States is T1.601, which was
originally completed in 1987. The latest issue of T1.601 was released in
2004. The PRI standard is T1.605, which was developed in parallel with
T1.601.

In Europe, the development of ISDN services proceeded at various rates,
with Germany amongst the forerunners. Deutsche Telekom launched their
ISDN service in 1989 at the CeBIT trade show in Hannover, with such suc-
cess that by 2003 there were 10 million ISDN-BA connections in Germany
(compared to 27 million plain old telephone service [POTS] lines) [T-Com].
In Japan, early introduction of ISDN began in 1984 and became widespread
in the 1990s. In the rest of the world, ISDN modulation is based on echo
canceled (EC) modulation, but the Japanese ISDN is based on a “ping-pong”
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Time-Division Duplexing (TDD) system that uses TCM. The ISDN system
in Japan is called TCM-ISDN. The use of TDD in ISDN would influence all
future DSL development in Japan. In particular, the ADSL systems for Japan
would need to account for the TDD nature of TCM-ISDN to minimize the
effects of nonstationary crosstalk.

In the early 1990s, work began on specifications to improve
interoperability of ISDN equipment in the United States, and a specific
implementation for ISDN in the United States, National ISDN 1 (NI-1),
was established in 1991. However, there were problems agreeing on this
standard, and eventually a more comprehensive National ISDN 2 (NI-2)
was adopted in 1992. These and number of subsequent clarifications of
the ISDN operations greatly helped interoperability of ISDN equipment in
North America.

In Europe, ETSI TM3 started work in 1990 on the specification of a
basic rate ISDN digital transmission system on metallic local lines, later to
be published as ETR 080 in July 1993. This ETSI technical report described
the transmission properties of local networks suitable for transmission sys-
tems using metallic pairs of wires, with two line codes (2B1Q and 4B3T)
described in appendices. This document was refined and improved over
the years, with the latest published version, TS 102 080 Version 1.4.1, being
generated by ETSI TM6 in 2003 [ETSI TS 102 080]. This latest version of TS
102 080 is intended to improve spectral compatibility with VDSL and ADSL
by including a specification of the low-pass portion of a splitter to work on
the same pair with a VDSL or an ADSL system.

The ITU-T ISDN-BRA Recommendations are I.411, I.412, and I.430.
The I.430 Recommendation specifies the physical layer, with each of two
line codes specified in annexes. The ITU-T Recommendation I.431 specifies
the physical layer for ISDN-PRI.

17.3.2 HDSL
The vision of a single digital network capable of supporting a wide range
of services—data, voice, and video—initiated by ISDN had a weak link.
That weak link was the access network that connects customers to the
local exchange via local lines, which are usually existing copper twisted-
wire pairs. A typical connection consists of a cascade of cable sections of
different diameters and lengths, bundled together with up to a hundred
other such pairs, resulting in a low-bandwidth transmission medium that
is prone to interference. This medium had been sufficient for 4 kHz band-
width analog telephony, and ISDN-BA technology had been developed to
allow the bidirectional transmission of 160 kbit/s over these lines to the end
subscriber. However, the vision of an end-to-end connection for ISDN-PRA
(1544 kbit/s in North America, 2048 kbit/s in Europe) required the installa-
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tion of special coaxial or fiber-optic cable, or repeaters every few kilometers
in carefully selected copper-pair cables.

In addition, there was a need for an alternative means to provision a T1
circuit in North America and an E1 circuit in Europe. Installation of T1 and
E1 circuits, which usually required the installation of repeaters, could take
as long as two or three months. Ideally, this new approach would eliminate
the need for repeaters and thereby enable provisioning of a T1 or E1 circuit
in two or three days.

In part in response to the need for a T1 replacement technology, in
October of 1991 Bellcore released Technical Advisory TA-NWT-001210,
generic requirements for HDSL [Bellcore 91-86]. The advisory called for
a tenfold increase in the data rates to be transmitted over old-fashioned
copper pairs, made possible by the improvements in processing speeds
achievable with very large scale integration (VLSI), which would enable the
high-speed digital signal processing that was required to compensate for the
essentially unknown transmission characteristics of the cable plant. It was
possible to implement the necessary adaptive echo cancelation, equaliza-
tion, and filtering techniques in real-time. Early research had been carried
out in the mid 1980s, but the laboratory prototypes had been large and
unwieldy; but the possibility of a compact transceiver module using the
current state of the art VDLSI was later becoming a reality.

The proposed HDSL was to provide repeaterless DSL rate access over
nonloaded copper loops conforming to the North American carrier serving
area (CSA)∗ design rules as a transparent replacement for the T1 repeatered
lines then being used in the distribution networks. The proposed HDSL was
to eliminate the need to remove bridged taps, separate binder groups, or
install repeaters, resulting in considerable cost savings. In particular, elim-
inating the need for repeaters was seen as a significant improvement,
because repeaters brought only problems: high-voltage power-feeding
circuits were required, line-transformers were more bulky, the repeaters
themselves were difficult to install and service, and the additional crosstalk
from the boosted signals was a potential source of interference to adjacent,
nonrepeatered systems.

The Technical Advisory (TA) defined overall system requirements to
support the above goal and proposed a dual-duplex architecture in which
two pairs carry full-duplex 784 kbit/s bit streams. The 784 kbit/s line rate
was composed of 12 DS0 channels at 64 kbit/s each (for 768 kbit/s total)
plus 8 kbit/s for the DS1 F bit (which was transmitted in each pair for
redundancy) and an 8 kbit/s overhead channel. The two 784 kbit/s streams

∗ The “carrier serving area” (CSA) is defined as a 9-kft length of 26 AWG cabling or, equivalently,
a 12-kft length of 24 AWG cabling.
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were then combined to form a 1.544 Mbit/s DS1 bit stream conforming to
the North American interface specifications. This release of the TA, which
was largely based on the existing 2B1Q ISDN technology, defined the line
code as 2B1Q and also proposed a framing format that included a scheme
for synchronization and bit stuffing, a cyclic redundancy check (CRC) field,
an HDSL embedded operations channel (EOC), and indicator bits for oper-
ations purposes, but not the protocol structure of the EOC or the start-up
protocol.

The document reflected a close working relationship with vendors
through the TlE1.4 working group. The first HDSL systems were placed
into service in 1992. The T1E1.4 group then proceeded to work on a
technical report specifying HDSL, referred to as TR-59 [TlE1.4/92-002R1].

At the same time work was ongoing on HDSL in T1E1.4, interest was
stirred in Europe, where the same problems with high-speed access were
being encountered. In the European access environment, there was a
requirement for providing ISDN-PRA services (2048 kbit/s) to customers
without having to lay new screened-copper or fiber-optic cables, or to
provide repeaters. It was becoming clear that there was a gap between
the demand for broadband data services and the rate of deployment of
fiber-optic cables, which together with the economic pressures for reduc-
ing transmission costs provided an impetus to make the best use of the
existing investment in copper cable.

In 1992, ETSI created a work item within sub-technical committee TM3
to study the application of the HDSL techniques developed in America to
European requirements, in particular ISDN-PRA [ETSI STC-TM3]. In 1992,
TM3 began work on a specification for HDSL transmission on metallic
local lines [ETSI ETR 152]. The scope of this work was to specify HDSL
transceivers capable of providing transparent capacity of 784 or 1168 kbit/s
over one pair of the existing copper local line network. Target ranges
were about 2.7 km (approximately 9 kft) on 0.4 mm wires (approximately
equivalent to 26 AWG) and 3.7 km (approximately 12 kft) with 0.5 mm
wires (approximately equivalent to 24 AWG), without repeaters. The origi-
nal application was to implement the ISDN-PRA digital section using three
pairs, although a two-pair option was very quickly added to the scope.
The first draft of this technical report was completed in October of 1993
and described transmission techniques, performance objectives, architec-
ture, and operations and maintenance. Two systems were described, both
using the 2B1Q line code: triple-duplex operation transmitting 784 kbits/s
per pair and dual-duplex operation transmitting 1168 kbit/s per pair. Fur-
ther applications such as SDH (synchronous digital hierarchy) compatibility,
fractional operation, and leased-line operation, as well as other line codes,
were left for future editions. The triple-duplex method was chosen as an
obvious extension of the American system, allowing the same transceivers
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to be used and with the added advantage of additional capacity for future
compatibility with SDH TU-12 or VC-12 formats. (This additional capacity
was, however, only implemented to any significant extent ten years later.)
To maintain compatibility with HDSL standards in North America, the same
basic HDSL frame structure was maintained, but with new mapping options
for the European requirements. The HDSL frame on each pair has a nominal
duration of 6 ms, and contains 48 payload blocks containing 12 data bytes
for the three-pair system and 18 data bytes for the two-pair system, result-
ing in a payload rate of 2304 kbit/s (equivalent to 36 × 64 kbit/s chan-
nels). For 2048 kbit/s applications, only 32 of these 64 kbit/s channels are
required, but future applications such as SDH TU-12 format data will use
the full capacity. The report also described detailed start-up procedures, the
embedded operations channel, operation and maintenance mechanisms,
electrical characteristics, and performance requirements. The aim of this
ETSI technical report was to facilitate the design of HDSL systems such
that equipment from different vendors could work together. To simulate
the local loop environment for test purposes, a set of test loops was also
defined, and these, together with artificially generated test noise, allowed
laboratory testing of HDSL equipment under controlled conditions.

The first version of ETR 152 was approved in October of 1993, but
for various reasons publication did not follow until February of 1995. The
second version of ETR 152 was completed in mid-1995 and included an
annex describing the carrierless amplitude and phase modulation (CAP)
line code (see chapter 6 of [Golden 2006] for details of CAP). This annex
was included after a very interesting and heated debate. The third version
of ETR 152 was published in late 1996 and included a one-pair system for
2320 kbit/s.

In mid-1997, the existing technical report was revised and issued as
a technical specification, TS 101 135 [ETSI TS 101 135-a (1998)], which in
turn was taken over by the ITU-T as the basis for G.991.1 [G991.1]. Finally,
a specification for digital embedded ISDN and POTS was published in 1998
[ETSI TS 101 135-b (1998)].

The ETSI HDSL work was originally proposed as a “quick-fix” solution
for the transport of 2 Mbit/s PRA services over three copper pairs using
2B1Q technology, but in the space of eight years it had matured into a
complex system capable of supporting a wide range of services over one,
two, or three wire pairs with a choice of 2B1Q or CAP line codes.

In 1997, ITU-T Study Group 15 established Question 4 to address DSL
issues. This group became known as SG15/Q4 and would greatly influ-
ence all DSL development from then on. One of the first tasks for the
new SG15/Q4 group was to create an international standard for HDSL. The
ITU-T work was largely based on the ETSI TM6 work, which in turn was
largely based on the latest ANSI T1E1.4 work [ATIS TR-28]. The HDSL ITU-T



Dedieu/Implementation and Applications of DSL Technology AU3423_C017 Final Proof Page 617 20.9.2007 05:35pm

DSL Standardization 617

Recommendation G.991.1 [G991.1] was published in 1998 and was mostly
identical to ETSI TS 101 152, with the addition of support for 1544 kbit/s
for North America. Figure 17.1 illustrates the timeline of HDSL standards
development.

Despite HDSL being a leap in transmission capability, HDSL was in
one sense a retrograde step. Whereas ISDN-BA integrated voice and
data communications on the same phone line, HDSL required the voice
to be separated out and transmitted over a completely separate net-
work, to the extent that an additional copper pair was required if voice
services were to be provided. It was not until later (see, for example,
[ETSI TS 101 135-b (1998)] and [Habib 2002]) that the concept of voice
and data integrated in the physical layer of the DSL was introduced, with
voice-over-IP (VoIP) or voice over ATM (VoATM) having being introduced
slightly earlier [DSL Forum TR-036].

A DSL designer must choose between carrying voice as a traditional
voiceband signal (POTS) or providing DC (direct current) power via the
line to power the customer-end equipment or mid-span repeaters. Because
POTS uses DC signaling, it is not possible to do both on the same line.

17.3.3 SHDSL
In 1995, T1E1.4 started to study a second-generation HDSL system with
the ambitious goal of replacing the two-pair HDSL systems with a new
single-pair system covering the same carrier serving area [ATIS T1]. This
second-generation HDSL was referred to as HDSL2, and the early work on
HDSL2 became the basis for much of the SHDSL work in the ITU-T and
ETSI.

Very precise requirements were formulated for the HDSL2 system
design, in particular for the specific mix of disturbers that must be tolerated
and the spectral compatibility that must be achieved with other systems.
Various new line codes and modulation methods were evaluated, taking
into consideration recent technological advances, including frequency-
division duplexed (FDD) and EC line codes such as 3B1O and the single-
carrier methods of quadrature amplitude modulation (QAM) and CAP. To
achieve the performance targets with low latency while achieving spectral
compatibility with specified services, it was found that different spectral
shaping in the upstream and downstream directions was required, and vari-
ous power spectral density (PSD) schemes were proposed, including POET
(partially overlapped echo-canceled transmission), overCAPed (oversam-
pled CAP/QAM), OPTIS (overlapped pulse amplitude modulation [PAM]
transmission with interlocked spectra), and MONET (margin optimized
interlocked extended-range transmission). Eventually, a solution based on
the OPTIS PSD with the trellis coded PAM line code was agreed upon as
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being the best compromise between performance and spectral compatibil-
ity. A detailed description of the development of Committee T1 HDSL2 in
North America can be found in [Starr 2003].

In ETSI TM6, the work on ETR 152 had come to a natural comple-
tion, and the group began to consider what potential there was for future
symmetric DSL systems. The group decided to consider what synergy could
be attained with the HDSL2 work in T1E1.4 [ETSI DTS/TM-06011]. A first
proposal was made for requirements for the new system, including data-
plus-ISDN/POTS, symmetrical services, negotiated data rates based on
transmission distance, and support of the TCP/IP (Transmission Control
Protocol/Internet Protocol). The acronym SDSL (to stand for single-pair
DSL) was proposed for this new ETSI system [ETSI TM6].

Unfortunately, in North America the term SDSL is also used for pro-
prietary 2B1Q multi-rate systems, based on the use of HDSL transceivers,
that can run at lower-than-standard rates to provide Internet access to
homes and small businesses. To avoid confusion between the ETSI spec-
ified SDSL system and the proprietary 2B1Q system, it is common to dis-
tinguish between the two systems by referring to the ETSI systems as
ETSI SDSL and the HDSL transceiver based systems as 2B1Q SDSL. The
2B1Q SDSL systems were popular with North American competitive local
exchange carriers (CLECs), and for a while the 2B1Q SDSL systems were
probably the most common DSL systems for residential access. This early
success of 2B1Q SDSL further increased the interest in developing stan-
dardized multi-rate SHDSL systems.

When it came to requirements, the situation in Europe was less clear cut
than in North America: there was no real equivalent of the CSA, and the mix
of potential disturbers was much greater. ETR 152 allowed for at least five
variants of HDSL (one-, two-, and three-pair systems based on 2B1Q, and
one- and two-pair based on CAP). Consideration was given to disturbance
from HDB3 coded PRA as well as ADSL over POTS and ADSL over ISDN,
which made the possibility of finding a “sweet spot” in the spectrum with
partially interlocking spectra remote.

Therefore, the European telecommunications systems operators within
TM6 spent some time collating their requirements for SDSL and agreed to
the following goals, which are documented in Annex J of [ETSI TC.TM-a]:

• Enable cost-effective implementation.
• Support one embedded ISDN-BA channel or up to 3 (digital) POTS

channels.
• Support life-line narrow-band service.
• Range was more important than the bit rate: a range equivalent to

ISDN-BA (about 4.5 km on 0.4 mm) was required for low bit rates,
and a range of about 3 km was needed for high bit rates such as
2 Mbit/s.
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• Support payload bit rates of 384–2304 kbit/s, in 64 kbit/s steps
(determined by operator).

• Provide a transfer delay of less than 1.25 ms for narrowband data
and 5 ms for broadband data.

• Provide an auxiliary 64 kbit/s channel.

It can be seen that these requirements are completely different from the
T1E1 HDSL2 requirement of achieving CSA range (9 kft of 26 AWG cabling)
with exactly 1544 kbit/s in a precisely specified crosstalk environment
[Starr 2003]. In particular, the mix of systems with which the new system
would be expected to be spectrally compatible was much broader than
for HDSL2; merely the possible presence of one-, two-, and three-pair
ETSI HDSL systems made it very difficult to find an optimum solution (see
Figure 17.2). The ETSI SDSL system could therefore not simply leverage the
HDSL2 chipsets as had been done with three-pair HDSL, but rather would
make use of the technical studies used in generating the OPTIS line code
to devise a modulation scheme optimized for the European SDSL require-

Figure 17.2 Comparison of European Telecommunications Standards Institute
(ETSI) Symmetric Digital Subscriber Line (SDSL) bands.
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ments. The manufacturers of HDSL2 chipsets cooperated fully with TM6,
making various proposals as to how best to take advantage of the advances
made in the United States. By May of 1999 [ETSI TC.TM-b], TM6 could agree
that although solutions based on CAP, QAM, PAM, or DMT would provide
equally good results in terms of spectral compatibility, reach, impairment
tolerance, and interference immunity, the majority of technology providers
preferred trellis coded PAM. ETSI TM6 therefore provisionally agreed that
Ungerboeck-Coded baseband PAM would be used as the line code for ETSI
SDSL. The term “Ungerboeck-Coded PAM (UC-PAM)” was adopted by ETSI
TM6 to replace the term “Trellis-Coded PAM (TC-PAM)” to honor Gottfried
Ungerboeck, the acknowledged inventor of the concept of trellis coded
modulation [ETSI TC.TM-a]. (The reader can find trellis coding explained
in Dr. Ungerboeck’s own words in chapter 8 of [Golden 2006].)

After much hard work both during and between meetings, the first part
of the ETSI SDSL specification (functional requirements) [ETSI TS 101 524-1]
was approved and made available to SG15/Q4 as an input to the G.shdsl
work, scheduled for determination in April of 2000. Part 2 of the ETSI
SDSL specification (SDSL transceiver requirements) then received the
group’s attention and was approved for publication in May of 2000
[ETSI TS 101 524-2]. After that, work began on combining the two parts of
the ETSI SDSL TS 101 524 into one document, which was published in June
of 2001 [ETSI TS 101 524-2]. Further work followed, where new features
were added and the document was better aligned with the ongoing SHDSL
work in SG15/Q4. New revisions of ETSI SDSL TS 101 524 were published
in 2003 [ETSI TS 101 524] and 2005. By the end of 2004, the SHDSL stan-
dards development was so mature that the ETSI and ITU-T standards were
almost identical in content. Therefore, it was decided to rewrite ETSI SDSL
TS 101 524 as a pointer document to ITU-T G.991.2. This pointer document
was published in February of 2006 as ETSI TS 101 524 v1.4.1.

The SHDSL work in SG15/Q4 began in late 1998. The early ITU-T work
was primarily focused on specifying requirements based on input from the
regional bodies (mainly T1E1.4 and ETSI TM6). It quickly became clear
that the ITU-T SHDSL requirements were the combined requirements for
HDSL2 and ETSI SDSL. When ETSI decided in May of 1999 to adopt the
HDSL2 line code for ETSI SDSL, it was decided only week later to use the
same line code for ITU-T SHDSL. With a common line code and common
requirements, it was clear that ITU-T SHDSL and ETSI SDSL had so much in
common that the two standards would almost be identical. This resulted
in close cooperation between SG15/Q4, ETSI TM6 and T1E1.4, where the
three groups worked together to define the new SHDSL standard, and all
along it was made sure that HDSL2 could be accommodated as a special
case within ITU-T SHDSL.

There was also early effort to specify initialization procedures for ITU-T
SHDSL based on the handshake procedures according to Recommendation
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G.994.1 (see Section 17.6). The use of the ITU-T handshake procedure was
new to the symmetric DSL standards, and initially there was some hesi-
tation among some operators to accept the use of G.994.1 as part of the
SHDSL initialization. European operators were particularly concerned that
introducing G.994.1 handshake would not be appropriate, because it would
not fit their deployment model of providing SHDSL services. As a result,
there was some resistance in ETSI TM6 to using the G.994.1 handshake
procedure for ETSI SDSL, even if it was to be used for ITU-T SHDSL.
However, eventually both ETSI SDSL and ITU-T SHDSL adopted identical
startup procedures based on G.994.1.

The first version of ITU-T SHDSL Recommendation G.991.2 was pub-
lished in February of 2001. A revised version was published in December
of 2003 and updated with amendments in 2004 and 2005. Figure 17.3 illus-
trates the timeline of SHDSL standardization.

It is interesting to note that a change in the standards environment had
also taken place. During the development of the HDSL standard, cooperation
between ITU-T,T1E1.4, andETSITM6hadbeenhighly regimentedand linear;
written liaisons would be approved at the end of one meeting for formal
consideration at the next meeting of the other body, leading to long delays
before the simplest of changes could be coordinated. The SDSL project,
on the other hand, was more of a frantic spiral, with delegates visiting all
relevant standards meetings (see Figure 17.4), with a synergy developing
that left those on the sidelines amazed at the speed of agreement on key
issues.

17.3.4 The SHDSL Standards
The SHDSL technology has been standardized by the ITU-T in G.991.2
[G991.2] and ETSI in TS 101 524 (referred to simply as SDSL in ETSI
[ETSI TS 101 524]). The two standards are essentially the same, and
equipment that can support one should be able to support the other.
The main difference between the two SHDSL standards is that ETSI TS 101
524 is European-specific while ITU-T G.991.2 also contains a North Ameri-
can variant. As the standards were emerging, there were some differences
in exactly which optional feature was supported in which standard, but
with time the features supported by the two standards mostly converged.
In February of 2006, ETSI published TS 101 524 V1.4.1 [ETSI TS 101 524-1],
which references ITU-T G.991.2 [G991.2] wherever possible and only
specifies the differences from G.991.2.

The official name for the ITU-T’s SHDSL is “single-pair high-speed digi-
tal subscriber line (SHDSL) transceivers,” and during its development it was
usually referred to as “G.shdsl.” The official name for ETSI SDSL is “symmet-
ric single pair High Bit-Rate Digital Subscriber Line (SDSL).” Although the
two standards have different names and different acronyms, they are essen-
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Figure 17.4 Overlap between standards committees.

tially identical in content. When referring to the two standards as a single
type of technology, it is common to use the acronym SHDSL. This conven-
tion is followed in the remainder of this chapter. In addition, the HDSL2
and HDSL4 standards are considered to be special cases of SHDSL∗, and
most of the discussion about SHDSL in this chapter is directly applicable to
HDSL2 and HDSL4.

The original motivation for developing the SHDSL standards was to
develop a replacement for HDSL. The SHDSL systems were primarily tar-
geted for the small and medium enterprise (SME) business environment,
using the existing unshielded wire pairs in the local access network. How-
ever, the noise environment in the access environment had become more
congested than in the early days of HDSL. Therefore, one of the design
challenges for the SHDSL projects was to specify this noise environment
and a modem offering optimum performance within it. There was also a
need for supporting a wider range of bit rates, and not just the T1 or E1
rates that HDSL was originally specified to support.

The original SHDSL specifications provide for a bidirectional symmet-
rical channel with variable payload bit rates from 192 up to 2312 kbit/s.

∗ The development of HDSL2 preceded the development of SHDSL. SHDSL was designed to
contain HDSL2 as a “special mode of operation,” which means that an SHDSL transceiver can
be used in the implementation of an HDSL2 system.
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(The highest rate facilitates SDH TU-12 transport.) An option is provided
for transporting an independent narrowband channel able to carry an ISDN-
BA channel or analog telephone channels within this payload. A two-pair
(four-wire) option is also specified, and regenerators are also included in
the specification. Later revisions of the ITU-T G.991.2 Recommendation and
the TS 101 524 standard added support for more pairs in multi-pair mode
and specified support of extended data rates up to 5696 kbit/s on each pair.

17.3.4.1 The SHDSL Reference Model

The ITU-T G.991.2 and ETSI TS 101 524 specifications essentially
share the same reference model, but they use different nomenclature.
One of the more confusing things when comparing ITU-T and ETSI text is
the naming of the transceivers or termination units. In the ETSI terminology,
the equipment at the customer premises is known as the “network termi-
nation unit” (NTU), and that at the operator side of the line as the “line
termination unit” (LTU). In the ITU-T terminology, the SHDSL equipment
at the customer side is known as the STU-R (SHDSL transceiver unit at the
remote end) and on the operator side as the STU-C (STU at the central
office [CO]).

Figure 17.5 illustrates the ETSI SDSL reference configuration (adapted
from Figure 4.1 of [ETSI TS 101 524]), with a description of the functional
blocks superimposed. Although the diagram initially appears complicated,
there are two main parts to a complete “termination unit.” There is an
application-invariant part responsible for converting data to a format suit-
able for transmitting over metallic pair cables, and there is an application-
specific part that converts the data at the external interfaces into the format
required for the application-invariant part. Additional maintenance func-
tions are provided at each stage, and it is also interesting to note that the
“common circuitry” block, inherited from the original three-pair HDSL ref-
erence configuration, is required for the multi-pair enhancement to the
original single pair (two-wire) configuration.

Figure 17.6 illustrates the protocol model supported by this reference
configuration, showing how the various functions correspond to the lay-
ers. This layered structure can be applied to all DSL technology (see [?]).
The structure helps to ensure as much commonality as possible between
all the DSL technologies and will facilitate future convergence between
them.

The different processing layers are as follows:

• The Transmission Protocol Specific (TPS) layer corresponds to
the user interfaces at the customer premises and network opera-
tor sides of the line, based on existing transport protocol stacks.
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The specification of these protocol stacks is outside the scope of
the SHDSL technical specification.

• The transmission protocol specific–transmission convergence (TPS-
TC) layer provides the interface between the user interface and the
standard core.

• The physical medium specific–transmission convergence (PMS-TC)
layer is responsible for mapping the application data into the core
frames, multiplexing and demultiplexing application-specific chan-
nels, operations and maintenance channels, timing adaptation by
means of justification procedures, and CRC functions.

• The physical medium dependent (PMD) layer provides the duplex
connection to the physical transmission medium (metallic pair) by
means of modulation and demodulation via a hybrid circuit, EC,
equalization, coding and decoding, and bit level timing. This func-
tion is sometimes referred to as a “bit pump,” because the PMD layer
operates on the bit stream at its input without requiring any knowl-
edge of the organization of the bits into frames containing various
higher-order functions.

The choice of interface is deliberately left open-ended, with the possi-
bility of adding TPS and TPS-TC layers to encompass future applications.
Current applications are described in Annex E of ITU-T G.991.2 and Annex
A of ETSI TS 101 524.

17.3.4.2 The SHDSL PMD Layer

The line code used for SHDSL is TC-PAM, also known as UC-PAM, with
Tomlinson–Harashima precoding. This line code is essentially the same
as used for HDSL2, and key components of the encoding were adopted
directly from HDSL2. In particular, the scrambler, the programmable one-
dimensional convolutional encoder, a generalized version of the PAM
mapping, and the Tomlinson–Harashima channel precoding were all
adopted from HDSL2.

The trellis coding improves the performance of the PAM line code
by making it more resilient to noise. The trellis coding used for SHDSL
can typically provide about 4.4–5.1 dB coding gain, depending on the
specific convolutional codes used and how much latency can be tol-
erated. This means that the TC-PAM code can tolerate about 4.4–5.1
dB worse signal-to-noise ratio (SNR) than the equivalent uncoded PAM
code.

The first generation of SHDSL standards only used 16-level TC-PAM,
with three data bits and one redundant bit for each symbol. The 16-level
TC-PAM was chosen for SHDSL after extensive study, because it was shown
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to provide an excellent trade-off between performance and bandwidth
utilization. Using more than 16 levels would improve the bandwidth uti-
lization but would in most cases degrade performance. Using fewer than 16
levels would in some cases provide slightly better performance but would
mean less bandwidth utilization. Therefore, only 16-level TC-PAM was used
in first generation of the SHDSL standards.

In the second generation of SHDSL, known as “enhanced SHDSL” or
“ESHDSL,” the maximum bit rate was raised from 2312 to 5696 kbit/s.
The increase in bit rate prompted the introduction of 32-level TC-PAM for
improved spectral compatibility at high data rates. In 32-level TC-PAM,
there are four data bits per symbol, so for the same data rate the symbol
rate can be 3/4 of the symbol rate needed for 16-level TC-PAM. This in turn
implies that the bandwidth needed for the signal is 3/4 of the bandwidth
needed for 16-level TC-PAM, which can result in less crosstalk interfer-
ence into other systems, such as ADSL. The drawback is that 32-level
TC-PAM does not have as good performance as 16-level TC-PAM at these
high rates.

One drawback with trellis coding is that the use of decision feedback
equalization (DFE) is impractical because error propagation introduces cor-
relation in the error signals, which can eliminate the coding gain from the
trellis coding. One solution to this problem would be to use maximum like-
lihood sequence estimation instead of DFE. However, this approach will
typically increase the complexity of the decoder. An alternative approach is
to use Tomlinson–Harashima precoding (see chapter 11 of [Golden 2006]),
and this is the approach chosen for SHDSL.

Figure 17.7a shows a general block diagram of the transceiver (i.e., trans-
mitter and receiver) functions belonging to the PMD layer. The transmitter
and receiver paths are connected to the physical medium (the metallic
line pair) by a hybrid circuit that provides electrical isolation between the
two directions. The line interface block also contains the Analog Front-End
(AFE) that performs the analog processing such as digital-to-analog and
analog-to-digital conversion and contains analog filters, line drivers, and
analog gain control functions.

The transmit data is first passed through a scrambler to remove data
patterns such as long runs of zeros or ones, or bit patterns because of the
overlying frame structure. Such patterns could otherwise adversely affect
the performance of the receiver blocks, which work on the assumption
that the received data is random. The data is then passed through a trel-
lis encoder (Ungerboeck encoder), which introduces redundancy in the
encoded symbols by adding one extra (redundant) bit for each symbol. A
channel precoder (Tomlinson–Harashima precoder) then pre-equalizes
the data, based on coefficients acquired during the activation stage,
and a spectrum shaper ensures that the final signal on the line has the
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Figure 17.7 Physical medium dependent (PMD) layer modes.

required power spectral density (see Section 17.3.4.6). In the receiver path,
an EC removes echoes of the transmitted signal, which are caused by
imperfections in the hybrid circuit and reflections on the line. Following
this, an adaptive equalizer minimizes any distortion due to intersym-
bol interference (ISI) and minimizes the effects of the highly colored
crosstalk noise. The channel equalization is done jointly by the adap-
tive equalizer in the receiver and the Tomlinson–Harashima precoder in
the transmitter at the other end of the line. The trellis decoder, typically
implemented using the Viterbi algorithm, does a maximum likelihood
estimation of the received symbol sequence. The self-synchronizing
de-scrambler then performs the inverse of the function performed by
the scrambler in the transmitter and passes the recovered data to the
PMS-TC layer.

When initialized, the SHDSL transceivers go through three stages: pre-
activation mode, core activation mode, and data mode. In pre-activation
mode, the transceivers on either end of the line use G.994.1 handshake
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procedures to exchange information about their capabilities and agree on
common mode of operation (see Section 17.6 for more details). During
pre-activation, the transceivers can agree on whether to enter a line probe
session. In line probe mode, the two transceivers transmit two-level probing
signals at negotiated symbol rates to evaluate the characteristics of the trans-
mission line. Following the line probe sequence, the transceivers enter into
a second G.994.1 handshake session for final line rate and power back-off
negotiations. Figure 17.7b shows the configuration of the PMD layer during
pre-activation.

The core activation mode (see Figure 17.7c) begins immediately after
the pre-activation phase. In the core activation phase, the two transceivers
exchange training signals generated as two-level PAM encoding of scram-
bled ones. This commences with the STU-R∗ sending a training signal to
the STU-C to enable the STU-C to choose gain values and possibly initialize
equalizer functions, and the STU-R to possibly start training its EC. The STU-
R then stops sending the training signal, and the STU-C starts sending its
training signal to the STU-R to allow corresponding functions to be carried
out at the other end of the line. Then the STU-R resumes sending its train-
ing signal so that duplex transmission takes place. This allows both sides
to continue the optimization of their equalization and echo-cancelation
functions. After a time specified to allow the STU-R timing extraction to
be fully synchronized, the STU-C then passes the precoder coefficients
to the STU-R, and the STU-R responds by returning precoder coefficients
to the STU-C. Finally, the STU-C unit sends two activation frames with
reversed synchronization words to indicate successful completion of the
activation procedure, and the two units move to data transmission mode
(see Figure 17.7d).

The basic data mode line code for SHDSL is 16-level TC-PAM, where a
symbol consists of three data bits and one redundant bit that is used for the
trellis coding. SHDSL supports data rates in the range of 192–2312 kbit/s.
The core TPS-TC frame adds fixed overhead of 8 kbit/s, so the line rate for
SHDSL is in the range 200–2320 kbit/s, respectively. More specifically, line
rates of (n×64+ i×8+8) kbit/s are supported, where n is an integer from
3 to 36, and i is an integer value from 0 to 7. The corresponding symbol
rates are equal to the line rate divided by three.

Second generation SHDSL optionally supports bit rates up to 5696
kbit/s in increments of 8 kbit/s, which corresponds to a maximum line
rate of 5704 kbit/s after including the 8 kbit/s of overhead. The 16-level
TC-PAM can be used for data rates up to 3848 kbit/s in increments of 8
kbit/s. For spectral compatibility reasons, it was decided not to use 16-level
TC-PAM at data rates above 3848 kbit/s, but rather to use 32-level TC-PAM

∗ The STU-R is also called the NTU, and the STU-C is also called the LTU.
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modulation at these higher rates, given that its bandwidth is narrower
than with 16-level TC-PAM and the resulting crosstalk to other systems is
lower. 32-level TC-PM modulation can be used for data rates from 768 to
5696 kbit/s.

An alternative approach to increasing the data rate of SHDSL sys-
tems is to use multiple pairs, similar to what was done for HDSL. The
original idea behind the development of SHDSL was to create a single-
pair system that could replace multi-pair HDSL systems. However, as the
DSL market matured during the early development of SHDSL, operators
soon became interested in using multi-pair variants of SHDSL to deliver
higher data rates or to provide a particular data rate over longer dis-
tances. Therefore, the “single-pair” SHDSL standards added support for
multi-pair operation. Early versions of SHDSL only provided for aggre-
gation over two pairs (four-wire mode), but second generation SHDSL
standards provided for multi-pair operation on up to four pairs. Methods
have also been devised to support multi-pair operation by doing the pair
aggregation at higher layer protocols (see Chapter 15 for details of the
bonding protocol), but these methods are independent of the physical
layer transport.

17.3.4.3 The SHDSL PMS-TC Layer

The SHDSL core frame is based on the HDSL core frame but is more flexible
to support a variable bit rate, and the definition of the overhead bits is not
always identical to the corresponding bits in the HDSL frame. For values
of i = 1 and n = 36, the SHDSL frame is essentially identical to the ETSI
HDSL frame.

Figure 17.8 shows the data mode core frame structure. This frame struc-
ture provides the flexibility to transport variable payload bit rates from 192
up to 2312 kbit/s, based on different values of n and i. The data rate can
be as high as 5696 kbit/s for ESHDSL. The framing can be done in either
plesiochronous or synchronous mode.

Each core frame is subdivided into four blocks. The first group of the
frame starts with a 14-bit synchronization word followed by two overhead
bits and 12 payload blocks. Each of the three subsequent blocks consists of
ten overhead bits and twelve payload blocks. The payload blocks can be
configured as zero to eight individual Z-bits followed by three to thirty-six
data bytes, and, therefore, depending on the payload bit rate, each payload
block contains between 24 and 289 bits. As each of the 48 payload blocks is
identically configured for a specific application, the SHDSL frame contains
48× (n× 8+ i) payload bits plus 46 overhead bits and zero, two, or four
(nominally two) stuffing bits within a 6 ms frame length, for a bit rate of
(n× 64+ i× 8+ 8) kbit/s. The 46 overhead bits are divided into the 14-bit
synchronization word, 20 EOC message bits, 6 indicator bits, and 6 CRC bits.
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The allowed values for n are 3 through 36, and i can take values 0
through 7, but in the North American annex of G.991.2 (Annex A), the
values of i are restricted to 0 or 1. For ESHDSL the maximum value of n is
89, corresponding to 5696 kbit/s.

In the optional multi-pair mode (M-pair mode), the payload data is
interleaved between pairs. This is done by interleaving each payload sub-
block among all pairs. An equal number of bits from each sub-block is
carried on each pair, such that if the sub-blocks on each pair can carry k
bits, then the aggregated sub-block can carry M× k bits on the M pairs. An
M-pair SHDSL system can carry M times the data rate for each pair. This
means that the maximum data rate for an M-pair system is M× 2312 kbit/s
for first generation SHDSL and M× 5696 kbit/s for ESHDSL systems.

The STU-R symbol clock is always locked to the symbol clock of the
STU-C, but the symbol clock may or may not be locked to the data clock.
If the symbol clock is locked to the data clock, then the framing is syn-
chronous and every frame is 6 ms long, including two stuffing bits at the
end of each frame. In plesiochronous framing mode, the symbol clock is
not locked to the data clock so the frame size cannot stay fixed. There-
fore, in plesiochronous mode, the average frame size is maintained at
6 ms by adjusting the size of the individual frames, using either zero
or four stuffing bits to adjust for relative offset of the data and symbol
clocks.

17.3.4.4 The SHDSL Application-Specific TPS-TC Layer

Various application-specific TPS-TC mappings are specified in Annex E of
ITU-T G.991.2 and Annex A of ETSI TS 101 524. As described above, the
SHDSL frame structure is specified in such a way that a flexible number of
64 kbit/s time slots and 8 kbit/s time slots are available for the application
data. By configuring the mapping of the application layer payload(s) into
the core frame payload blocks, a wide range of applications can be seam-
lessly integrated into the SHDSL frame. Figure 17.9 summarizes the mapping
options that allow the different application protocols to be mapped into the
standard core frame payload block.

The simplest mapping is a clear channel unstructured mapping, in which
application bits are mapped into the payload data blocks in the correct
temporal order, but without regard to any overlying structure, as shown in
Figure 17.9a. The next simplest mapping is a byte structured mapping, in
which byte boundaries are conserved, as shown in Figure 17.9b. This can
then be extended by also ensuring that a specific byte (for example, the first
byte of a frame synchronization word) is mapped into the same position
and payload block in each DSL frame, thus ensuring frame synchronization
between the application layer and the SHDSL layer.
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Figure 17.9 SHDSL symbol synchronization options.

These mappings are analogous to those in HDSL (ITU-T G.991.1 and
ETSI TS 101 035), particularly when the four-wire (two-pair) option shown
in Figure 17.9c is also considered. The main difference is that for the HDSL
case, the Z-bits are “hardwired” with i = 0, whereas SHDSL can chose the
most appropriate value for i.

The flexibility in assigning Z-bits can be used to map ISDN-BA 2B+D
channels into the start of the SHDSL core frame, with two
Z-bits being combined to give the capacity for the D-channel, and the
B channels being mapped into the first two data bytes in the payload
block, the remainder being free for data transmission (see Figure 17.9d).
A similar mapping can be implemented for digitized POTS channels, with
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the signaling being carried either in a Z-bit channel (Figure 17.9e) or as
a common channel signaling (CCS) channel (Figure 17.9f). In both these
cases, more than one narrow band channel can be incorporated into the
payload block.

It is also possible to split the payload mapping between two separate
applications, for example, to support an additional broadband or ATM data
path in parallel with one of the other applications mentioned so far (dual-
bearer mode). A dynamic rate repartitioning algorithm has also been spec-
ified that allows time slots to be dynamically allocated between these dual
bearers.

The TPS-TC annexes of ITU-T G.991.2 and ETSI TS 101 524 describe in
detail the following application specific TPS-TC layers that make use of the
principles outlined above:

• TPS-TC for clear channel data
• TPS-TC for clear channel byte-oriented data
• TPS-TC for DS1 transport
• TPS-TC for aligned DS1 or fractional DS1 transport
• TPS-TC for European 2048 kbit/s digital unstructured leased line

(D2048U)
• TPS-TC for unaligned European 2048 kbit/s digital structured leased

line (D2048S)
• TPS-TC for aligned European 2048 kbit/s digital structured leased

line (D2048S) and fractional
• TPS-TC for synchronous ISDN-BA
• TPS-TC for mapping of 64 kbit/s POTS channels onto the SDSL frame
• TPS-TC for ATM transport
• TPS-TC for dual-bearer mode
• TPS-TC for LAPV5 enveloped POTS or ISDN
• TPS-TC for dynamic rate repartitioning
• TPS-TC for STM (Synchronous Transfer Mode) with dedicated

signaling channel

17.3.4.5 Operations and Maintenance

There is an EOC specified for SHDSL, which allows the terminal units
to maintain information about the SHDSL span. All SHDSL performance
monitoring data is transported over the EOC, and the fixed indicator
bits are used to indicate that an anomaly has occurred on a particular
segment. Up to eight regenerators per span are supported by the EOC
addressing.
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The STU-C maintains a management information database for external
access by network management or via craft terminal interfaces. The STU-R
may also maintain a locally accessed management information database.
A simple but robust packet protocol allows EOC messages to be “pro-
cessed,” “forwarded,” or “ignored and terminated” at each node, thus ensur-
ing that a message sent from any point of the SHDSL span will be correctly
received at the appropriate destination.

Repeaters can be deployed to extend the range of SHDSL links. The
deployment of regenerators slightly complicates the operation of the SHDSL
link, but the SHDSL standards have special provisions to support the use
of repeaters. The standards define how the SHDSL repeaters should for-
ward EOC messages, how handshake is done by the repeaters, and the
initialization sequence for links with repeaters.

17.3.4.6 SHDSL Power Spectral Density

The symbol rates for SHDSL vary with the data rate (refer to Section
17.3.4.2), and therefore the spectrum of the transmit signal also changes
with the data rate. A family of symmetric (identical in the upstream and
downstream direction) PSD masks is specified for SHDSL. Asymmetric
PSD masks are also specified for improved performance at key data
rates.

All the symmetric PSD masks for both North America and Europe share
the same basic form. In the main band, the symmetric PSD masks all have
the shape of a sixth-order Butterworth filter, but out of band the mask is
specified such that it corresponds to constant near-end crosstalk (NEXT)
across all frequencies. Most of the PSD masks have a nominal power of
13.5 dBm, and the 3-dB frequency is at half the symbol rate. The only
exceptions to these general rules are that the North American masks for
1536 and 1544 kbit/s are slightly narrower for spectral compatibility reasons,
and the European PSDs for data rates greater than or equal to 2048 kbit/s
have 14.5 dBm nominal power for improved performance. Figure 17.10
shows examples of the SHDSL symmetric PSD masks. These are the
European masks with increased transmit power for data rates above 2048
kbit/s.

There are two sets of asymmetric PSD masks specified for North
America. There is one set of masks for 1536 and 1544 kbit/s, and there is
one set of masks for 768 and 776 kbit/s. The asymmetric PSD masks for
North America are taken directly from HDSL2 and HDSL4. Figure 17.11
shows the North American asymmetric masks for 1536 and 1544 kbit/s. The
North American asymmetric PSD masks are carefully shaped to provide
maximum performance with good spectral compatibility with ADSL.

There are also two sets of asymmetric PSD masks for Europe, for
data rates of 2048 and 2314 kbit/s. The European asymmetric PSD masks
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Figure 17.10 Symmetric power spectral density (PSD) masks for SHDSL at
several data rates.

Figure 17.11 The OPTIS (overlapped pulse-modulation with interlocked spectra)
PSD mask, originally conceived for HDSL2 and used as asymmetric mask for North
American SHDSL at 1536 and 1544 kbit/s.
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Figure 17.12 Asymmetric PSD masks for European SHDSL.

were also designed to improve SHDSL performance at these key rates.
Figure 17.12 shows the European asymmetric PSD masks.

The extended rate SHDSL (ESHDSL) has a family of PSD masks that
extend up to 3848 kbit/s for 16-level TC-PAM and up to 5696 kbit/s for
32-level TC-PAM. Figure 17.13 shows the European PSD masks for the high-
est ESHDSL rates for 16- and 32-level TC-PAM. For comparison, the figure
also shows the European PSD mask for 2312 kbit/s.

17.3.4.7 SHDSL Performance Requirements

Both ITU-T G.991.2 and ETSI TS 101 524 specify transmission performance
requirement tests that stress SHDSL transceivers in a way that is represen-
tative of a high-penetration scenario in operational access networks. These
performance requirements are partially intended to enable operators to
define deployment rules that apply to most operational situations.

There are separate performance requirements specified for North Amer-
ica and Europe, with different loop topology and noise environments for
the two regions. The North American test loops have six different topolo-
gies, including loops with and without bridged taps. These test loops are
based on a 26-AWG (American wire gauge) line of variable length. The
European test loops have seven different topologies composed of loops
with different diameters (and, therefore, different electrical characteristics).
The key European test loop is a straight 0.4-mm loop of variable length.
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Figure 17.13 Example PSD masks for extended rate SHDSL (ESHDSL).

The North American 26-AWG wire is approximately 0.4-mm in diameter
and has essentially the same characteristics as the European 0.4-mm test
loop.

The main difference between the North American and European test
cases is the noise profiles for the crosstalk noise. The North American noise
profiles are based on using a composite of one or two types of disturbers
(a total of 49 disturbers in each case), where the specific disturbers are
different for each SHDSL bit rate being tested. The European perfor-
mance testing, on the other hand, is based on four predefined noise
profiles that have been constructed by combining many disturbers of dif-
ferent types. The European (ETSI) noise A assumes the very severe case
of about 400 disturbers sharing the same cable, while noise B, C, and D
assume 49 disturbers sharing the same cable. The 49-disturber noise profiles
are representative of networks with very high penetrations of DSL services
and therefore with high levels of crosstalk noise. The 400 disturbers in
European (ETSI) noise model A generate extremely high-crosstalk levels,
but they are considered to be representative of the crosstalk levels in the
Netherlands.

Figure 17.14 shows representative examples of performance require-
ments for SHDSL transceivers operating in the European test environment.
The circles and triangles in the figure show the specified minimum per-
formance of an SHDSL transceiver in terms of the percents of European
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Figure 17.14 European performance requirements for symmetric and asym-
metric PSDs and simulated performance for SHDSL for European noise models
B, C, and D.

(ETSI) SHDSL test noise B, C, and D. The circles are the performance
requirements when symmetric PSD masks are used (see Figure 17.10),
and the triangles represent the performance requirements for the two
asymmetric PSD masks (see Figure 17.12). The solid line in Figure 17.14
represents the simulation performance prediction for a very good SHDSL
transceiver in the presence of European (ETSI) SHDSL test noises B and C.
The dashed line represents the predicted SHDSL performance in the pres-
ence of test noise D. The predicted performance for test noises B and C
shows a slight increase in performance for bit rates above 2048 kbit/s.
This increase is because the European symmetric PSD masks allow a 1-dB
increase in transmit power for data rates of 2048 kbit/s and above. The
European performance requirements assume a 6-dB noise margin for a
Bit-Error Ratio (BER) of 10−7. This means that BER will be no higher than
10−7, even if the noise level is increased by 6 dB. For the North American
performance requirements, a 5-dB noise margin is assumed.

European (ETSI) test noise D is 49 self-NEXT, which means that it
is the crosstalk from 49 identical SHDSL systems sharing the same cable
binder. For low bit rates (and long loops), the performance with 49 self-
NEXT (model D) is the same or slightly worse than with noise models B
and C. This implies that at these rates, SHDSL is self-NEXT limited. For
a self-NEXT limited system, an increase in transmit power does not lead
to improved performance (assuming the 49 self-NEXT case) because the
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increased transmit power implies that all the other 49 SHDSL systems would
increase their transmit power as well, resulting in an equivalent increase in
noise and therefore no improvement in SNR.

For the higher rates, the performance with noise model D is better than
with noise models B and C, which implies that at these rates the perfor-
mance is limited by crosstalk from other kinds of DSL systems (mainly
HDSL and ADSL). This performance limitation could have been avoided
by increasing the SHDSL transmit power, but this would have resulted in
performance degradations to other systems (e.g., HDSL and ADSL). These
kinds of mutual degradation of various DSL systems are often referred to as
“spectral compatibility issues.” Addressing spectral compatibility is always
a delicate issue and has been the subject of much debate in various stan-
dards bodies (see chapter 7). Choosing the transmit power for SHDSL was
a balancing act between SHDSL performance and potential spectral com-
patibility issues with other types of DSL. A reasonable trade-off was found
for SHDSL, allowing very good performance with limited spectral impact
on other types of DSL services.

The SHDSL bit rates are symmetric, so the upstream and downstream
data rates are the same. However, the upstream and downstream noise
environments are not symmetric, because some of the disturbing systems
(e.g., ADSL) use asymmetric PSD masks. Therefore, downstream transmis-
sion may be operating with a comfortable SNR margin while the upstream
direction is struggling to maintain the minimum SNR margin (or vice versa).
It is possible to improve SHDSL performance somewhat by using asymmet-
ric PSD masks that take into account the asymmetric noise environment and
asymmetry in spectral compatibility issues. Based on this, asymmetric PSD
masks have been developed for key rates: 768 and 1544 kbit/s for North
America and 2048 and 2304 kbit/s for Europe. These asymmetric PSD masks
provide somewhat better performance than the symmetric PSD masks.

The performance requirements for the SHDSL standards were deter-
mined based on theoretical performance calculations (see chapter 4 in
[Golden 2006]). In these calculations, it was assumed that SHDSL equipment
would have an implementation loss of only about 1.6 dB. In other words,
the imperfections in the real implementations would only degrade the per-
formance margin by 1.6 dB from the theoretical performance margins of
TC-PAM systems. It is a testimony to the quality of the SHDSL equipment on
the market today that it is able to meet these very stringent requirements.

17.4 ADSL

Standardization of the Asymmetric Digital Subscriber Line began in 1989
in the T1E1.4 working group [Starr 1999]. Standardization of HDSL (see
Section 17.3) was ongoing in both T1E1.4 and ETSI. For business customers,
HDSL would address the need for a more efficient way to deliver T1 or E1
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services. However, there was also a need for a system intended for resi-
dential customers. Unlike HDSL, this other system would need to preserve
the operation of POTS on the same line as DSL. Furthermore, based on the
belief at the time that Video-on-Demand (VoD) would be the so-called killer
application, it would need to support a higher bit rate in the downstream
direction (toward the subscriber) than in the upstream direction (away from
the subscriber). It is because of the asymmetry of the bit rate in the two
directions that asymmetric DSL was so named.

At the time ADSL standardization began, DMT modulation was still
relatively new to the communications industry. Although the idea of par-
titioning an available channel bandwidth into a large number of subchan-
nels and transmitting a distinct carrier on each was by no means new (see
[Doelz 1957], for example), practical obstacles—primarily complexity and
cost—had prevented widespread use of these sorts of techniques. Only
with advances in digital signal processing technology did the use of multi-
carrier modulation in products, rather than solely in laboratory prototypes,
become feasible.

DMT is a type of multi-carrier modulation that uses an inverse discrete
Fourier transform (IDFT) to partition a finite channel bandwidth into a large
number of parallel subchannels (also called “tones”) that are orthogonal
(noninterfering) at the sub-carrier frequencies. (See chapter 7 of [Golden
2006] for details of multi-carrier modulation and DMT.) The key to the
successful application of DMT in DSL is its use of the IDFT in the transmitter
and the discrete Fourier transform (DFT) in the receiver. Because both
the DFT and IDFT can be implemented efficiently using the fast Fourier
transform (FFT), DMT emerged as an intriguing and attractive line code for
digital communication applications soon after the arrival of practical FFT
signal processing hardware.

However, at the time the definition of ADSL began, nearly all com-
mercially available modems were still based on single-carrier modu-
lation, such as PAM or QAM/CAP. (See chapter 6 of [Golden 2006]
for details of single-carrier modulation.) Voiceband modems predom-
inantly used single-carrier modulation (QAM, to be specific) and the
emerging cable modem specification was also based on QAM. Further-
more, HDSL was based on the 2B1Q line code. As a result, momen-
tum favored the selection of some form of single-carrier modulation for
ADSL. But an enthusiastic and plucky young professor from Stanford
University by the name of John Cioffi tirelessly promoted the merits of
DMT (see [Cioffi 1991], for example), and eventually some of the more
forward-thinking participants in T1E1.4 began to support his point of view.∗

∗ In 2006, John Cioffi was awarded the Marconi Prize for his contributions to DSL. The prestigious
Marconi Prize recognizes outstanding scientific contributions to communications science and
the Internet.



Dedieu/Implementation and Applications of DSL Technology AU3423_C017 Final Proof Page 644 20.9.2007 05:35pm

644 Implementation and Applications of DSL Technology

In what would become an unfortunate recurring theme in DSL
standardization, two groups of companies aligned, each supporting a
different line code (modulation technique) for ADSL. One group believed
single-carrier modulation was the right approach. The other group, led by
Stanford’s John Cioffi, believed DMT should be the line code. To settle the
debate, the T1E1.4 working group defined a set of performance tests of
prototype ADSL modems. The tests, commonly referred to as the “ADSL
Olympics,” were conducted in February of 1993 at Bellcore (now Telcor-
dia). Two single-carrier modems (one using QAM and another using CAP)
and one DMT modem (built by John Cioffi’s own start-up company, Amati
Communications Corporation) were tested. The performance of the DMT
system was dramatically better than the performance of either single-carrier
systems, and on the basis of the test results, DMT was chosen as the line
code for ADSL.

Discussion continues to this day about why the DMT modems per-
formed so much better than the CAP and QAM modems during the ADSL
Olympics. Some people believe that DMT is simply a better line code for
difficult channels, such as those encountered on telephone lines. Others
believe that much of the difference was due to a phenomenon known as
“market leader’s handicap.” At the time of the ADSL Olympics, CAP and
QAM ADSL modems had a clear lead in the emerging market. The com-
panies making CAP and QAM claimed to have focused most of their engi-
neering resources on supporting their early customers and comparatively
little effort on maximizing their performance for the ADSL Olympics. It has
been claimed, but never verified, that the CAP and QAM vendors took stock
modems from the factory and sent them to the testing laboratory. In con-
trast, Amati, which was a start-up company that had little market presence
at the time, devoted the vast majority of its engineering resources to win-
ning the ADSL Olympics, and did so handily. In spite of the hard lesson of
the ADSL Olympics, a similar sequence of events appeared to occur again
nearly ten years later at the VDSL Olympics (see Section 17.5).

One might wonder, therefore, whether T1E1.4 made the wrong decision
or a premature decision. However, the success of ADSL in the years follow-
ing the line code decision proves that right choice was made. Furthermore,
because the DSL standards groups operate by consensus, it is clear that
decisions that affect the most basic elements of modems become signifi-
cantly more difficult to make when companies have invested resources to
develop a product based on one of the alternatives. As the industry’s expe-
rience in VDSL1 showed, the worst decision would have been to not make
a choice between the candidate ADSL codes and to delay the decision until
mature products were available for all line codes.

Today, all ADSL variants continue to use the DMT line code. ADSL is
by far the most widely deployed type of DSL, with over 90 percent of
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all telephone lines carrying broadband services using ADSL. Even some
business services are provided using ADSL, despite the fact that other DSLs
were designed specifically with business user needs in mind.

The commercial success of ADSL has emphatically put to rest any
questions about the feasibility of implementing a high-performance, cost-
effective DMT modem. The success of ADSL undoubtedly also paved the
way for the selection of DMT as the line code for VDSL (see Section 17.5).

17.4.1 Overview of the ADSL Standards
Several ADSL standards have evolved over the years. The first ADSL stan-
dard was finalized in 1993 for the United States as Committee T1 Standard
T1.413 [T1.413]. This document specified the operation of ADSL on the same
physical line as POTS. ETSI followed with TS 101 388 [TS 101 388 (1998)]
in 1998, which specified ADSL operation on the same line as ISDN. The
first international ADSL standard was ITU-T Recommendation G.992.1,
which was published in 1999 [G.992.1]. The body of G.992.1 speci-
fied the major components of ADSL transceivers, whereas the annexes
addressed various operational modes. Annex A of G.992.1, which speci-
fies ADSL over POTS, was based heavily on T1.413, and Annex B, which
specifies ADSL over ISDN, leveraged TS 101 388. After the completion
of G.992.1, SG15/Q4 became the organization primarily responsible for
continuing ADSL standardization, and gradually the original versions of
T1.413 and TS 101 388 became obsolete. However, both T1E1.4 and
TM6 generated “pointer” standards to G.992.1; these documents specify
regional requirements and restrictions. For example, the North American
pointer standard [T1.413 Issue 2] requires the support of nonoverlapped
spectra, and the European pointer standard [TS 101 388 (2002)] specifies
European performance requirements for ADSL modems, both over POTS
and over ISDN.

Because newer versions of ADSL have now been defined, G.992.1 is
sometimes referred to as the ADSL1 standard. ADSL1 defines both over-
lapped and nonoverlapped downstream and upstream spectra. In addi-
tion, a “category I” mode is defined, which supports downstream bit rates
of up to 6.144 Mbit/s and upstream bit rates of up to 640 kbit/s. The G.992.1
Recommendation also defines “category II” mode, in which support of some
optional parameter settings (including trellis coding) can be used to enable
enhanced performance. In practice, virtually all ADSL1 modems operate in
category II mode. The maximum loop length on which ADSL1 can be de-
ployed (called the “reach”) is dependent on the loop and noise conditions.
On 24-AWG loops, the maximum reach on a loop with very low noise is
approximately 18 kft, but because typical loops generally do not have such
low noise, ADSL1 is seldom deployed on loops longer than 16 kft.
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In parallel with G.992.1, a scaled-down version of ADSL was also
developed. This effort resulted in the specification known as “G.lite” (pro-
nounced “G dot lite”), which was published as ITU-T Recommendation
G.992.2 [G.992.2]. Three major ideas drove G.lite: (1) ADSL modem cost
would be reduced by halving the number of DMT subchannels and halving
the bandwidth spanned, (2) the reduced digital signal processing require-
ments would enable the ADSL modem at the customer-end of the line
to be implemented entirely as software running on the microprocessor
in a personal computer, and (3) customers would install their own ADSL
modems and eliminate the cost dispatching network technicians to install
splitter filters at customer premises.

However, G.lite modems ended up costing the same as full-rate ADSL
modems because the cost savings due to halving the bandwidth were
insignificant relative to the total cost of a modem. Furthermore, high-
performance modems implemented in software were not practical. Tests
with a variety of telephones proved that it was necessary to place a simple
in-line filter in series with most types of telephones, and once these filters
were in place, a full-rate modem performed better than a G.lite modem.

G.lite seemed like a good idea at the time it was developed, but it
never gained traction in the marketplace, and the authors are not aware of
any statistically significant G.lite deployments. However, G.lite produced
two benefits: its development helped produce a political dynamic that
contributed to the unification of industry support for one line code, and
G.lite introduced the concept of splitterless self-installation by the customer,
which has become the predominant model for ADSL. However, because
G.lite has not been deployed in volume, G.992.2 is not considered further in
this chapter. Interested readers are referred to [G.992.2] for details of G.lite.

The ADSL2 specification, ITU-T Recommendation G.992.3 [G.992.3], was
first published in 2002. It primarily improves the functionality of ADSL1 and
also specifies a number of additional modes that expand the service variety of
ADSL. Perhaps more importantly, however, G.992.3 serves as the foundation
of ADSL2plus, which provides significantly higher bit rates on shorter loops.
Some annexes of ADSL2 allow downstream bit rates as high as approximately
15 Mbit/s and upstream bit rates as high as 3.8 Mbit/s. In addition, a mode to
extend the maximum reach of ADSL has been defined. ADSL2 also introduces
loop diagnostic functions to assist service providers with characterization of
service issues, as well as modes intended to reduce power consumption.
Finally, ADSL2 defines all-digital modes of operation, which can be used
when support of POTS or ISDN on the same physical loop is not necessary,
such as in the provision of services to business customers.

In parallel with G.992.3, a second version of G.lite was also developed
and documented in G.992.4 [G.992.4]. However, this second version was no
more successful in the market than the original was and, like the original,
is not considered further here.
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At the time of writing, the most recent work in ADSL was in the specifi-
cation known as ADSL2plus, which is captured in ITU-T Recommendation
G.992.5 [G.992.5]. ADSL2plus defines additional subchannels in the down-
stream direction, thus increasing the maximum downstream bit rate to 24
Mbit/s with the mandatory settings and even higher when some optional
settings are used. ADSL2plus also supports essentially the same upstream
options as ADSL2. G.992.5 was completed in late 2003, although progress
has continued through amendments to the Recommendation. The specifica-
tion is a “delta” standard to G.992.3, meaning that an ADSL2plus modem by
definition has all the functionality of an ADSL2 modem. It also means that
ADSL2plus modems can revert to ADSL2 operation when loop conditions
do not allow transmission at the higher frequencies available in ADSL2plus,
such as when a loop is too long to allow use of the frequencies above the
ADSL2 band.

Table 17.2 summarizes the ADSL standards and their approximate max-
imum bit rate capabilities. The maximum bit rates shown in this table are
achievable only on short lines with very little noise, and thus are not typi-
cally achieved for service on real lines. Details of the individual standards
and their modes of operation are given in the subsections that follow.

Table 17.2 The Asymmetric DSL (ADSL) Standards

Maximum Bit Rate (Mbit/s)
ADSL Type Relevant Standards Downstream Upstream
ADSL1 ITU-T Recommendation

G.992.1, ANSI T1.413,
ETSI ETS 101 388

8 0.8

ADSL2 ITU-T Recommendation
G.992.3

13a 3.5b

ADSL2plus ITU-T Recommendation
G.992.5

24c 3.5

a A maximum downstream rate of 13 Mbit/s assumes the use of nonoverlapped
spectra, which is required in most ADSL deployments, and operation on the same
line as POTS. The use of overlapped spectra would increase the achievable down-
stream bit rate by up to approximately 2 Mbit/s but would result in a decrease in
the maximum upstream bit rate. If operation over ISDN is required, the maximum
downstream bit rate is lower, regardless of whether overlapped or nonoverlapped
spectra are used

b A maximum upstream rate of 3.5 Mbit/s assumes that operation over POTS is
required, and nonoverlapped spectra are used. In the case that the system operates
over ISDN, or when overlapped spectra are used, the maximum upstream bit rate
is lower. In the case that all-digital operation is allowed, the upstream bit rate can
be as high as about 3.8 Mbit/s with nonoverlapped spectra.

c A maximum downstream bit rate of 24 Mbit/s corresponds to use of the mandatory
framing parameters. Use of the optional parameters allows a higher maximum bit
rate.
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The rest of this section refers either to a specific version of ADSL (i.e.,
ADSL1, ADSL2, ADSL2plus), to a specific operational mode of ADSL in
general (i.e., ADSL over POTS, ADSL over ISDN, etc.), or to ADSL in general.
The reader should interpret material about “ADSL over POTS” to apply
to all ADSL over POTS systems, whether ADSL1, ADSL2, or ADSL2plus.
Likewise, a discussion about ADSL that does not specify an operational
mode or a version should be interpreted as applicable to all ADSL systems.
However, the reader is cautioned that statements about “ADSL1 over POTS”
in the section on ADSL1 do not necessarily apply only to ADSL1 over POTS
systems; they may also apply to ADSL2 over POTS systems, for example.

17.4.2 ADSL1
The range of frequencies generated by an ADSL transmitter is dependent
on the direction of transmission, i.e., upstream or downstream. Addition-
ally, in the upstream direction, the range of frequencies generated by the
transmitter depends on whether the ADSL system operates on the same
physical loop as POTS or as ISDN.

In all ADSL1 operational modes, the downstream transmitter partitions
the bandwidth from 0 to 1.104 MHz into 257 subchannels, 255 of which are
4.3125 kHz-wide passband subchannels, and two of which are baseband
subchannels with bandwidths of 2.15625 kHz (see chapter 7 of [Golden
2006] for details). The subchannels are indexed in order of increasing fre-
quency as subchannels 0 through 256. The passband subchannels (with
indices 1 through 255) are centered at integer multiples of 4.3125 kHz (the
sub-carrier frequencies). The two remaining subchannels (subchannel 0 at
0 Hz and subchannel 256 at 1.104 MHz) are not used in ADSL1, which
means up to 255 of the subchannels generated by the downstream trans-
mitter could be used to support transmission. (As will be discussed, how-
ever, fewer than 255 subchannels are generally used.) Clearly, the highest-
frequency subchannel available for downstream transmission is centered
at 1104 kHz − 4.3125 kHz. However, because this number is not partic-
ularly convenient, industry practice is to refer to the ADSL1 downstream
bandwidth as 1.104 MHz, with the understanding that the subchannel with
index 256 is not used. Figure 17.15 illustrates the downstream subchannels
in ADSL1.

In the upstream direction, the range of frequencies generated by the
transmitter depends on whether the ADSL system operates on the same
loop as POTS or on the same loop as ISDN, and, in the case of ISDN,
the method used to generate the ADSL signal. In the case of ADSL1 over
POTS, the upstream transmitter generates subchannels from 0 to 138 kHz
(subchannels 0 through 32). The first and last subchannels are not used, and
the first several passband subchannels are disabled to allow a POTS signal
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Figure 17.15 Downstream subchannels generated by an ADSL1 transmitter.

to share the line. (Although the POTS signal only spans 4 kHz, a generous
guard band is imposed to ensure ADSL signals are sufficiently attenuated in
the POTS band.) In the ADSL1 over ISDN case, at least the subchannels from
138 to 276 kHz (subchannels 33 through 64) are generated by the upstream
transmitter. With one type of implementation, subchannels 0 through 32 are
also generated. For either type of transmitter implementation, most or all
subchannels below 138 kHz are not used so an ISDN signal can share
the same telephone line. Figure 17.16 shows the upstream subchannels in
ADSL1 over POTS and in ADSL1 over ISDN. In the ISDN figure, dashed

Figure 17.16 Subchannels generated by an upstream transmitter for (a) ADSL1
over POTS and (b) ADSL1 over ISDN.
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lines are used to indicate subchannels that may or may not be generated,
depending on the implementation.

Whether a particular subchannel generated by a transmitter is allowed
to be used to support data in an ADSL link is dependent on the PSD masks
defined for the selected operational mode, and, in the case of ADSL1 over
ISDN, which type of upstream transmitter implementation is chosen. In
ADSL1 over POTS, typically subchannels 7 through 31 are available for
upstream transmission. If overlapped spectra are allowed, then the set
of subchannels available for upstream transmission may also be used in
the downstream direction. The use of overlapped spectra increases NEXT
between lines in a cable binder. In ADSL, this increased NEXT degrades
performance in the upstream direction (because, relative to when nonover-
lapped spectra are used, noise levels on the upstream subchannels increase)
but improves performance in the downstream direction (because more sub-
channels are available). Thus, in environments in which the reach of ADSL
is limited by the failure of the downstream subchannels to provide a suffi-
cient bit rate, overlapped spectra can be used to boost the downstream bit
rate at the expense of the upstream bit rate. However, the use of over-
lapped spectra requires implementation of an echo canceller in both the
downstream and upstream receivers, as well as appropriate transmit filters,
so the enabling of overlapped spectra in a deployment to improve reach is
entirely dependent on the implementations of the modems on both ends of
the loop. Spectrum management requirements may also determine whether
overlapped spectra are allowed (see Chapter 7). In the upcoming discus-
sion of ADSL1 over ISDN, the trade-off between increased NEXT in the
upstream direction and improved reach in the downstream direction when
overlapped spectra are used is investigated.

In the case of ADSL over ISDN, a wider bandwidth at the low end of
the spectrum is reserved to protect ISDN signals on the same physical loop.
Depending on the ADSL implementation, the first subchannel available
for upstream transmission may be subchannel 33, or it may be a lower-
index subchannel. As with ADSL over POTS, if overlapped spectra are
used, the subchannels allocated for upstream transmission are also available
for downstream transmission. If nonoverlapped operation is required, typ-
ically subchannels 65 through 255 are available for use in the downstream
direction.

ADSL1 was defined to allow either Synchronous Transfer Mode (STM
traffic) or Asynchronous Transfer Mode (ATM traffic). Figure 17.17 illus-
trates the reference model for the ADSL1 transceiver at the central office
(ATU-C) when the interfaces are STM, and Figure 17.18 shows the ref-
erence model for the ATU-C with ATM interfaces. In the STM reference
model, seven bearer channels are defined: AS0, AS1, AS2, and AS3 are sim-
plex bearer channels (downstream only), while LS0, LS1, and LS2 are
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Figure 17.17 G.992.1 ATU-C reference model with Synchronous Transfer Mode
(STM) interfaces.

duplex bearer channels (downstream and upstream). Support of at least
AS0 and LS0 by the ATU-C is required. The network timing reference (NTR)
can also be transmitted from the ATU-C to the subscriber modem (ATU-R).
The bearer channels and, if present, the NTR are multiplexed together with
the EOC, ADSL overhead control (AOC), and some indicator bits (Flags to
indicate status and operational anomalies). In the ATM reference model,
two ATM cell pipes are supported in lieu of the seven bearer channels,
and support of LS0 is mandatory. Otherwise, the two reference models are
identical.

Two latency paths are defined in ADSL1: the fast path and the inter-
leaved path. Both paths provide a CRC and a scrambler, but the interleaved
path also provides an interleaver. The purpose of the interleaver is to shuffle
the bytes of several DMT symbols to improve the likelihood of correct
decoding in the event strong impulse noise corrupts the channel during
transmission. (See chapter 9 of [Golden 2006] for a detailed discussion of
the value of interleaving.) The interleaver increases latency because the
receiver must wait for all the bytes from a particular symbol to arrive before
it can decode the symbol. Although some applications, such as one-way
video transmission, can tolerate the increased latency, applications such as
on-line video gaming and voice connections typically cannot.

Figure 17.18 G.992.1 ATU-C reference model with AsynchronousTransfer Mode
(ATM) interfaces.
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When the data interfaces are STM, support of both latency paths (i.e.,
dual latency) is mandatory in the downstream direction, although support
of two latency paths is optional in the upstream direction. When the data
interfaces are ATM, support of one latency path is mandatory in both direc-
tions. Most implementations of ADSL1 modems have ATM interfaces and
support only the interleaved path. In deployment scenarios requiring low
latency, the interleaver can be turned off or set to its minimum depth to
provide a true or approximate fast path.

Bits corresponding to user data are inserted, along with overhead bits,
into data buffers for up to two latency paths, as described in Section
17.4.2.1. During each DMT symbol period, bits from the fast path appear
first in the data buffer, and bits from the interleaved path follow. After
Reed–Solomon encoding and scrambling to reduce the likelihood of a long
sequence of zeros or ones, the data frame is routed to the tone ordering
block, which determines the order in which subchannels will be assigned
bits from the data frame. (The number of bits each subchannel will support
is calculated during the initialization procedure. See chapter 7 of [Golden
2006] for details.) The process of assigning specific bits from the data frame
to specific subchannels is called “tone ordering.”

The tone ordering procedure depends on whether the ADSL1 modem
supports dual latency and whether trellis coding, which is an optional
capability in ADSL1, is in use. If neither dual latency nor trellis coding
is supported, then there is effectively no tone ordering. Bits are simply
assigned to the subchannels, starting with the lowest-index subchannel
available, in the order in which they appear in the data buffer. To illustrate,
if the downstream bit allocation is denoted as (b0, b1, b2, . . . , b256), and the

specific numbers of bits per subchannel are

b0 through b32 = 0
b33 = 8
b34 = 9

.

.

.
b205 = 2

b206 through b256 = 0

then during each DMT symbol period, no bits would be assigned to sub-
channels 0 through 32, the first eight bits in the data buffer would be
assigned to subchannel 33, the next 9 bits to subchannel 34, and so on
until the end of the data buffer is reached after the final two bits in the
buffer are assigned to subchannel 205.
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If dual latency is supported but trellis coding is not used, then the tone
ordering process is simple: the bits from the fast buffer are assigned to
the subchannels with the smallest numbers of bits assigned to them, and
then the bits from the interleaved buffer are assigned to the remaining
subchannels. (In this case, it is possible that one of the subchannels may
support a mixture of bits from the fast and interleaved buffers.) The ordered
bit table is constructed by scanning the original bit table for all subchannels
that support zero bits. These subchannels are then grouped together, in
order, at the beginning of the ordered bit table. The original bit table is
then scanned for subchannels that support two bits, which is the minimum
number of nonzero bits a subchannel is allowed to support in ADSL1. These
subchannels are then grouped together, in order, immediately following
the group of subchannels that support zero bits. The scanning procedure
continues for subchannels supporting successively higher-integer numbers
of bits until the ordered bit table has been fully constructed. As an example,
consider a simplified system with only 10 data-carrying subchannels with
a bit allocation as follows:

(b0, b1, b2, b3, b4, b5, b6, b7, b8, b9, b10) = (0, 8, 9, 7, 6, 7, 6, 5, 4, 2, 2)

The ordered bit table b′ is

(b′0, b′1, b′2, b′3, b′4, b′5, b′6, b′7, b′8, b′9, b′10)= (b0, b9, b10, b8, b7, b4, b6, b3, b5, b1, b2)

In the example, each DMT symbol would support a total of 56 bits, so
there would be exactly 56 bits (both user data and overhead) in the data
buffer during each symbol period. The first two bits would be assigned to
subchannel 9. The next two bits would be assigned to subchannel 10. The
next four bits would be assigned to subchannel 8, and so on until the final
9 bits in the buffer are assigned to subchannel 2.

After the bits have been ordered by the tone ordering procedure, they
are routed to the constellation encoder and gain scaling block. If trellis
coding is not used, the bits are simply assigned directly to the subchannels
according to the bit allocation computed during initialization. The com-
plex number corresponding to each subchannel is a point from the QAM
constellation that corresponds to the number of bits assigned to that sub-
channel and the values of the bits assigned to it during the symbol period
being processed. For example, a subchannel supporting two bits has a stan-
dardized four-QAM constellation associated with it. The constellation point
corresponding to the bits assigned to that subchannel during the symbol
period being processed determines the complex number that is selected.
Each complex number is then scaled so that the average power on all sub-
channels is the same. Each constellation point is also scaled by the gain
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scaling value of its corresponding subchannel. The gain scaling values are
first computed during initialization and then are updated during a connec-
tion. They adjust the power on a subchannel to meet PSD requirements,
to ensure sufficient SNR to support the number of bits transported on that
subchannel, and to ensure the required noise margin is available. (See
chapter 7 of [Golden 2006] for details.)

Both tone ordering and constellation encoding become more compli-
cated when trellis encoding is used. The trellis code defined in ADSL1 is
Wei’s 16-state four-dimensional trellis code. (See chapter 8 of [Golden 2006]
for details of trellis coding.) Because the trellis code is four-dimensional,
the bits on sets of two subchannels (representing two dimensions each)
are taken together as a single input to the trellis encoder. The constella-
tion expansion of the code is one bit per four dimensions, which results
in one-half bit of trellis coding overhead per subchannel. Because of the
constellation expansion, the number of coded bits per subchannel must
be between 2 and 15. When trellis coding is enabled, the subchannels are
ordered in the same way as when trellis coding is not present; that is, the
ordered table has all subchannels supporting zero bits grouped together at
the beginning of the table, followed by all two-bit subchannels (in order),
followed by all three-bit subchannels (in order), etc. However, because of
the trellis code, bits are no longer assigned to individual subchannels but
instead to pairs of subchannels, with the overhead of the trellis code taken
into account in the allocation.

The example used previously can illustrate how the allocation of the bits
to the subchannels changes when trellis coding is enabled. The ordered bit
table is given as

(b′0, b′1, b′2, b′3, b′4, b′5, b′6, b′7, b′8, b′9, b′10)

= (b0{0}, b9{2}, b10{2}, b8{4}, b7{5}, b4{6}, b6{6}, b3{7}, b5{7}, b1{8}, b2{9})

where, for convenience, the number of bits each subchannel can support
has been incorporated in the representation in curly brackets {·}. b′

0
is not

used, not only because it supports no bits, but also because the number
of data-bearing subchannels is even.∗ b′

0
would only play a role in the

encoding of bits if the number of data-bearing subchannels were odd.†

∗ Furthermore, in a real ADSL system, b0 would correspond to the subchannel at zero, which is

never used. For convenience, the status of b0 as always unused is ignored here.
† The fact that a zero-bit subchannel will have to be paired with a nonzero-bit subchannel if

the number of data-bearing subchannels is odd is one reason why the minimum number of
bits per subchannel is two in ADSL1. If one-bit subchannels were allowed in ADSL1, and a
zero-bit subchannel happened to be paired with a one-bit subchannel, then it would not be
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Therefore, b′
1

and b′
2
, corresponding to subchannels 9 and 10, are assigned

the first three bits from the data frame, because the other bit is reserved
for trellis overhead. However, these three bits must pass through the trellis
encoder before the constellation encoder can determine the correct QAM
constellation points for transmission on subchannels 9 and 10. See chapter 8
of [Golden 2006] and [G.992.1] for details of the ADSL1 trellis encoder.

After the trellis encoder, two-coded bits emerge for subchannels 9
and 10. At this point, the joint processing of bits on subchannels 9 and 10
ends, and the bits for the two subchannels are mapped separately by the
constellation encoder to the appropriate QAM constellation points.

Subchannel pairs (b′
3
, b′

4
) and (b′

5
, b′

6
) are processed in the same man-

ner as (b′
1
, b′

2
). However, pairs (b′

7
, b′

8
) and (b′

9
, b′

10
) are handled slightly

differently. To force the convolutional encoder in the trellis encoder to the
zero state after every DMT symbol is processed (to eliminate the poten-
tial for error propagation from symbol to symbol), two more of the bits in
the last two subchannel pairs are reserved. Therefore, for subchannel pair
(b′

7
, b′

8
), only 11 data bits are sent to the trellis encoder, and for subchannel

pair (b′
9
, b′

10
), only 14 bits are sent. (One can appreciate now why the tone

ordering procedure places the subchannels supporting the most bits at the
end of the ordered table.)

After all subchannels have been assigned constellation points corre-
sponding to the trellis encoder outputs, average power scaling and gain
scaling are applied in the same way as when trellis encoding is not used.

It is worth noting that when trellis coding is used, the number of user
data and overhead bits in the data buffer must be calculated to account
for the trellis overhead and reserved bits. Based on this observation, one
might conclude that the use of trellis coding reduces the net data rate of
a connection. However, the trellis code provides a coding gain, typically
around 4 dB, which increases the total number of bits each DMT symbol
can support. In general, a coding gain of 3 dB allows each subchannel to
carry one additional bit, so a 4-dB coding gains more than compensates
for the trellis code overhead. Therefore, although some bits in each symbol
are indeed reserved for overhead, the total number of bits per symbol is
generally significantly larger with trellis coding than without it, and the
trellis overhead consumes a small percentage of the additional bits. The
use of the same example to illustrate tone ordering with trellis coding as
to illustrate tone ordering without trellis coding is somewhat misleading in
this respect.

possible to have a bit for overhead as the trellis code requires and still have data transmitted
on that subchannel pair. In ADSL2, one-bit subchannels are supported, and the trellis encoding
procedure has been modified accordingly.
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Regardless of whether trellis coding is used, after the constellation
encoder has generated a complex-valued point for each subchannel, an
Hermitian sequence is constructed using the complex values associated
with the subchannels so that application of an oversized IDFT will result
in an output that is real. (See chapter 7 of [Golden 2006].) As Figures 17.17
and 17.18 illustrate, the IDFT size is 512 points in the downstream direction.
The output of the IDFT is converted to a serial stream of real-valued sam-
ples. The cyclic prefix, which ideally eliminates intersymbol interference
between subsequent DMT symbols, is then prepended to the stream of 512
real values. A cyclic prefix length of 32 samples is used in the downstream
direction in ADSL1. The prefixed signal is then converted to analog format,
after which it is filtered to mitigate aliasing before being launched onto the
telephone line.

To aid in timing recovery, one of the downstream subchannels in ADSL1
is allocated as a pilot tone. (See chapter 12 of [Golden 2006] for details about
pilot tones.) The pilot tone does not support data transmission. Instead, the
4-QAM constellation point corresponding to the bits 00 is modulated onto
the pilot. The subchannel that is used as the pilot tone depends on the
operational mode (see Section 17.4.2.4).

Furthermore, to aid recovery of the DMT symbol boundary after certain
types of micro-interruptions∗ that might otherwise cause modems to lose
synchronization and retrain, ADSL1 defines a synchronization (abbreviated
as “sync”) symbol. The sync symbol consists of a pseudo-random sequence
that is modulated onto the subchannels and transmitted after every 68 data
symbols. After sync symbol insertion, a collection of 69 symbols, called a
“superframe” (see Section 17.4.2.1), corresponds to 34,816 data samples,
2,176 cyclic prefix samples, and 544 sync symbol samples. With a subchan-
nel spacing of 4.3125 kHz, data symbols (i.e., all symbols except the sync
symbol) are transmitted at an average rate of

1

T
= 34,816

34,816+ 2,176+ 544
× 4.3125 kHz = 4 kHz

As one might expect, the operation of the ADSL1 transceiver unit at the
customer end (the ATU-R) is nearly identical to the operation of the ATU-C.
Figures 17.19 and 17.20 illustrate the transmitter reference models for STM
and ATM transport, respectively. The primary difference between the func-
tions of the ATU-R and the ATU-C is the number of subchannels generated.
Because the upstream bandwidth is much smaller than the downstream

∗ A micro-interruption is a short disruption on the line, for example, because of impulse noise,
that does not cause the modems to retrain but does cause a loss of data and possibly a loss of
synchronization.
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Figure 17.19 G.992.1 ATU-R reference model with STM interfaces.

bandwidth, fewer subchannels are needed in the upstream direction. (The
subchannel spacing remains 4.3125 kHz.) Otherwise, most of the function-
ality of the ATU-C is also present in the ATU-R. One exception is the pilot
tone, which is not used in the upstream direction because use of loop
timing by the ATU-R makes a pilot tone unnecessary.

Because fewer tones are defined in the upstream direction, only 64 data
samples are generated per symbol period.∗ A cyclic prefix of length 4 is
defined, and, as in the downstream direction, a sync symbol is inserted
after every 68 symbols. As a result, the average data symbol rate in the
upstream direction is also 4 kHz.

17.4.2.1 Framing

Framing is the process by which the transmitter orders all bits that need to
be sent over the link, including both data bits and overhead bits (except
those from the trellis code). This section describes ADSL1 framing in the
downstream direction; in the upstream direction, framing is somewhat
simpler because there are fewer bearer channels to accommodate, and

Figure 17.20 G.992.1 ATU-R reference model with ATM interfaces.

∗ It is possible for an ADSL1 over ISDN upstream transmitter to generate its subchannels using a
128-point IDFT, which would result in 64 subchannels. The reference model is only represen-
tative of ADSL1 over ISDN when a 64-point IDFT is used to generate the upstream signal.
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Figure 17.21 G.992.1 superframe.

only one latency path is defined. First, full-overhead framing for dual
latency is described, and then the simplifications resulting from the use of
reduced-overhead framing and a single latency path are presented.

Figure 17.21 illustrates the ADSL superframe, which is composed of 68
data frames followed by one sync frame. The 69 frames are mapped to
69 consecutive DMT symbols. Each superframe spans 17 ms. Distributed in
selected data frames within the superframe are CRC bytes corresponding to
the previous superframe and indicator bits for operations and maintenance
functions.

Each data frame is composed of data from the fast buffer followed
by data from the interleaved buffer. In addition to bearer channel data,
the fast buffer contains a “fast byte” and forward error correction (FEC)
redundancy bytes. The content of the fast byte depends on the index of
the data frame within the superframe and the purpose the fast byte is serv-
ing. In the first data frame, with index 0, which is also the first frame of
the superframe, the fast byte contains the CRC byte for the fast buffer in the
previous superframe. In the second data frame, with index 1, the fast byte
contains the indicator bits 0 through 7. (Indicator bits provide information
about near-end and far-end defects, such as a loss-of-signal defect.) The
other 16 indicator bits are transmitted in the fast byte of the data frames
with indices 34 and 35. In the remaining data frames, the fast bytes of two
consecutive frames may carry EOC messages or signals to control synchro-
nization of the bearer channels assigned to the fast buffer. When a fast byte
is used for synchronization control, bit 0 of the fast byte is set to 0. When the
fast byte in two consecutive data frames is not needed for synchronization
control, CRC, or indicator bits, the two bytes may be used to indicate “no
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Figure 17.22 Contents of the fast byte in G.992.1.

synchronization action” or to transport a single 13-bit EOC message. (The
no synchronization action setting is used when the bit timing base of the
input user data streams is synchronous with the ADSL1 modem timing.)
When an EOC message is transmitted, bit 0 of the fast byte is set to 1 in
both data frames. Figure 17.22 illustrates the contents of the fast byte for
the various frames within the superframe.

In the interleaved buffer, the first eight bits of each data frame are called
the “sync byte” (which, the reader is cautioned, is entirely different from the
sync frame). The first sync byte of the superframe (i.e., the first eight bits
in the interleaved buffer for frame 0) is used to carry the CRC byte for the
interleaved buffer from the previous superframe. In frames 1 through 67,
the sync byte carries either information for synchronization control of the
bearer channels assigned to the interleaved data buffer or messages from
the AOC channel. The AOC channel transports, for example, bit swap mes-
sages (see Section 17.4.2.3). If no data has been allocated to the interleaved
buffer, the sync byte carries the AOC channel data. When the interleaved
buffer does contain data, the AOC channel is transported in a different
byte of the frame, and the sync byte contains information about the con-
tent of this other byte (i.e., whether the byte contains AOC channel data or
data from the bearer channel). Figure 17.23 illustrates the contents of the
sync byte.

Figure 17.23 Contents of the sync byte in G.992.1.
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During the initialization procedure, based on its latency and error pro-
tection requirements, each bearer channel is assigned either to the fast
buffer or to the interleaved buffer. For each bearer channel X, the number
of bytes allocated to the fast buffer is denoted as BF(X), and the number of

bytes allocated to the interleaved buffer is denoted as BI(X). Because each

bearer channel can be transmitted in only the fast or interleaved path, if
BF(X) �= 0, then BI(X) = 0.∗ The reader is referred to [G.992.1] for the details

of how the bearer channels are ordered in the fast and interleaved buffers
and other bytes that are also included in full-overhead framing mode.

For each data frame, the bits from the fast buffer are submitted to the
Reed–Solomon encoder, which adds RF redundancy bytes. The bits from

the interleaved buffer must be treated differently, however, because the bits
must be distributed among a set of data frames (and consequently among
a set of data symbols) prior to Reed–Solomon encoding. Therefore, a “mux
data frame” is defined for the interleaved path, as shown in Figure 17.24.
Each mux data frame contains a total of KI bytes, which include the sync

byte, bearer channel data for the interleaved path (after the interleaver),
and overhead bytes. A sequence of S mux data frames, which contain bits
that will be allocated to a sequence of S DMT symbols, is then submit-
ted to the Reed–Solomon encoder, which appends RI redundancy bytes.

The set of S × KI + RI bytes is then split into S sets of NI bytes, where

NI = (S× KI + RI)/S. Each set of NI bytes is the interleaved buffer portion

of a single data frame (refer to Figure 17.21).

Figure 17.24 Framing of the interleaved buffer.

∗ There is an exception, which is the 16-kbit/s C-channel option. See [G.992.1] for details.
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The value of S, which indicates the number of DMT symbols the Reed–
Solomon codeword spans, is constrained to be a power of two in ADSL1.
In particular, with mandatory settings, S = 1 for the fast buffer, and S = 1,
2, 4, 8, or 16 for the interleaved buffer. As a result of the power-of-two
constraint, Reed–Solomon codewords are aligned with DMT symbols.

When S = 1, the maximum downstream data rate is limited to 8 Mbit/s.
This bit rate is sometimes referred to as being “framing limited” because the
maximum value is limited by the framing mechanism and not by the maxi-
mum number of bits each subchannel can support. Because the maximum
ADSL1 bit rate could be much higher if all available subchannels were to
support the maximum number of 15 bits, the value of S = 1/2 is an option
that has been almost universally implemented by ADSL1 modem manufac-
turers. With this option, a single Reed–Solomon codeword spans two DMT
symbols (and Figure 17.24 no longer applies), which reduces the overhead
because of FEC. As a result, the maximum downstream bit rate increases
(for example, to around 13 Mbit/s for a system operating over POTS using
nonoverlapped spectra) because the framing with S = 1/2 does not restrict
the achievable bit rate to an artificially low level.

Reduced-overhead framing ADSL1 was specified to enable support of
synchronous user data streams. However, in practice, only ATM interfaces
have been deployed. Therefore, the amount of overhead required for a
connection can be reduced relative to the amount specified in full-overhead
mode. Furthermore, although ADSL1 was specified to support dual latency,
in practice only one latency path is usually implemented. As a result, all
data is assigned either to the fast buffer or to the interleaved buffer.

The reduced-overhead framing mode is a simplification of the ADSL1
framing that can be used when synchronization control is unnecessary and
only a single latency path is required. It is the framing mode most commonly
deployed. In this mode, only one designated overhead byte is available—
either the fast byte or the sync byte. The content of this byte varies based
on the frame index. Table 17.3 describes the content of the fast byte or the
sync byte as a function of frame index. The CRC byte remains in the fast
byte or sync byte in the frame with index 0, and the indicator bits are still
carried in frames 1, 34, and 35. The AOC and EOC bytes are then assigned
to alternate pairs of frames, as indicated in the table.

17.4.2.2 Initialization

Before an ADSL1 connection can be established, the ATU-C and ATU-R must
complete an initialization procedure. The two modems have exchanged
basic capabilities during the handshake procedure (see Section 17.6), but
they do not yet have any information about the line conditions or how
to configure themselves to meet the service provider’s objectives. The
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Table 17.3 The Content of the Fast or Sync Byte in Reduced-Overhead
Mode

Sync Byte Content (Valid
Fast Byte Content (Valid When When Interleaved Buffer Is

Frame Index Fast Buffer Is Used) Used)
0 Fast buffer CRC Interleaved buffer CRC
1 Indicator bits 0–7 Indicator bits 0–7
34 Indicator bits 8–15 Indicator bits 8–15
35 Indicator bits 16–23 Indicator bits 16–23
4n+ 2, 4n+ 3 EOC or sync (see Note) EOC or sync (see Note)
4n, 4n+ 1 AOC AOC

Note: In the reduced-overhead mode, only the “no synchronization action” code
is used.

initialization procedure defines a set of signals and messages that allow
the modems to prepare for the connection.

Initialization is a crucial component of ADSL1 transceiver operation.
However, it is also a complicated component, and a thorough understand-
ing of the signals and messages used during ADSL1 initialization requires
a study of G.992.1. Chapter 7 of [Golden 2006] explains how modems can
determine the channel characteristics and noise using the signals transmit-
ted during initialization. Readers interested in details of the signals and
messages defined for ADSL1 initialization are referred to [G.992.1].

17.4.2.3 Bit Swapping

After an ADSL connection has been established, the subchannel SNRs will
probably not remain at the levels calculated during the initialization proce-
dure. For example, the noise at the receiver may change as DSL modems on
other lines activate or deactivate. Therefore, DMT-based standards define
a protocol to allow bits to be moved from degrading subchannels to other
subchannels without interrupting the connection. The total bit rate in each
transmission direction remains the same, but the distribution of bits (and
power) to subchannels changes. The process of moving bits and power
among subchannels while maintaining a constant bit rate is called “bit
swapping.”

In either transmission direction, only the receiver can identify when the
bits and gains on subchannels need to be modified to maintain the integrity
of the connection. The transmitter, therefore, must be told when changes
are necessary. When an ATU receiver detects that bits need to be moved
from one subchannel to another, it initiates a bit swap request. In this chap-
ter, this ATU is called the “initiating” ATU. The ATU on the other end of the
line then makes the requested change to its transmitter. Here, this ATU is
called the “responding” ATU. (In G.992.1, the initiating ATU is called the
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“receiver,” and the responding ATU is called the “transmitter.” This termi-
nology leads to interesting statements such as “The receiver shall initiate
a bit swap by sending a bit swap request…” Strictly speaking, receivers
cannot send anything, so this chapter uses the alternative terminology.)

In G.992.1, bit swap messaging takes place on the AOC, which is com-
posed of overhead bytes that are inserted in the framing structure, as
described in Section 17.4.2.1. Each AOC message is preceded by a header
that tells the responding ATU what type of message follows. All AOC mes-
sages are transmitted five consecutive times, and the responding ATU acts
on a message if it receives three identical messages in a time period span-
ning five of that particular message. If the responding ATU does not detect
three identical messages within the time period, or if it does not recognize
the command in a message, it does not take any action.

The initiating ATU sends a bit swap request via the AOC, repeating it
five times. The message is 9 bytes long. The first byte is the header, and
the other 8 bytes contain instructions to modify the bits or gains of up to
four subchannels, as shown in Figure 17.25. Each command can be to (a)
increase or decrease the number of allocated bits by one; (b) increase the
transmitted power by 1, 2, or 3 dB; (c) decrease the transmitted power
by 1, 2, or 3 dB; or (d) do nothing. Typically, when a bit swap takes
place, both the number of bits and the power allocated to each subchannel
involved must change. The power usually has to be adjusted to maintain
the target noise margin for the connection, which is dominated by the
subchannel with the lowest individual noise margin. If a bit is swapped
from a tone, usually the power must be decreased. If a bit is swapped to
a tone, usually the power must be increased. Therefore, one can see that
the bit swap message has been defined to cause a single bit to be moved
from one subchannel to another and to communicate the associated power
modifications necessary to maintain the noise margin following the swap.

The lowest number of bits allowed per data-carrying subchannel in
ADSL1 is two. Clearly, the bit swap message defined above would not
accommodate transitions from zero to two bits or from two to zero bits if
power modifications are also needed. For cases when a subchannel sup-
porting two bits needs to be turned off (allocated zero bits) or when a
subchannel that is off needs to start supporting two bits, an extended bit
swap message is used. This message is 13 bytes in length. The first byte is
the header, which identifies the message as an extended bit swap request.

Figure 17.25 Bit swap message format in G.992.1.
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The remaining 12 bytes contain commands and subchannel indices in the
same manner as shown in Figure 17.25. One can see that a transition from
two to zero bits requires two commands to decrease the number of bits
on a subchannel by one bit, followed by a command to reduce the power
on that subchannel. Likewise, a transition from zero to two bits requires
two commands to increase the number of bits on a subchannel by one bit,
followed by a command to increase the power on that subchannel. There-
fore, in total, a 2-to-0 or 0-to-2 bit swap requires 12 bytes of commands
in addition to the header identifying the message as an extended swap
message.

Bit swap transitions are coordinated using superframe counters. The
ATU-C and ATU-R set their counters to zero immediately after they transition
from the initialization procedure to steady-state operation, which is called
the Showtime state. After every superframe (68 data symbols plus one sync
symbol), the counters are incremented by one. The superframe counters
are 8-bits long, and therefore they reset to zero after every 256 superframes.

When it receives a bit swap request, the responding ATU determines
when the bit swap transition will take place. Within 400 ms of receiving
the request, the responding ATU sends a bit swap acknowledge message
to the initiating ATU. The acknowledgment is a three-byte message. The
first byte is a header, the second byte is an acknowledge command, and
the third byte is the value of the superframe counter at which the bit swap
will occur. The value of the counter transmitted by the responding ATU is
required to be at least 47 greater than the counter value when the bit swap
request was received, which corresponds to a delay of over 800 ms. The
reason for the long delay is to ensure that both the ATU-C and ATU-R
have time to process all messages (the acknowledgment, for example)
and ready themselves for the transition. Although it might seem that the
modems should be able to prepare in far less time than 800 ms, when
a single physical chip supports several ATU-C modems, as is almost al-
ways the case, the signal processing resources in that chip are shared.
Imposing a limitation on the speed of bit swaps helps to ensure that the
silicon at the central office has time to service the line that needs a bit
swap. Because on any given line only one bit swap request is allowed to
be outstanding in either transmission direction at any given time, ADSL1
bit swaps occur approximately once per second. The infrequency of bit
swap opportunities in ADSL1 has been identified as a potential weakness,
so ADSL2 defines a different mechanism that allows bit swaps at a much
faster rate.

When the value of the superframe counters reaches the value selected
by the responding ATU, the bit swap is implemented starting with the first
symbol of the next superframe. The transmitter at the responding ATU
changes the bit allocations on the affected subchannels and modifies their
transmit powers as instructed. In addition, it reorders the subchannels using
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the appropriate tone ordering procedure. The receiver of the initiating ATU
also updates the number of bits to be decoded on the affected subchannels
and performs the tone reordering procedure. Furthermore, it updates other
receiver parameters corresponding to the affected subchannels (such as the
frequency-domain equalizer [FEQ] taps, see chapter 7 of [Golden 2006]) to
account for the new power allocations and bit distributions.

17.4.2.4 Annexes of G.992.1

Details of the various ADSL1 operational modes are now described. The
focus is on the ITU-T Recommendation G.992.1, which is the international
ADSL1 specification. The annexes of G.992.1 define ADSL1 over POTS
(Annex A), ADSL1 over ISDN (Annex B), and ADSL1 over POTS operat-
ing in the same binder as TCM-ISDN (Annex C).

17.4.2.4.1 Annex A: ADSL1 over POTS

The variant of ADSL that has been most widely deployed to date is that
defined in Annex A of G.992.1, which specifies ADSL1 operation on the
same loop as POTS. In over-POTS operation, the subchannels below 25 kHz
are unused in both transmission directions. Although these subchannels are
always generated by the downstream and upstream transmitters (because
DMT is a baseband modulation), they are not allocated any bits or power.
A highpass filter is used by ADSL transmitters to prevent interference from
ADSL to the POTS signals.∗

In ADSL1 over POTS, the bandwidth from 25.875 to 138 kHz is allocated
for upstream transmission, and bandwidth above 138 kHz is allocated for
downstream transmission. If overlapped spectra are used, the bandwidth
from 25.875 to 138 kHz can also be used in the downstream direction.

Subchannel 64, centered at 276 kHz, is reserved as a pilot tone in
Annex A.

In the downstream direction, ADSL1 is limited to a maximum of 20.4
dBm of power. In the upstream direction, the power is limited to 12.5 dBm.
The distribution of the available power in each transmission direction within
the passband is governed by a PSD mask and an average PSD requirement.

Three PSD masks are defined in Annex A of G.992.1. Figure 17.26 shows
the PSD mask defined for upstream transmission. The mask extends from
25.875 to 138 kHz with a peak level of −34.5 dBm/Hz. However, the
average PSD is required to be −38 dBm/Hz across the upstream band.
The PSD mask lies 3.5 dB above the average PSD level to simplify bit
allocation and to account for ripple in the transmitter filters. As discussed
in chapter 7 of [Golden 2006], transmitter and receiver implementations are

∗ Similarly, a lowpass filter, called a splitter, is applied to the POTS signal to ensure it does not
interfere with ADSL transmission. See Chapter 1 for details of splitters.
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Figure 17.26 Upstream PSD mask for ADSL1 over POTS. Average PSD level also
shown.

greatly simplified if the number of bits transmitted on each subchannel is
an integer. However, because the SNR on any given subchannel is unlikely
to correspond precisely to the SNR needed to support an integer number of
bits, the number of bits must be rounded and the power adjusted accord-
ingly to avoid a scenario in which the noise margin varies from subchannel
to subchannel, which is undesirable from a performance perspective. If the
PSD mask and average PSD level were coincident, then modems would
always need to round down the number of bits on a subchannel. To allow
the number of bits to be rounded up on some subchannels, a 2.5-dB gain
is allowed. The remaining 1 dB of the 3.5 dB difference allows for ripple
in the transmitter. Note that the integral of the upstream PSD mask over
the passband results in a total power of 16 dBm. Clearly, the total power
constraint ensures that modems cannot round up the number of bits on
each subchannel.

Figure 17.27 illustrates the PSD mask defined for downstream transmis-
sion in the case that overlapped spectra are allowed. Note that the PSD mask
extends from 25.875 to 1104 kHz, and that both the mask and average PSD
levels are 2 dB lower than in the upstream direction. In the early days of
pre-standard ADSL, both the upstream and downstream average PSD levels
were −40 dBm/Hz. However, to provide a performance improvement in
the upstream direction when overlapped spectra were used and to match
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Figure 17.27 Downstream PSD mask for ADSL1 over POTS when overlapped
spectra are allowed. Average PSD level also shown.

the PSD levels of HDSL transceivers, the upstream PSD was increased by
2 dB. This discrepancy in levels continues today, even though the vast
majority of ADSL deployments use nonoverlapped spectra.

The downstream PSD mask defined for nonoverlapped ADSL over POTS
operation is shown in Figure 17.28. The essential change from the over-
lapped mask is the sharp roll-off below 138 kHz, which at first appears from
the plot to eliminate a large portion of the passband. However, because the
plot is shown as a function of the logarithm of frequency, the amount of
bandwidth actually eliminated by the use of nonoverlapped masks is not
as significant as the figure might appear to indicate.

It should be noted that even though PSD masks are defined to allow
transmissions within specific bandwidths, designers may choose to confine
signals to a smaller range of frequencies. For example, when overlapped
spectra are allowed, it may be advantageous to enable the use of only some
of the subchannels between 25.875 and 138 kHz for downstream trans-
mission to balance the improvement in the downstream bit rate and the
degradation to the upstream bit rate. Alternatively, when nonoverlapped
spectra are used, designers may choose not to use a small number of sub-
channels near the transition band or at the band edges to ease filter roll-off
requirements.

The length of the telephone line also influences which frequencies are
used for transmission in a particular connection. On long lines, for example,
the highest frequencies are too attenuated to support transmission under
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Figure 17.28 Downstream PSD mask for ADSL1 over POTS when nonoverlapped
spectra are used. Average PSD level also shown.

the PSD constraints. Therefore, the uppermost subchannels are turned off
on long lines, which is the reason why the bit rates achievable by ADSL
are higher on shorter loops than on longer loops.

Furthermore, certain types of noise can cause some frequencies not to
be used because the SNR on the corresponding subchannels is too low.
For example, crosstalk from T1 lines can be severe enough to cause some
subchannels in the lower part of the ADSL bandwidth to be turned off due
to low SNR. Therefore, although the PSD masks define signal levels and
bandwidths in which transmission is allowed to take place, other factors
determine the frequencies that are actually used in a given connection.

Simulations can be used to illustrate ADSL1 performance as the bit rate
that is achievable as a function of loop length. Furthermore, the DSL Forum
has defined both North American and European performance requirements
for ADSL1 modems in TR-067, which dictates the minimum performance
required of implementations. The DSL Forum TR-067 performance require-
ments for North America are based on laboratory measurements of ADSL
modems from several vendors. Table 17.4 documents the parameter assum-
ptions used in a set of preliminary (theoretical) simulations of ADSL1.
Figure 17.29 shows the theoretical performance of ADSL1 over POTS when
it is alone in a cable binder; that is, there are no other DSL systems in the
cable binder. Figure 17.30 shows the DSL Forum’s North American per-
formance requirements for ADSL1 over POTS when the only impairment
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Table 17.4 Initial ADSL1 Simulation Settings

Parameter Value
Noise margin 6 dB
Cable gauge 26 AWG
Number of disturbing lines 0
AWGN levela −140 dBm/Hz
Minimum number of bits per subchannel 2
Maximum number of bits per subchannel 15
Trellis coding Onb

a AWGN simulates the noise floors of the downstream and upstream
transceivers. A value of−140 dBm/Hz is commonly used in the industry,
even though, as the DSL Forum performance requirements reveal, the
actual noise floors are implementation dependent and could be higher
or lower than −140 dBm/Hz.

b Although trellis coding is an option in ADSL1, support of the option is
almost universally required by service providers. Therefore, because the
objective of the simulations is to present a realistic set of performance
results for ADSL1, trellis coding is presumed.

Figure 17.29 Theoretical line bit rates of ADSL1 over POTS with nonoverlapped
PSD masks (−140 dBm/Hz AWGN [additive white Gaussian noise], 26 AWG
[American wire gauge] cable).
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Figure 17.30 North American ADSL1 over POTS performance requirements in
the AWGN case.

is additive white Gaussian noise (AWGN). A comparison of Figures 17.29
and 17.30 reveals that the DSL Forum’s requirements are significantly below
the performance level the theoretical simulations project. The difference is
most striking in the upstream direction. The reason for the discrepancy
is the AWGN level assumed in the simulations. Whereas a level of −140
dBm/Hz was assumed in the simulations (corresponding to the AWGN level
injected in the DSL Forum tests), the noise floors of real modems can be sig-
nificantly higher than this level, particularly in the upstream direction. The
upstream receiver’s noise floor is typically much higher than −140 dBm/Hz
for a number of reasons, including the required density of ports on a line
card and the constraints on component sizes these density requirements
impose. Therefore, to determine the appropriate AWGN levels for the two
directions of transmission, a second simulation was constructed. By trial and
error, it was found that an AWGN level of −134 dBm/Hz in the downstream
direction and −111 dBm/Hz in the upstream direction provides results very
close to the DSL Forum requirements, as shown in Figure 17.31.

Using the downstream and upstream AWGN levels found to correspond
to the DSL Forum’s AWGN test requirements, it is possible to use simulations
to predict the performance of real ADSL1 modems under various noise sce-
narios and using overlapped and nonoverlapped PSD masks. Figure 17.32
projects the achievable downstream and upstream line bit rates of ADSL1
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Figure 17.31 Line bit rates of ADSL1 over POTS with nonoverlapped PSD masks
(−134 dBm/Hz AWGN in the downstream direction, −111 dBm/Hz AWGN in the
upstream direction, 26 AWG cable).

when the nonoverlapped downstream PSD mask is used. The line bit rate
includes overhead (AOC, EOC, indicator bits, and trellis overhead), so the
user bit rate is lower than shown in the figure. To illustrate, in some sense,
best case performance in a real environment, it was assumed in the simu-
lation that all other systems in the cable binder are of the same type as the
line being simulated; that is, all systems are also ADSL1 using the nonover-
lapped downstream PSD mask. Subchannels 7 through 31 are enabled
for upstream transmission, and subchannels 33 through 255 are enabled for
downstream transmission. Table 17.5 documents the other settings used in
the simulations.

Figure 17.32 shows clearly that the downstream line bit rate decreases
a little more rapidly with increasing loop length than in the case of AWGN
because of far-end crosstalk (FEXT) from other lines in the binder. However,
the upstream bit rate curve is approximately the same as in the AWGN-only
case, which indicates that FEXT does not significantly degrade the SNR in
the upstream bandwidth on any of the loop lengths considered.

Figure 17.33 illustrates the achievable line bit rates of ADSL1 when over-
lapped spectra are used. In this case, subchannels 7 through 31 are used
not only in the upstream direction, but also in the downstream direction.



Dedieu/Implementation and Applications of DSL Technology AU3423_C017 Final Proof Page 672 20.9.2007 05:35pm

672 Implementation and Applications of DSL Technology

Figure 17.32 Line bit rates of ADSL1 over POTS with nonoverlapped PSD masks
(49 ADSL1 over POTS disturbers, 26 AWG cable).

All other settings are the same as in Table 17.5. By comparing Figure 17.33
to Figure 17.32, one can see that the availability of additional subchan-
nels in the downstream direction improves the downstream bit rate on
loops longer than 6.5 kft. However, the upstream bit rate on loops longer
than 7 kft is degraded significantly because of NEXT from downstream
transmissions.

Table 17.5 ADSL1 Simulation Settings

Parameter Value
Noise margin 6 dB
Cable gauge 26 AWG
Number of disturbing lines 49
AWGN level −134 dBm/Hz downstream,

−111 dBm/Hz upstream
Minimum number of bits per subchannel 2
Maximum number of bits per subchannel 15
Trellis coding On
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Figure 17.33 Line bit rates of ADSL1 over POTS with overlapped PSD masks (49
ADSL1 over POTS disturbers, 26 AWG cable).

The conclusions drawn about ADSL1 performance based on Figures
17.32 and 17.33 are a bit misleading because of the assumption that all
lines in the cable binder support ADSL1. If instead of ADSL1 some of the
other lines support another type of DSL, then the upstream bit rate of
ADSL1 with nonoverlapped spectra will not be as high as Figure 17.32
indicates.

Figure 17.34 shows the results of a simulation of ADSL1 with nonover-
lapped spectra when half of the lines in the cable binder support HDSL
and the remaining lines support ADSL1 with nonoverlapped spectra. Other
settings are as in Table 17.5. The upstream curve looks much more like
that of Figure 17.33 than of Figure 17.32 because the lines of HDSL cause
NEXT to ADSL1 in much the same way as overlapped ADSL1 spectra would.
Note that because HDSL uses overlapped spectra that extend from 0 to at
least 196 kHz, the ADSL1 downstream bit rate is also degraded by HDSL
NEXT, particularly on longer lines. The downstream rate degrades to zero
when the loop length approaches 16.5 kft. Because of the manner in which
ADSL initializes and maintains a connection (such as through bit swaps),
upstream transmissions cannot occur without at least some minimal down-
stream communication (and vice versa). Therefore, the ADSL link fails
whenever the bit rate in either transmission direction drops below some
level (assumed to be 4 kbit/s in the simulations).
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Figure 17.34 Line bit rates of ADSL1 over POTS with nonoverlapped PSD
masks (24 ADSL1 over POTS disturbers plus 25 HDSL disturbers, 26 AWG cable).
Asterisks are DSL Forum requirements.

The DSL Forum’s performance requirements for a North American
ADSL1 system operating in the presence of 24 HDSL are shown in
Figure 17.34 by asterisks. In the downstream direction, there is a good
match between the simulation projections and the performance require-
ments. However, in the upstream direction, the simulations are optimistic
relative to the performance expected of real ADSL1 modems in this noise
scenario, which suggests some factor unaccounted for in the simulations
causes larger degradations in real ADSL1 modems.

17.4.2.4.2 Annex B: ADSL1 over ISDN

As discussed in Section 17.3, there are two types of duplexing used by
ISDN systems. The variant of ISDN deployed exclusively in Japan uses time-
compression multiplexing to separate downstream and upstream transmis-
sions, and the variant deployed outside of Japan is a classic echo cancelled
system. Annex B of G.992.1 defines ADSL1 for operation on the same line
as the latter type of ISDN, whereas Annex C defines ADSL1 over POTS for
operation in a TCM-ISDN environment.

When ADSL operates over ISDN, which spans a wider frequency
band than POTS does, ADSL transmissions must be restricted to higher
frequencies than in the over-POTS case to allow both ADSL and ISDN to



Dedieu/Implementation and Applications of DSL Technology AU3423_C017 Final Proof Page 675 20.9.2007 05:35pm

DSL Standardization 675

share a loop. Therefore, both the downstream and the upstream lower
band edges must be higher in frequency than in the case of Annex A.
Frequencies from 276 to 1104 kHz are always allocated to the down-
stream direction. Subchannel 96 (centered at 414 kHz) is reserved for
the pilot tone. The use of frequencies below 276 kHz is dependent on
the implementation of the ATU-R and on whether overlapped spectra are
allowed.

For upstream transmission, it is mandatory in Annex B of G.992.1 to gen-
erate subchannels in the band from 138 to 276 kHz. There are two ways
in which these subchannels can be generated. The obvious way is to use a
128-point IDFT in the upstream transmitter to generate 64 subchannels that
span from 0 to 276 kHz. The lower half of the subchannels are then poten-
tially unused. In the early days of ADSL, it was desirable to use the same
hardware for both ADSL over POTS and ADSL over ISDN. Therefore, Annex
B describes a way to use a 64-point IDFT to generate the upstream spec-
trum in the band from 138 to 276 kHz. The transmitter performs “mirroring,”
which results in the appearance of the complex conjugates of subchannels
1 through 31 on subchannels 33 through 63 (subchannel 32 is unused).
Essentially, mirroring uses aliasing to generate the desired signal, and the
signal below 138 kHz is filtered out. Although mirroring was used success-
fully in early ADSL1 over ISDN modems, most implementations now use
a 128-point IDFT to generate the upstream transmit signal. Generating 64
subchannels is inexpensive and straightforward with today’s digital signal
processing technology, and the same hardware can be used to support
ADSL over POTS by turning off the upper 32 subchannels or by modify-
ing the signal processing so that only 32 subchannels are generated. One
benefit of generating 64 subchannels is that the Annex B PSD masks allow
some of the subchannels below 138 kHz to be used for transmission. There-
fore, generating the extra subchannels can result in improved performance
relative to a system that uses mirroring with a 64-point IDFT.

The two non-TCM variants of ISDN have different bandwidths. The
spectrum of 2B1Q ISDN is narrower than the spectrum of 4B3T ISDN. As a
result, Annex B of G.992.1 allows some flexibility in how low in frequency
ADSL1 transmissions may extend.

Figure 17.35 illustrates the upstream PSD mask defined in Annex B for
ADSL1 operating on the same line as ISDN of the 2B1Q variety. Note that
the PSD mask is undefined from 80 to 138 kHz, which allows some flexibil-
ity for implementations with 64 upstream subchannels to make use of the
subchannels below 138 kHz. G.992.1 explains that the value of the trans-
mitted PSD in the undefined region depends on the designs of the ISDN
splitter lowpass filter and the ADSL1 highpass filter, but ADSL is expected
not to degrade 2B1Q ISDN performance by more than 4.5 dB. Therefore,
the utility of the subchannels below 138 kHz may be limited.
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Figure 17.35 Upstream PSD mask for ADSL1 over ISDN of the 2B1Q variety.
Average PSD level also shown.

Figure 17.36 shows the upstream PSD mask for use when the ISDN on
the same line is of the 4B3T variety. The 4B3T mask is more restrictive
than the 2B1Q mask, and the lower edge of the passband is at a higher
frequency than in the 2B1Q case. Otherwise, the two masks are the same.

The aggregate upstream power for ADSL1 over ISDN is limited to 13.3
dBm, which corresponds to the integration of the PSD level of−38 dBm/Hz
over the 31 available upstream subchannels between 138 and 276 kHz. If
a modem transmits upstream using some subchannels below subchannel
33, it must transmit a lower PSD level on at least some of the subchannels
in order not to exceed the allowed total power.

The downstream PSD mask for use on the same line as 2B1Q ISDN
is shown in Figure 17.37, and Figure 17.38 shows the downstream PSD
mask for use with 4B3T ISDN. Both masks look similar to the correspond-
ing upstream masks, except they span a wider bandwidth, and the PSD
mask and average PSD levels are lower than in the upstream direction. In
both cases, as for ADSL1 over POTS, the average PSD level is −40 dBm/Hz
within the passband, and the PSD mask level is −36.5 dBm/Hz within the
passband. As in the upstream PSD mask definitions, the PSD masks are
undefined over a small range, which allows some flexibility in filter design
as well as in subchannel usage. Unlike in Annex A, there are no nonover-
lapped PSD masks defined in Annex B of G.992.1, although nonoverlapped
ADSL1 over ISDN operation is common.
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Figure 17.36 Upstream PSD mask for ADSL1 over ISDN of the 4B3T variety.
Average PSD level also shown.

Figure 17.37 Downstream PSD mask for ADSL1 over ISDN of the 2B1Q variety.
Average PSD level also shown.
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Figure 17.38 Downstream PSD mask for ADSL1 over ISDN of the 4B3T variety.
Average PSD level also shown.

Because ADSL1 over ISDN transmissions are restricted to a higher range
of frequencies than are ADSL1 over POTS transmissions, one would expect
that the reach of ADSL1 over ISDN is shorter than the reach of ADSL1 over
POTS, regardless of whether the ADSL1 over ISDN system operates using
overlapped or nonoverlapped spectra. Figure 17.39 confirms this expecta-
tion under the conditions documented in Table 17.5. To eliminate the issue
of whether the ISDN is of the 2B1Q variety or the 4B3T variety, the ADSL1
transmissions were restricted to frequencies above 138 kHz. The subchan-
nels from 33 to 63 were used in the upstream direction, and subchannels 65
through 255 were used in the downstream direction. (Thus, nonoverlapped
spectra were used.) A comparison of Figures 17.39 and 17.32 clearly shows
that the downstream bit rate of ADSL1 over ISDN is lower than the down-
stream rate of ADSL1 over POTS on all but the shortest loop lengths. The
degradation is solely because fewer subchannels are available to ADSL1
over ISDN in the downstream direction. The degraded downstream bit
rate eventually limits the reach of ADSL1 over ISDN. Whereas the reach
of nonoverlapped ADSL1 over POTS with self-crosstalk extends beyond
18 kft under the simulated conditions, Figure 17.39 shows that the reach
of ADSL1 over ISDN under similar conditions is limited to about 17 kft.
Note also that the upstream bit rate of ADSL1 over ISDN falls below the
maximum rate on loops longer than 11 kft, whereas ADSL1 over POTS con-
tinues to support the maximum upstream rate on loops up to about 13 kft
in length.
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Figure 17.39 Line bit rates of ADSL1 over ISDN with nonoverlapped PSDs
(49 ADSL1 over ISDN disturbers, 26 AWG cable).

Figure 17.40 illustrates the impact of allowing downstream transmissions
to overlap the upstream band. In this case, subchannels 33 through 255 are
also used in the downstream direction, and other settings are as given in
Table 17.5. The figure shows that using overlapped spectra limits the reach
of ADSL1 over ISDN to less than 12 kft. The failure of the upstream channel
is clearly the problem, because the capacity of the downstream channel is
still high at the length at which the upstream bit rate degrades to zero.

The premature failure of the upstream channel suggests that perhaps
partial overlapping of the downstream and upstream transmissions would
provide a means to extend the reach. For example, rather than extending
its spectrum as low as subchannel 33, the downstream transmitter might
be restricted to using only the subchannels above, say, subchannel 45.
Figure 17.41 plots the downstream and upstream bit rates of ADSL1 over
ISDN when subchannels 33 through 63 are used in the upstream direction,
subchannels 46 through 255 are used in the downstream direction, and the
simulation conditions are those documented in Table 17.5. The benefit of
partially overlapping the downstream and upstream PSDs is obvious from
the figure. The subchannels from 33 to 45 are free of NEXT, which provides
a boost in upstream bit rate on longer loops. In the downstream direction,
the bit rate decreases marginally relative to when full overlap of the spectra
is allowed. However, this slight decrease in downstream bit rate results in
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Figure 17.40 Line bit rates of ADSL1 over ISDN with fully overlapped PSD masks
(49 ADSL1 over ISDN disturbers, 26 AWG cable).

Figure 17.41 Line bit rates of ADSL1 over ISDN with partially overlapped PSD
masks (49 ADSL1 over ISDN disturbers, 26 AWG cable).
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a significant increase in the reach of the system, which is nearly 17 kft with
partial overlap versus less than 12 kft with fully overlapped spectra.

17.4.2.4.3 Annex C: ADSL1 over POTS in the Same Binder
as TCM-ISDN

ISDN service has been widely deployed in Japan. As discussed in Section
17.3, ISDN in Japan uses time-compression multiplexing to separate down-
stream and upstream transmissions. Therefore, the same channel band-
width is time-shared by the two directions. All TCM-ISDN systems in a
binder are synchronized so that they all transmit in the same direction
(downstream or upstream) at the same time. As a symmetrical system, TCM-
ISDN transmits approximately half the time in each direction.∗

The spectrum of the TCM-ISDN signal has a null at 320 kHz and side-
lobes above this first null. If the TCM-ISDN spectrum were confined primar-
ily to the band below 320 kHz, it might be feasible to deploy ADSL on the
same line as TCM-ISDN, albeit with transmissions at higher frequencies than
in an Annex A or B system. However, the amount of bandwidth remaining
would severely limit the reach of ADSL over TCM-ISDN. Therefore, there
is no ADSL over TCM-ISDN system.

The energy in the TCM-ISDN mainlobe and sidelobes also presents chal-
lenges for ADSL over POTS systems operating in the same binder as TCM-
ISDN lines. Because TCM-ISDN transmits approximately half of the time
in one direction and half the time in the other direction, it causes time-
varying crosstalk to ADSL systems that are using that bandwidth in a single
direction. Roughly half of the time, an ADSL system will suffer from NEXT
because of TCM-ISDN transmissions, and it will suffer from FEXT because
of TCM-ISDN transmissions the other half of the time.

Annex C of G.992.1 defines the operation of ADSL1 systems in the same
binder as TCM-ISDN lines. To cope with the two noise scenarios resulting
from TCM-ISDN crosstalk, Annex C defines two types of ADSL1 data sym-
bols: the FEXT symbol and the NEXT symbol. The FEXT symbol consists
of the bit allocation that is appropriate when the TCM-ISDN systems are
transmitting in the same direction as the ADSL1 system and the receiver
performance thus suffers from FEXT. The NEXT symbol consists of the bit
allocation that is appropriate when the TCM-ISDN systems are transmit-
ting in the direction opposite to that of the ADSL1 system and the receiver
performance suffers from NEXT. Figure 17.42 illustrates the relationship
between TCM-ISDN transmissions and the type of crosstalk appearing at
the ATU-C and ATU-R receivers.

∗ There is a small quiet period in TCM-ISDN when the transmission direction changes, which
means the amount of time spent transmitting in either direction is slightly less than 50 percent.
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Figure 17.42 The relationship between TCM-ISDN transmissions and crosstalk
appearing at ADSL receivers.

During the initialization procedure, the transceivers determine the
appropriate allocation of bits during symbols that are corrupted by NEXT
and during symbols corrupted by FEXT. Four bit allocations (symbol
types) result, as shown in Table 17.6. Note that the “C” and “R” designa-
tions indicate the modem that will receive the symbol. As Figure 17.42
indicates, if propagation delays through the line are ignored, the ATU-C
transmits FEXT-R when the ATU-R transmits NEXT-C. Likewise, when the
ATU-R transmits FEXT-C, the ATU-C transmits NEXT-R.

The downstream and upstream PSDs in the original version of Annex C
are the same as those defined in Annex A.

More recent work on Annex C of G.992.1 resulted in the addition of
Annex I to G.992.1. Annex I specifies a wider-bandwidth downstream PSD
mask for systems operating in the same binder as TCM-ISDN, and also
doubles the number of subchannels in the downstream direction. Although
SG15/Q4 was working at the time on ADSL2plus, which would also double
the number of subchannels available in the downstream direction, the
Japanese market required a solution before ADSL2plus was scheduled to
be completed. Therefore, Annex I was written to accommodate the need
of the Japanese market. Because ADSL2plus is addressed in the sequel,

Table 17.6 Symbol Types in Annex C of G.992.1

Symbol Used in Transmission Direction
Crosstalk Present Downstream Upstream
FEXT FEXT-R FEXT-C
NEXT NEXT-R NEXT-C
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and Annex I is essentially an ADSL2plus system in the ADSL1 Recommen-
dation, Annex I is not discussed here.

The reader is referred to [G.992.1] for additional details of Annex C and
Annex I operation, including changes to the tone ordering and framing
necessary to accommodate the different symbol types in Annex C.

17.4.3 ADSL2
ADSL2 is specified in ITU-T Recommendation G.993.2. As an evolution of
ADSL1, ADSL2 generally uses the same bandwidth allocations as ADSL1.
However, ADSL2 provides additional functionality and improves ADSL1
performance and utility in a number of ways, and ADSL2 also serves an
important role as the basis for ADSL2plus.

To improve performance, the support of trellis encoding, which is an
option in ADSL1, is made mandatory in ADSL2, although the receiver in
either transmission direction may choose to disable trellis coding on a par-
ticular connection. (On very short loops, using trellis coding can actually
result in a performance degradation because of the overhead it requires.)
Technically, then, trellis coding is mandatory at the transmitter and optional
at the receiver. However, the performance benefit of trellis coding is so sig-
nificant on most loops that it is unlikely any receiver implementation does
not incorporate trellis decoding. Although the gain of the trellis code is
difficult to isolate when trellis coding is used in combination with FEC, the
combination of the trellis code and FEC used in ADSL1 and ADSL2 provides
about 5 dB of coding gain on most loops. (See chapter 9 of [Golden 2006]
for details of how the coding gain is computed for concatenated codes.)

An improved initialization sequence in ADSL2 also helps to improve
line rates. Some initialization signals found to be not sufficiently random in
ADSL1 were made more random in ADSL2. Furthermore, an optional fast
initialization sequence is defined to allow modems to resume a connection
more quickly than they could by undergoing a full initialization.

A further performance improvement in ADSL2 is the result of allow-
ing subchannels to support only one bit, both with and without trellis
coding enabled, which provides a small performance benefit, particularly
on longer loops. Annex L of G.992.3 defines a reach-extended version of
ADSL2 that was specifically designed to provide even better performance
on long loops.

ADSL2 defines other annexes that allow all-digital operation (i.e., with-
out underlying POTS or ISDN), and others that enable higher upstream bit
rates.

G.992.3 guarantees at least some performance benefit relative to a cate-
gory I ADSL1 modems by requiring modems to support at least 8 Mbit/s in
the downstream direction and at least 800 kbit/s in the upstream direction.
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(The reader is reminded that most deployed ADSL1 modems provide fea-
tures beyond those required by category I, such as trellis coding, which
enables them to support 8 Mbit/s downstream and 800 kbit/s upstream.)
Primarily because of market demand, commercial ADSL2 modems support
significantly higher bit rates than ADSL1 modems in at least the downstream
direction.

Furthermore, the restriction in ADSL1 that Reed–Solomon codewords
are coupled with DMT symbols is eliminated in ADSL2. The absence of
constraints on the value of S, which can be any value in ADSL2, results in
slightly higher coding gain from the Reed–Solomon code. ADSL2 framing
also allows flexibility in the overhead bit rate, which is fixed in ADSL1.
Therefore, user data rates can be slightly higher if a lower-overhead bit
rate is configured in ADSL2. Alternatively, if a higher-overhead bit rate is
required for some reason, ADSL2 allows it.

Additional functionality is provided in ADSL2 through the definition of
the options of dynamic rate repartitioning (DRR) and seamless rate adap-
tation (SRA). DRR is a mechanism that allows the bit rate to be reallocated
among bearer channels when more than one bearer channel is used in
a connection. For example, one bearer might support a videoconferenc-
ing signal, while another supports a data connection. DRR allows the total
data rate of the connection to be repartitioned among the supported bearer
channels without requiring the modems to retrain. Thus, in the example, if
the videoconference ends, the data rate that had been previously allocated
to it could be reallocated to the data channel.

SRA is a mechanism that provides a means to change the total bit rate
of the connection without requiring the modems to retrain (which is the
only way to modify the line bit rate in ADSL1). SRA provides additional
robustness to changing loop impairments. If, for example, the noise on
a line increases to the point that the target noise margin cannot be sup-
ported at the current bit rate, SRA can be used to reduce the bit rate to a
level at which the target margin can be supported. Both DRR and SRA are
options in ADSL2, which means that they are defined completely in G.992.3,
but standard-compliant implementations are not required to support DRR
or SRA.

An interface for packet transfer mode is also defined in ADSL2, in recog-
nition of the surging popularity of Ethernet (rather than ATM) as the DSL
transport mechanism. In addition, the specific packet transfer mode defined
by IEEE 802.3 for (EFM) has been incorporated in ADSL2 (see Chapter 13).

To provide more visibility into failures and service difficulties, ADSL2
also defines a loop diagnostic procedure and various diagnostic parameters
that can be retrieved by the management entity.

In terms of improving robustness, ADSL2 defines a new way to coor-
dinate bit swap transitions. As discussed in Section 17.4.2.3, the transition
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time selected by an ADSL1 ATU responding to a bit swap request must
be more than 800 ms in the future to ensure that both the initiating and
the responding ATUs are fully prepared for the bit swap. To increase the
speed and robustness of bit swaps and other on-line reconfiguration (OLR)
transitions (such as DRR and SRA), the responding transceiver in ADSL2
signals timing by inverting the phase of the next transmitted synchroniza-
tion symbol. Upon receiving a synchronization symbol with inverted phase
relative to the last synchronization symbol, the initiating ATU prepares for
the transition. In the upstream direction, the transition becomes effective
five symbols after the inverted-phase synchronization symbol is received,
and in the downstream direction, it becomes effective two symbols after the
inverted-phase synchronization symbol is received. Thus, the ADSL2 OLR
mechanism allows much faster bit swaps than the ADSL1 mechanism. Fur-
thermore, because a synchronization symbol with inverted phase (relative
to previous synchronization symbols) is nearly impossible for the initiating
ATU to detect incorrectly, the ADSL2 OLR mechanism is thought to be more
robust than the ADSL1 bit swapping mechanism.

Robustness is also improved by allowing the downstream receiver to
decide whether it needs a dedicated pilot tone and, if so, which subchannel
it designates as the pilot and whether it prefers to have a known sequence
transmitted on that subchannel. If the receiver does not require a dedicated
pilot tone, a modest bit rate improvement results because an additional
subchannel is available for data transmission.

The modified tone ordering approach in ADSL2 can also potentially
improve the robustness of ADSL2 modems. Unlike in ADSL1, in which
the tone ordering is deterministic and based solely on the number of
latency paths and whether trellis coding is in use, in ADSL2 both the
downstream and upstream receivers determine the tone ordering for their
respective directions. The receiver-determined tone ordering is thought to
improve robustness to AM radio and similar interference. The tone ordering
determined by the receiver is communicated to the transmitter during the
initialization procedure.

Whereas in ADSL1 the minimum number of nonzero bits per subchannel
is two, in ADSL2 one-bit subchannels are allowed, both with and without
trellis coding enabled. As a result, the trellis encoding procedure has been
modified. A receiver that allocates one-bit subchannels is required to do so
in pairs, i.e., the total number of one-bit subchannels must be even. Sets
of two one-bit subchannels are then treated as a single two-bit input (“a
subchannel”) for the purpose of trellis encoding.

Relative to G.992.1, G.992.3 defines several more operational modes
in annexes. In this chapter, the emphasis is on the annexes that define the
modes of operation. Those annexes not discussed include Annex D (ATU-C
and ATU-R state diagrams), Annex E (splitters), Annex F (performance
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requirements for North America), Annex G (performance requirements for
Europe), Annex H (SSDSL), Annex K (packet interface specification), and
Annex N (64/65-octet PTM TC sub-layer functional specification). Read-
ers interested in these other annexes are referred to [G.992.3]. In addition,
chapter 13 of this text provides information about Annex N.

17.4.3.1 Annex A: ADSL2 over POTS

Like Annex A of G.992.1, Annex A of G.992.3 specifies the operation of
ADSL2 over POTS. Many of the characteristics of ADSL2 over POTS are the
same as in ADSL1. In particular, the downstream and upstream transmitter
power limits are 20.4 dBm and 12.5 dBm, respectively, and the downstream
and upstream PSD masks in the passbands are the same as in ADSL1 over
POTS. However, the PSD masks are more restrictive in the out-of-band
regions in Annex A of G.992.3 than in G.992.1.

In terms of performance, on shorter loops an ADSL2 over POTS sys-
tem offers higher bit rates than an ADSL1 over POTS system because the
framing in ADSL2 does not limit the maximum bit rate as it does in ADSL1.
Instead, in ADSL2 the maximum number of bits per subchannel limits the
maximum bit rate. On longer loops, ADSL2 over POTS provides slightly
higher bit rates than an ADSL1 over POTS system that uses trellis cod-
ing. Figure 17.43 shows the downstream and upstream bit rates of ADSL2
over POTS under the conditions given in Table 17.7. Note that because the

Figure 17.43 Line bit rates of ADSL2 over POTS with nonoverlapped PSD masks
(49 ADSL2 over POTS disturbers, 26 AWG cable).
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Table 17.7 ADSL2 Simulation Settings

Parameter Value
Noise margin 6 dB
Cable gauge 26 AWG
Number of disturbing lines 49
AWGN level −134 dBm/Hz downstream,

−111 dBm/Hz upstream
Minimum number of bits per subchannel 1
Maximum number of bits per subchannel 15
Trellis coding On

implementation constraints limiting ADSL1 performance are not expected
to improve significantly in ADSL2 modem implementations, the AWGN lev-
els used for the ADSL1 simulations are also used for the ADSL2 simulations.

By comparing Figure 17.43 to Figure 17.32, one can verify that ADSL2
provides higher bit rates than ADSL1 does. Simulations of other noise sce-
narios would also show better performance with ADSL2 than with ADSL1.

17.4.3.2 Annex B: ADSL2 over ISDN

Annex B of ADSL2 differs from Annex B of G.992.1 in several ways. First,
separate masks are not defined for the 2B1Q and 4B3T variants of ISDN.
In addition, the undefined regions of the downstream and upstream PSD
masks are fully defined, and a mask for nonoverlapped operation is defined
explicitly. In the case of the upstream mask, the slope of the PSD mask in
the transition region above 276 kHz is steeper than in ADSL1. Figure 17.44
illustrates the G.992.3 Annex B upstream PSD. The downstream PSD mask
for use with nonoverlapped spectra is shown in Figure 17.45, and the down-
stream mask for overlapped spectra is shown in Figure 17.46. The total
power that may be transmitted in the downstream direction is 19.9 dBm
when overlapped spectra are used and 19.3 dBm when nonoverlapped
spectra are used; in the upstream direction, the total power constraint is
13.3 dBm.

In terms of performance, Annex B bit rates in G.992.3 are generally
higher than in G.992.1 because of the mandatory trellis code, the avail-
ability of one-bit subchannels, and, on short loops, the absence of framing
parameters that limit the bit rate. Figure 17.47 plots the downstream and
upstream line bit rates of an ADSL2 Annex B system that uses nonover-
lapped spectra under the conditions documented in Table 17.7. Subchan-
nels 33 through 63 are used in the upstream direction, and subchannels 65
through 255 are available for downstream transmission. A comparison of
Figures 17.47 and 17.39 reveals that the bit rate with ADSL2 is significantly
higher than with ADSL1 on shorter loops and slightly higher on long loops.
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Figure 17.44 Upstream PSD mask for ADSL2 over ISDN. Average PSD level also
shown.

Figure 17.45 Downstream PSD mask for nonoverlapped ADSL2 over ISDN.
Average PSD level also shown.
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Figure 17.46 Downstream PSD mask for overlapped ADSL2 over ISDN. Average
PSD level also shown.

Figure 17.47 Line bit rates of ADSL2 over ISDN with nonoverlapped PSD masks
(49 ADSL2 over ISDN disturbers, 26 AWG cable).
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17.4.3.3 Annex C: ADSL2 over POTS in the Same Binder
as TCM-ISDN

Annex C of G.992.3 operates in the same manner as Annex C of G.992.1,
and the performance benefits due to the enhancements in ADSL2 provide
performance improvements of the same order as in Annex A and Annex B.

17.4.3.4 Annex I: All-Digital Mode ADSL2 (Narrow Upstream)

One of the new operational modes introduced in G.992.3 is the “all-digital”
mode. In all-digital mode, neither POTS nor ISDN is present on the same
physical loop, and ADSL modems are allowed to use the frequencies that
would otherwise be reserved for POTS or ISDN. In the first version of
ADSL2, fully overlapped PSD masks were the only ones specified so that
near-baseband transmission would be possible in both directions. Nonover-
lapped PSD masks were added in a later amendment to ADSL2.

The PSD masks specified for all-digital operation in Annex I are based on
the ADSL over POTS PSD masks. Figure 17.48 plots the upstream PSD mask
defined in Annex I. Note that the mask is at the maximum level at frequen-
cies as low as 3 kHz. The downstream PSD mask for overlapped operation
is shown in Figure 17.49. The downstream PSD mask for nonoverlapped
operation is the same as the nonoverlapped downstream PSD mask defined
in Annex A of G.992.3.

Figure 17.48 Upstream Annex I PSD mask. Average PSD level also shown.
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Figure 17.49 Downstream Annex I PSD mask for overlapped operation. Average
PSD level also shown.

The total power constraint for an Annex I ATU-C is 20.4 dBm, as in
Annex A, but for an ATU-R it is 13.3 dBm, as in Annex B.

Figure 17.50 shows the downstream and upstream bit rates achieved
by a fully overlapped Annex I system under the conditions documented in

Figure 17.50 Downstream and upstream bit rates of a G.992.3 Annex I system
using fully overlapped spectra.
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Figure 17.51 Downstream and upstream bit rates of a G.992.3 Annex I system
using nonoverlapped spectra.

Table 17.7. Compared to an Annex A system using fully overlapped spectra,
an Annex I system supports higher bit rates in both directions because of the
availability of more subchannels. Figure 17.51 shows the bit rates achieved
by a nonoverlapped Annex I system under the conditions documented in
Table 17.7.

17.4.3.5 Annex J: All-Digital Mode ADSL2 (Wider Upstream)

Annex J of G.992.3 also defines all-digital operation for ADSL2, but the
upstream bandwidth is wider. Two downstream PSD masks are defined,
one for overlapped operation and one for nonoverlapped operation. The
downstream PSD mask for overlapped operation is the same as in Annex
I (shown in Figure 17.49). The downstream PSD mask for nonoverlapped
operation is the same as the downstream nonoverlapped mask for Annex
B (shown in Figure 17.45). In either case, the total power transmitted in
the downstream direction is constrained to 20.4 dBm.

In contrast to Annex I, which defines a single upstream mask, Annex J
defines a family of nine upstream PSD masks, as shown in Figure 17.52. The
masks, which are indexed by the number of subchannels in their passbands,
have successively wider passbands. However, the total upstream transmitter
power is the same in all cases, and therefore the maximum and average
PSD levels decrease as the passband width increases. To maximize Annex J
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Figure 17.52 Upstream PSD masks defined in Annex J of G.992.3.

upstream performance, the total power in the upstream direction is as high
as 13.4 dBm. The narrowest PSD mask spans 32 subchannels and has a
maximum PSD mask level of −34.5 dBm/Hz, and the widest mask spans
64 subchannels and has a maximum PSD mask level of −37.5 dBm/Hz.
The reason for specifying a family of upstream PSD masks is because the
use of a wider spectrum in the upstream direction causes NEXT to any
Annex A systems that might be operating in the same binder as the Annex J
system. The availability of masks with different bandwidths allows a service
provider to select a mask that results in a good trade-off between Annex J
performance and the expected degradation to the downstream bit rate of
any Annex A modems in the same cable binder.

Figure 17.53 plots the downstream and upstream bit rates achievable
with a G.992.3 Annex J system that uses fully overlapped spectra, under the
simulation conditions documented in Table 17.7. The upstream PSD mask
in the simulation was selected based on the loop length and according to
spectral compatibility requirements in the United States (see [T1.417-2003]).
The widest PSD mask is used on loops up to 9.5 kft in length, and succes-
sively narrower masks are used as the loop length increases further. The
results show that a fully overlapped Annex J system provides significantly
higher upstream bit rates than an Annex A, B, or I system, even though the
upstream spectrum is degraded by NEXT from the overlapped downstream
spectrum.
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Figure 17.53 Downstream and upstream bit rates of a G.992.3 Annex J system
using fully overlapped spectra.

Figure 17.54 shows the bit rates achievable with an Annex J system
that uses nonoverlapped spectra under the simulation conditions given in
Table 17.7. The upstream bit rate is significantly higher than when over-
lapped spectra are used. The downstream bit rate is the same as in the case
of an Annex B system using nonoverlapped spectra, which can be verified
by comparing the plot of the downstream bit rate with the corresponding
plot in Figure 17.47.

With either nonoverlapped or overlapped spectra, the bit rates sup-
ported by an Annex J system are less asymmetrical than the bit rates of
Annex A or Annex B systems. Furthermore, Annex J is generally more spec-
trally compatible with Annex A systems than is SHDSL or HDSL. For these
reasons, when operation over POTS or ISDN is not necessary, Annex J is
sometimes suggested as an alternative to SHDSL for providing symmetrical
services.

17.4.3.6 Annex L: ADSL2 over POTS with Extended Reach

Annex L of G.992.3 defines a mode to extend the reach of an ADSL2 over
POTS system by confining the downstream and upstream PSD masks to
narrower, lower-frequency regions of the spectrum while maintaining the
same transmitter power. The net result is a higher allowed PSD level in each
direction, but less total bandwidth. On short loops, this approach would be
detrimental to ADSL performance because the increased PSD level would
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Figure 17.54 Downstream and upstream bit rates of a G.992.3 Annex J system
using nonoverlapped spectra.

not compensate for the severe reduction in bandwidth. But on long loops,
on which the higher frequencies are too attenuated to support transmis-
sion, this approach is very effective. To enable good performance on all
loops, any modem that supports Annex L is required to support Annex A as
well. The assumption is that Annex A will be used on most loops, whereas
Annex L will be used only when it provides a benefit relative to Annex A.

Two upstream PSD masks are defined in Annex L. One mask, shown
in Figure 17.55, has a passband that extends from approximately 25 to less
than 60 kHz, whereas the other mask has a passband that resides between
25 and 103 kHz, as shown in Figure 17.56. The figures show clearly the PSD
boost that results from maintaining the same upstream transmitter power
as in Annex A.

Two PSD masks are also defined for the downstream direction: one
is for nonoverlapped operation and the other is for overlapped operation.
With either mask, the downstream signal is confined to the spectrum below
552 kHz, and the PSD level is higher than in the case of, for example,
Annex A. Figure 17.57 illustrates the downstream PSD mask for nonover-
lapped spectra, and Figure 17.58 shows the downstream PSD mask for
overlapped operation. The curious notch in the PSD mask of Figure 17.58
is required to meet spectral compatibility requirements in the United States
(see [T1.417-2003]).
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Figure 17.55 The narrower of the two G.992.3 Annex L upstream PSD masks
(“U1” in Figure 17.59).

Figure 17.56 The wider of the two G.992.3 Annex L upstream PSD masks (“U2”
in Figure 17.59).
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Figure 17.57 G.992.3 Annex L downstream PSD mask for nonoverlapped ope-
ration.

Figure 17.58 G.992.3 Annex L downstream PSD mask for overlapped operation.
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Figure 17.59 Downstream and upstream bit rates with the PSD masks of G.992.3
Annex L. Annex A (nonoverlapped) performance is also shown for comparison
purposes. In the plot of the downstream bit rate, the curves corresponding to the
nonoverlapped Annex L masks are identical.

Figure 17.59 illustrates the level of performance an Annex L system can
provide under a harsh noise scenario that includes HDSL and T1 disturbers.
The simulations represent the expected performance of an ADSL2 Annex
L system under the conditions shown in Table 17.8. Also shown is the
performance expected of a system that supports only Annex A of G.992.3.

Table 17.8 Annex L Simulation Settings

Parameter Value
Noise margin 6 dB
Cable gauge 26 AWG
Noise 24 ADSL2 Annex L, 5 T1

(adjacent binder), 10 HDSL
AWGN level −134 dBm/Hz downstream,−111 dBm/Hz

upstream
Minimum number of bits per

subchannel
1

Maximum number of bits per
subchannel

15

Trellis coding On
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Because Annex L is intended to be used only on long loops, the plots
show the bit rates on loops from 15 to 20 kft in length. The upper plot shows
that whereas that downstream bit rate of an Annex A system degrades to
zero on loops shorter than 15.5 kft, the Annex L system that is restricted to
using nonoverlapped masks continues to operate on loops longer than 16
kft. When overlapped spectra are used, the Annex L downstream bit rate
does not degrade to zero even on a loop as long as 20 kft. The upstream
bit rate supported by Annex L is generally higher than that of Annex A on
loops longer than 15 kft. Even when the upstream bandwidth is degraded
by NEXT caused by the use of overlapped spectra, the upstream bit rate
is not significantly lower than with Annex A because of the higher PSD
level allowed by the Annex L PSD masks. Figure 17.59 clearly shows the
performance benefit of Annex L on longer loops.

17.4.3.7 Annex M: ADSL2 over POTS with Extended Upstream
Bandwidth

Annex M of G.992.3 defines ADSL2 over POTS operation with a wider
upstream bandwidth. Annex M is like Annex J in that a family of nine
upstream PSD masks is defined. However, the masks extend only as low as
approximately 25 kHz so that POTS can share the loop with the Annex M
system. Figure 17.60 shows the nine upstream masks defined in Annex M.

Figure 17.60 Upstream PSD masks defined in Annex M of G.992.3.



Dedieu/Implementation and Applications of DSL Technology AU3423_C017 Final Proof Page 700 20.9.2007 05:35pm

700 Implementation and Applications of DSL Technology

A comparison to Figure 17.52 reveals that the masks are similar in construc-
tion to those in Annex J. However, the total upstream power constraint in
Annex M is 12.5 dBm, and the masks roll off rapidly below 25 kHz to
accommodate POTS.

In the downstream direction, Annex M defines both nonoverlapped and
overlapped downstream PSD mask. The mask for nonoverlapped operation
is the same as the nonoverlapped downstream mask of Annex B (see Fig-
ure 17.45), and the overlapped PSD mask is the same as the overlapped
mask in Annex A.

Figure 17.61 plots the expected bit rates of a nonoverlapped Annex M
system under the conditions in Table 17.7. The upstream PSD mask in the
simulation was selected based on the loop length and according to spectral
compatibility requirements in the United States. The widest PSD mask was
used on loops up to 9.5 kft in length, and then successively narrower masks
were used as the loop length increased further. The benefit of the wider
upstream PSD is immediately evident. On the shortest loops, an upstream
bit rate as high as almost 3.5 Mbit/s is achievable. In the downstream di-
rection, the bit rate is the same as in the case of a nonoverlapped Annex
B system under the same conditions. (See Figure 17.47 to verify the rates
are the same.)

Figure 17.62 shows the downstream and upstream bit rates of an Annex
M system when fully overlapped spectra are used, and the simulation

Figure 17.61 Downstream and upstream bit rates of a G.992.3 Annex M system
using nonoverlapped spectra.
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Figure 17.62 Downstream and upstream bit rates of a G.992.3 Annex M system
using fully overlapped spectra.

conditions are those in Table 17.7. In this case, as expected, the down-
stream bit rate is higher than when nonoverlapped PSD masks are used.
However, the upstream bit rate curve clearly exhibits degradations because
of NEXT from downstream transmissions. The upstream bit rate is sig-
nificantly lower than with nonoverlapped spectra, which suggests that
nonoverlapped operation is likely to be preferred in practice, unless the
upstream band is known to be degraded already by some other type of
system in the binder that transmits downstream in the band overlapping
the Annex M upstream band, such as SHDSL or HDSL.

17.4.4 ADSL2plus
ADSL was originally conceived as a means to provide broadband service
over existing telephone lines. In most parts of the world, telephone lines
are long. As a result, the maximum reach of ADSL, and not its maximum bit
rate, was originally of paramount importance. When VDSL standardization
began (see Section 17.5), a different deployment scenario was envisaged:
VDSL would be deployed from street cabinets to subscribers, and therefore
the maximum bit rate was of primary importance because the reach was
not expected to be more than 4 or 5 kft in most applications. As work on
these two disparate standards continued, however, and the VDSL1 line code
logjam delayed progress on VDSL1, it became clear that there was a need
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for an ADSL system that would provide higher bit rates than ADSL1 and
ADSL2 on short and mid-range loops without sacrificing the long reach
of ADSL. This system would be suitable for deployment on loops with
useful bandwidth above the 1.104 MHz maximum bandwidth of ADSL1
and ADSL2.

ADSL2plus was conceived to fill this gap in bit rates between ADSL
and VDSL. To enable higher downstream bit rates, ADSL2plus doubles the
downstream bandwidth to 2.208 MHz by defining 513 downstream sub-
channels. As in the other ADSL versions, the first and last subchannels
(with indices 0 and 513) are not used, which means the maximum number
of subchannels potentially available in the downstream direction is 511. In
the upstream direction, ADSL2plus is identical to ADSL2.

ADSL2plus is defined in ITU-T Recommendation G.992.5. G.992.5 is
a “delta” document to G.992.3, which means it does not stand alone
but instead requires G.992.3 as a basis. The reliance on G.992.3 means
that an ADSL2plus modem is also required to be capable of ADSL2
operation, which ensures both high bit rates on short loops and long
reach.

Relative to G.992.3, G.992.5 defines some additional functionality. In
particular, ADSL2plus specifies a method to allow shaping of the transmitted
PSD. Shaping can be used, for example, to improve the spectral compat-
ibility of ADSL2plus systems deployed at an intermediate point between
the CO and subscribers and ADSL systems deployed from the CO. By
shaping the ADSL2plus downstream PSD in the band below 1104 kHz,
FEXT that ADSL2plus systems cause to ADSL1 or ADSL2 modems can be
reduced.

G.992.5 also defines transmitter windowing as an optional feature. Win-
dowing is useful to reduce out-of-band energy and to minimize the impact
of out-of-band noise on the ADSL2plus signal. Chapter 13 of [Golden 2006]
discusses windowing and its benefits in detail.

The annexes of G.992.5 define most of the same operational modes
as are defined in G.992.3. One exception, however, is Annex L, which in
ADSL2 provides a mode to extend the reach of ADSL. Because the inten-
tion of ADSL2plus is to increase the bit rate on short loops, Annex L is
inconsistent with the objective of ADSL2plus and is therefore not defined.

17.4.4.1 Annex A: ADSL2plus over POTS

Annex A of G.992.5 defines ADSL2plus over POTS operation. The upstream
PSD mask is nearly the same as in Annex A of G.992.3, except that the roll-
off above the passband is steeper. Figure 17.63 illustrates the upstream
PSD mask for Annex A of G.992.5, which is characterized by a roll-off of
−72 dB/octave above 138 kHz. The upstream transmit power constraint
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Figure 17.63 Upstream PSD mask defined in Annex A of G.992.5.

in Annex A of G.992.5 is 12.5 dBm, which is the same as in Annex A of
G.992.3.

As in Annex A of both G.992.1 and G.992.3, two downstream PSD masks
are defined. The PSD mask defined for nonoverlapped operation is shown
in Figure 17.64, and Figure 17.65 shows the downstream PSD mask for
overlapped operation. The total power constraint for either PSD mask is
20.4 dBm, as in Annex A of G.992.3.

Because the upstream PSD in Annex A of ADSL2plus is the same in the
passband as the G.992.3 Annex A upstream PSD, the upstream bit rate will
also be the same. However, on short and medium-length loops, the down-
stream bit rate with Annex A of ADSL2plus will be significantly higher than
with G.992.3 Annex A, because of the availability of additional downstream
subchannels above 1104 kHz. Figure 17.66 plots the downstream bit rate
supported by a nonoverlapped G.992.5 Annex A system under the con-
ditions documented in Table 17.7. Also shown for comparison purposes
is the downstream bit rate supported by a nonoverlapped G.992.3 Annex
A system. The figure clearly illustrates that ADSL2plus provides a higher
downstream bit rate on loops shorter than about 9 kft and that, as expected,
on longer loops the downstream bit rate provided by the ADSL2plus system
is identical to the bit rate of the ADSL2 system.
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Figure 17.64 Nonoverlapped downstream PSD mask defined in Annex A of
G.992.5.

Figure 17.65 Overlapped downstream PSD mask defined in Annex A of G.992.5.
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Figure 17.66 Downstream bit rate achieved by a nonoverlapped G.992.5 Annex
A system.Also shown is the downstream bit rate of a nonoverlapped G.992.3Annex
A system under the same conditions.

17.4.4.2 Annex B: ADSL2plus over ISDN

As does Annex B of G.992.3, Annex B of ADSL2plus specifies operation over
ISDN. The upstream PSD mask is the same as in ADSL2 in the passband
but rolls off more steeply at frequencies above 276 kHz. Figure 17.67 illus-
trates the upstream PSD defined in Annex B of G.992.5. The total upstream
transmitter power is allowed to be no higher than 13.3 dBm, as is the case
in Annex B of G.992.3.

As in Annex B of G.992.3, two downstream PSD masks are defined in
Annex B of G.992.5. The nonoverlapped mask is shown in Figure 17.68,
and the overlapped PSD mask is shown in Figure 17.69. The masks look
similar to their counterparts in G.992.3, except that the passband extends
to 2208 kHz. As in Annex B of G.992.3, the total downstream transmitter
power is constrained to 19.9 dBm with the overlapped PSD mask and 19.3
dBm with the nonoverlapped PSD mask.

Because the upstream PSD mask in Annex B of G.992.5 is the same
in the passband as the upstream PSD mask in Annex B of G.992.3, the
upstream bit rates will be the same. In the downstream direction, how-
ever, the availability of bandwidth above 1104 kHz significantly improves
the downstream bit rate on short and medium-length loops. Figure 17.70
compares the downstream bit rate of a nonoverlapped G.992.5 Annex B
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Figure 17.67 Upstream PSD mask defined in Annex B of G.992.5.

Figure 17.68 Nonoverlapped downstream PSD mask defined in Annex B of
G.992.5.
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Figure 17.69 Overlapped downstream PSD mask defined in Annex B of G.992.5.

Figure 17.70 Downstream bit rate achieved by a nonoverlapped G.992.5 Annex
B system.Also shown is the downstream bit rate of a nonoverlapped G.992.3Annex
B system under the same conditions.
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system to that of a nonoverlapped G.992.3 Annex B system under the con-
ditions documented in Table 17.7. The figure shows that ADSL2plus Annex
B offers a bit rate improvement on loops shorter than about 9 kft, which is
the same region in which Annex A performance improves.

17.4.4.3 Annex C: ADSL2plus in the Same Binder
as TCM-ISDN

Annex C of G.992.5 is similar to Annex C of G.992.3, except that the
downstream PSD masks are extended to 2.208 MHz (as in Annex I of
G.992.1), and two sub-annexes define two upstream PSD mask bandwidth
options. In Annex C.A, both nonoverlapped and overlapped downstream
PSD masks are defined. They are identical to the corresponding masks
in Annex A of G.992.5. Likewise, the upstream PSD mask in Annex C.A
is identical to the upstream PSD mask in Annex A of G.992.5. In Annex
C.B, the same two downstream PSD masks are defined, but the upstream
PSD mask is EU-64 of Annex M of G.992.5 (which will be described in
turn).

The availability of additional downstream bandwidth increases the
downstream bit rate of G.992.5 Annex C relative to Annex C of G.992.3.

17.4.4.4 Annex I: All-Digital Mode ADSL2 (Narrow Upstream)

Annex I of G.992.5 is similar to Annex I of G.992.3, except the downstream
PSD mask extends to 2208 kHz. Both nonoverlapped and overlapped PSD
masks are defined for the downstream direction. The nonoverlapped PSD
mask is the same as the nonoverlapped downstream PSD mask defined in
Annex A of G.992.5. The overlapped PSD mask is shown in Figure 17.71.
The total downstream power is 20.4 dBm.

The upstream PSD mask is similar to the upstream mask defined in
Annex I of G.992.3, but the roll-off beyond 138 kHz is steeper, as illus-
trated in Figure 17.72. The upstream transmitter power is constrained to
13.3 dBm.

The upstream bit rate achieved by an Annex I ADSL2plus system will
be identical to the bit rate of an Annex I ADSL2 system. However, the
downstream bit rate will be higher on short loops because of the avail-
able additional bandwidth above 1104 kHz. Figure 17.73 illustrates the
downstream bit rate that can be achieved by a fully overlapped G.992.5
Annex I system under the conditions documented in Table 17.7. The
downstream bit rate curve for an overlapped G.992.3 Annex I system
is also shown for comparison purposes. Annex I of G.992.5 achieves
higher bit rates than Annex I of G.992.3 on loops up to about 9 kft in
length.
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Figure 17.71 Overlapped downstream PSD mask defined in Annex I of G.992.5.

Figure 17.72 Upstream PSD defined in Annex I of G.992.5.
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Figure 17.73 Downstream bit rate achievable with fully overlapped G.992.5
Annex I. Also shown for comparison is the downstream bit rate achievable with
G.992.3 Annex I.

17.4.4.5 Annex J: All-Digital Mode ADSL2 (Wider Upstream)

As does Annex I, Annex J of G.992.5 defines an all-digital mode of opera-
tion. However, whereas the upstream bandwidth in Annex I is constrained
to 138 kHz, Annex J defines the same family of upstream masks that Annex
J of G.992.3 defines (see Figure 17.60). In addition, the total power allowed
in the upstream direction is 13.4 dBm, as in Annex J of G.992.3.

Both overlapped and nonoverlapped PSD masks are defined for the
downstream direction. The overlapped PSD mask is the same as the over-
lapped PSD mask defined in Annex I of G.992.5 and shown in Figure 17.71.
The nonoverlapped PSD mask is the same as the nonoverlapped PSD mask
defined in Annex B of G.992.5. With either mask, the downstream trans-
mitter power is allowed to be no higher than 20.4 dBm.

In the upstream direction, the bit rate achieved by a G.992.5 Annex
J system will be the same as the upstream bit rate of a G.992.3 Annex J
system, assuming both systems use the same PSD mask on the same loop
length, and assuming both operate with nonoverlapped spectra or both
operate with overlapped spectra. In the downstream direction, the bit rate
achieved by a nonoverlapped G.992.5 Annex J system is the same as the bit
rate achieved by a nonoverlapped G.992.5 Annex B system, as shown in
Figure 17.70. If fully overlapped spectra are used, the downstream bit rate
will be higher than when nonoverlapped spectra are used. Figure 17.74
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Figure 17.74 Downstream bit rate achievable with fully overlapped G.992.5
Annex J. Also shown for comparison is the downstream bit rate achievable with an
overlapped G.992.3 Annex J system.

illustrates the achievable downstream bit rate of a G.992.5 Annex J system
using the overlapped PSD mask. The simulation conditions are those given
in Table 17.7.

17.4.4.6 Annex M: ADSL2plus with Extended Upstream
Bandwidth

Annex M of G.992.5 is similar to Annex M of G.992.3, except that the down-
stream bandwidth extends to 2208 kHz. The upstream PSD masks are iden-
tical to the G.992.3 Annex M upstream PSD masks (shown in Figure 17.60),
and the total allowed power is 12.5 dBm. In the downstream direction, the
overlapped PSD mask is the same as the overlapped PSD mask in Annex
A of G.992.5 (see Figure 17.65). The nonoverlapped PSD mask is identi-
cal to the nonoverlapped PSD mask defined in Annex B of G.992.5 and is
shown in Figure 17.68. In either case, the downstream transmitter power is
constrained to a level no higher than 20.4 dBm.

In the upstream direction, the bit rate achieved by an ADSL2plus
Annex M system will be the same as the bit rate achieved by a G.992.3
Annex M system (under the same conditions). In the downstream direction,
the bit rate achieved by a nonoverlapped G.992.5 Annex M system will
be identical to the bit rate achieved by a nonoverlapped G.992.5 Annex B
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Figure 17.75 Downstream bit rate achievable with fully overlapped G.992.5
Annex M. Also shown for comparison is the downstream bit rate achievable with
an overlapped G.992.3 Annex M system.

system. The downstream bit rate of an overlapped G.992.5 Annex M
system will be slightly lower than that of an overlapped G.992.5 Annex
J system. Figure 17.75 plots the downstream bit rate of an overlapped
G.992.5 Annex M system under the conditions documented in Table 17.7.
The downstream bit rate of an overlapped G.992.3 Annex M system is also
shown. The ADSL2plus system provides higher downstream bit rates on
loops shorter than about 9 kft.

17.4.5 Summary of ADSL Operational Modes
Table 17.9 summarizes the various ADSL operational modes. The values
provided for the downstream and upstream passbands are the maximum
allowed bands; modems may use less bandwidth in practice to accommo-
date band-splitting filters or because of excessive line attenuation or noise.

The simulations provided in this section show that ADSL2 provides
significantly higher bit rates than ADSL1 on shorter loops and marginally
higher bit rates on longer loops. ADSL2plus, in turn, provides significantly
higher bit rates than ADSL2 on loops shorter than about 9 kft in length,
assuming 26 AWG cabling.
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Table 17.9 ADSL Operational Modes
Upstream Downstream

Type of ITU-T Passband Passband
System Recommendation Annex Spectra (kHz) (kHz)
ADSL1 over

A
Nonoverlapped 26–138 138–1104

POTS Overlapped 25–138 25–1104
ADSL1 over

B
Nonoverlapped 138–276 276–1104

ISDN Overlapped 138–276 138–1104
ADSL1 over

G.992.1 C

Nonoverlapped 25–138 138–1104
POTS in the
same binder
as TCM-ISDN

Overlapped 25–138 25–1104

ADSL1 over

I

Nonoverlapped 25–138 138–2208
POTS in
the same
binder as
TCM-ISDN
(extended
downstream)

Overlapped 25–138 25–2208

ADSL2 over A Nonoverlapped 25–138 138–1104
POTS Overlapped 25–138 25–1104

ADSL2 over B Nonoverlapped 120–276 276–1104a

ISDN Overlapped 120–276 120–1104
ADSL2 over C Nonoverlapped 25–138 138–1104
POTS in the

same binder
as TCM-ISDN

Overlapped 25–138 25–1104

ADSL2 all- G.992.3 I Nonoverlapped 3–138 138–1104
digital mode 1 Overlapped 3–138 3–1104
ADSL2 all J Nonoverlapped 3–276 276–1104
digital mode 2 Overlapped 3–276 3–1104
ADSL2 over

POTS with
L Nonoverlapped 25 –104 or

25 –60
25–552

extended
reach

Overlapped 25 –104 or
25 –60

138–552

ADSL2 over M Nonoverlapped 25–276 276–1104
POTS with

extended
upstream

Overlapped 25–276 25–1104

ADSL2plus A Nonoverlapped 25–138 138–2208
over POTS Overlapped 25–138 25–2208
ADSL2plus B Nonoverlapped 120–276 276–2208
over ISDN Overlapped 120–276 120–2208
ADSL2plus C Nonoverlapped 25–138 138–2208
over POTS

in the same
binder as
TCM-ISDN

G.992.5 Overlapped 25–138 25–2208

(Continued)
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Table 17.9(Continued) ADSL Operational Modes
Upstream Downstream

Type of ITU-T Passband Passband
System Recommendation Annex Spectra (kHz) (kHz)
ADSL2plus I Nonoverlapped 3–138 138–2208

all-digital
mode 1

Overlapped 3–276 3–2208

ADSL2plus J Nonoverlapped 3–276 276–2208
all-digital
mode 2

Overlapped 3–276 3–2208

ADSL2plus M Nonoverlapped 25–276 276–2208
over POTS
with
extended
upstream

Overlapped 25–276 25–2208

a In ADSL2 over ISDN with nonoverlapped spectra, there is some flexibility in the
crossover from upstream to downstream transmissions. The transition frequency
can be as low as 254 kHz.

17.5 VDSL

At the time of writing, the most recent DSL standardization effort was VDSL,
which supports higher bit rates than even ADSL2plus, is the highest bit-rate
DSL that has been standardized to date.

17.5.1 Relevant Standards Organizations
Three standards organizations have been involved in VDSL standardization:
T1E1.4 (now NIPP-NAI) for North America, ETSI TM6 for Europe, and ITU
SG15/Q4 for international use. Each organization eventually published its
own VDSL1 standard, with minor differences between them. VDSL2 was
generated exclusively by SG15/Q4 with inputs from NIPP-NAI and TM6.

Like the standardization of ADSL before, progress in VDSL was initially
limited by the inability of standards groups to settle on a line code (or mod-
ulation technique) for the new technology. Even with the issue decided in
favor of DMT for ADSL, the standardization of VDSL re-opened the line code
debate. Both multi-carrier and single-carrier modulation were considered,
and each of them gained considerable traction in the various standardiza-
tion bodies. Although the first “VDSL-like” proposals were made as early as
1995 (see [T1E1.4/94-087], [T1E1.4/94-088], and [T1E1.4/94-125], for exam-
ple), a final decision on the line code was not reached until June of 2003.
Since then, DMT has been considered the only line code for VDSL, and
it was selected for the subsequent VDSL2 standard. Before that, standards
that contain both line codes were published.

In 2002, T1E1.4 published a trial-use standard specifying both multi-
carrier modulation (in particular, DMT) and single-carrier modulation (SCM)
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[T1.424 Trial Use]. The final T1 VDSL1 standard was published in 2004 and
was based on DMT modulation only [T1.424-2004]. At the same time as
the publication of the VDSL1 standard, T1 also published a TRQ (Technical
Requirements Specification) based on SCM [T1.TRQ.12-2004].

ETSI published its initial two-part VDSL1 standard in 2001. The first
part [ETSI TS 101 270-1] is line-code-independent and lists the functional
requirements such as operations, administration, and maintenance (OAM),
spectral characteristics, and testing and performance requirements. The
second part [ETSI TS 101 270-2] provides the transceiver specifications.
The latter document specifies both DMT and SCM on equal footing.
Both documents have undergone a number of revisions since their first
publications.

The ITU-T published its first VDSL Recommendation G.993.1
[G.993.1-2001] in 2001 and an amendment in 2003, but neither docu-
ment contained any transceiver requirements. A revision of G.993.1 that
included the full transceiver specification (including line code) was pub-
lished in 2004. This document, ITU-T Recommendation G.993.1-2004
[G.993.1-2004], contains a DMT-based VDSL1 specification in the main
body, and a single-carrier based system is specified in an annex. After
publication of G.993.1-2004, ITU started work on a new Recommen-
dation called “VDSL2” that was exclusively based on DMT modulation.
This Recommendation was sent out for consent in May of 2005 and was
approved for publication in February of 2006. It was published in 2006 as
ITU-T Recommendation G.993.2 [G.993.2].

17.5.2 VDSL: Origins and Challenges

17.5.2.1 Short Overview

VDSL was first proposed in the mid-1990s as the “next step” beyond ADSL
[ETSI TM6 TD3R1]. The general objective was to specify a system that would
provide higher bit rates than ADSL, albeit on shorter loops.

At the time VDSL standardization work began, the bandwidth of an
ADSL system was 1.1 MHz. Later, an ADSL variant using up to 2.2 MHz
in spectrum was specified (in ITU-T Recommendation G.992.5; see Section
17.4.4). However, the bandwidth of ADSL remains significantly less than
the bandwidth used in VDSL. The crucial observation in VDSL was that
on shorter loops, frequencies significantly higher than 1.1 MHz are useful
for transmission of data, and therefore it is possible to support higher bit
rates than with ADSL on these shorter loops. Typically, a maximum loop
length of 1500 m (4.5 kft) was assumed in the early VDSL work. Propos-
als for ADSL-like transmission using higher bandwidths were presented
at various standards meetings (see [T1E1.4/94-087], [T1E1.4/94-088], and
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[T1E1.4/94-125], for example). Simulation results showed significant poten-
tial increases in data rate on short loops.

These early contributions led to the start, in about 1995, of a formal
process to standardize VDSL. T1E1.4 and ETSI TM6 took the lead in VDSL
standardization while SG15/Q4 was busy completing its Recommendations
on ADSL.

The main appeal of VDSL was its promise to offer a new range of
services over the existing copper infrastructure. ADSL was being primarily
deployed to offer a high-speed internet (HSI) access service at relatively
low rates. In most deployment scenarios, ADSL is offered from the CO. For
a basic HSI service, this type of deployment has proved to be effective.
The increased bandwidth and throughput of VDSL offered the possibility
to significantly extend the current service offering of ADSL, but at the same
time required deployment scenarios that are different from ADSL.

The desired VDSL services were investigated in detail by the FS-VDSL
working group, under the umbrella of the operator collectively known as
the Full Service Access Network (FSAN) operators. By and large operators
expressed interest in offering the data rates shown in Table 17.10. These
requirements became part of the various standard efforts on VDSL.

As can be seen from Table 17.10, VDSL was expected to offer both
symmetrical and asymmetrical services. The need to support both types of
services impacts the design of the system, and in particular the appropriate
frequency plan for VDSL (see Section 17.5.3.2.4).

Roughly speaking, asymmetric data rates are targeted at residential cus-
tomers, while symmetric data rates are intended for business customers. For
residential customers, the ultimate goal of VDSL is offering a “triple-play”
service, which is a combined service. This means a combined service offer-
ing that includes broadcast TV, HSI, and telephony. This service is typically
asymmetric in nature because more data is sent from the network toward
the user than from the user toward the network.

Business services, on the other hand, tend to be more symmetrical.
A typical envisaged service is remote local area network (LAN) access,

Table 17.10 VDSL Service Requirements

Asymmetric Requirements (Mbit/s) Symmetric
Region Downstream Upstream Requirements (Mbit/s)
North America 22 3 13

10
6

Europe 23 4 14
14 3 6.4
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which allows a business user to connect to the corporate LAN remotely.
For this service, the upstream bit rate is more important than for Internet
access, as the end user will not only download but also upload content.
Also, high-quality videoconferencing requires the same bandwidth in the
upstream and downstream directions. The 10 Mbit/s symmetrical service
gained a lot of interest as a possible way to extend Ethernet into the access
network, and in fact the EFM standard provides this functionality on short
loops using VDSL.

Although the possible service offering with VDSL opens up a number
of new possibilities for service providers, the inherent reach limitation
of VDSL also requires a different type of deployment. For the data rates
in Table 17.10, the reach will be much more limited than for the typi-
cal ADSL service because the higher rates depend on the availability of
spectrum above 1.1 MHz. Whereas the ADSL service can be offered sat-
isfactorily from the CO, deploying VDSL from the CO results in limited
coverage (fewer than 30 percent of customers in some countries). To
increase the coverage of the technology, VDSL needs to be installed closer
to the end user, and therefore additional flexibility points are needed in
the network.

From the start, the regional VDSL standards bodies recognized the need
for different deployment scenarios. All standards specify scenarios for both
deployment from the CO and the cabinet. Different PSDs and allowable
transmit powers were defined (see Section 17.5.3.3), as were different
noise models and performance requirements for the various deployment
scenarios.

A third deployment scenario that was not explicitly considered in
the ETSI or ANSI standards but that has proven very popular in Asia is
MDU/MTU deployment. MDU stands for “Multi-Dwelling Unit” and refers
to a residential building consisting of multiple homes, apartments, or suites.
MTU stands for “Multi-Tenant Unit” and refers to office blocks occupied by
many companies, usually small or medium-sized enterprises. In this type of
deployment, the VDSL Digital Subscriber Line access multiplexer (DSLAM)
is located in or close to the building and serves only that building. As such,
the deployment uses only the very last part of the access network. This
third scenario is explicitly addressed in the VDSL2 Recommendation.

17.5.2.2 Challenges

Compared to ADSL, VDSL presented some new technical challenges, many
of which are due to the target loops being short and the availability of
bandwidth at significantly higher frequencies than in ADSL. The particular
topology in which VDSL systems are deployed also causes some issues that
are unique to VDSL.
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The following are some of the issues that required special consideration
during the VDSL standardization process:

• Far-end crosstalk: Because VDSL loops are short, FEXT is a domi-
nant noise source, particularly at higher frequencies where VDSL is
likely to be the only occupant of the bandwidth. One consequence
of a FEXT-dominated noise environment is that increasing the trans-
mitted PSD does not improve bit rates because it must be assumed
that all other VDSL systems transmit at the same PSD. This effect has
an impact on the definition of VDSL PSDs.

• Power consumption: VDSL is to a large extent deployed from remote
locations that tend to be very confined, because local regulations
may limit the allowed installation space. As a result, the power con-
sumption of VDSL modems needs to be low. This requirement, in
part, motivated decisions on the total allowed transmit power and
maximum PSD in VDSL, and particularly in VDSL1.

• Upstream power back-off: Even if two VDSL modems are deployed
at the same service provider location, it is likely that a VDSL system
deployed on a short loop shares a binder with a VDSL system
deployed on a long loop.∗ Because FEXT is a dominant impair-
ment for the typical VDSL loop lengths, the crosstalk caused by
shorter loops will significantly reduce upstream performance on
longer loops. To reduce the interference, VDSL standards specify a
loop length-dependent PSD reduction called upstream power back-
off (UPBO).

• Radio interference: Because VDSL1 uses transmit frequencies up to
12 MHz, and VDSL2 uses even higher frequencies, any radiated emis-
sion from the copper wire can interfere with a number of radio spec-
trum users. The VDSL PSD masks had to be designed specifically to
avoid or at least mitigate this kind of interference. Conversely, VDSL
can experience disturbances from radio users when a radiated sig-
nal is converted into a differential mode signal by unbalance in the
loop or modem.

• Digital duplexing: After FDD was selected as the duplexing method,
it was decided to use a novel scheme to separate the upstream and
downstream transmissions. This new method allowed for unprece-
dented flexibility in the allocation of upstream and downstream
frequencies and alleviated the need to separate the frequency bands
with analog filters.

∗ “Short” and “long” loops need to be understood in the context of VDSL. The longest loop length
that was considered in the first VDSL Recommendation was about 1500 m (about 4.5 kft).
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These issues will be discussed in more detail in subsequent sections,
and the solution adopted for each of them will be explained.

17.5.3 VDSL Fundamentals

17.5.3.1 Reference Model

Figure 17.76 shows the reference model of VDSL1. The VDSL1 standard
is structured as a layered specification, with the different layers labeled as
“TPS-TC,” “PMS-TC,” and “PMD.”

The TPS-TC sub-layer interfaces with the transport protocol. The various
VDSL standards specify systems that interface with ATM, STM, and packet
modes (e.g., for Ethernet). The function of the transmit TPS-TC sub-layer is
to transform the protocol-specific input format (e.g., ATM cells or Ethernet
packets) into a uniform byte stream toward the PMS-TC sub-layer. The
function of the transmit PMS-TC sub-layer is to perform any byte-oriented
processing such as coding, interleaving, etc. The PMS-TC sub-layer is also
responsible for framing the various data streams and overhead channels
into a group of bytes to be modulated by the PMD sub-layer. The role of
the PMD sub-layer is to modulate the incoming data bytes on a signal that
is suitable for transmission over the physical medium (i.e., the copper wire
pair). The same model applies to both SCM and multi-carrier modulation.
Obviously, the main difference between the two resides in the PMD sub-
layer, although there are some differences in the PMS-TC sub-layer as well.

Figure 17.76 VDSL1 reference model.
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At the receiver side, the receive TPS-TC, PMS-TC, and PMD sub-layers
perform the inverse functions to complete the data transport from transmit-
ter to receiver.

The VDSL2 Recommendation specifies two latency paths that allow dif-
ferent data streams with different latency and impulse noise protection
requirements to be transported simultaneously.

17.5.3.2 Duplexing

Duplexing describes how the available channel bandwidth is used to
accommodate bidirectional transmission. Two duplexing schemes—
frequency-division duplexing and time-division duplexing—were consid-
ered for VDSL when it was first proposed. This section describes the two
schemes and discusses their advantages and disadvantages in the context
of VDSL. After a long debate, the standards organizations adopted FDD.

17.5.3.2.1 Frequency-Division Duplexing

FDD systems define disjoint frequency bands to support downstream and
upstream transmissions. At least one band must be defined for each direc-
tion. Performance of an FDD system is closely tied to the bandwidths and
placements of the downstream and upstream frequency bands.

The simplest FDD systems define a single downstream band and a sin-
gle upstream band, as shown in Figure 17.77. As the figure shows, the
downstream band could reside below or above the upstream band. Spectral
compatibility considerations generally restrict flexibility in band placement.

Ideally, VDSL systems should operate on a wide variety of loop lengths,
ranging from a few tens of meters to 1.5 km or longer. Because loop attenua-
tion increases more rapidly with frequency as the loop length increases, the
maximum useful frequency on a line decreases as the loop length increases.
To support bidirectional transmission on a particular line, bandwidth must
be available in both the downstream and upstream directions below the

Figure 17.77 Possible arrangements of downstream and upstream bands in a
frequency-division duplexing (FDD) system.
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maximum useful frequency; otherwise, bidirectional data transmission is
not possible.

The appropriate bandwidth choices for the downstream and upstream
bands are dependent on the desired ratio of downstream and upstream bit
rates. The appropriate allocation of bandwidth to support asymmetric 8:1
transmission differs significantly from the appropriate allocation to sup-
port symmetrical data transport. Furthermore, choosing the downstream
and upstream channel bandwidths is complicated by the wide range of
loop lengths on which a VDSL system must operate. Because the useful
bandwidth of a loop decreases with increasing loop length, designing a
frequency plan that provides downstream and upstream bands with the
appropriate SNR to support the desired service is a significant challenge.

The final complication in determining the frequency plan for an FDD
system is the number of bands into which the available bandwidth will be
partitioned. One desirable characteristic often cited by operators is graceful
degradation with increasing loop length, which means the system should
not operate at a healthy bit rate on a loop of length L and then cease to
operate altogether on a loop of length L + 10 meters. In the absence of
spectral compatibility requirements, which generally make the design of a
system with graceful degradation difficult, this objective implies that there
must be several downstream and upstream bands so at least one band in
each direction is available for all loop lengths of interest.

The optimal band plan depends on the targeted service and the spe-
cific loop and noise environment in which VDSL systems are deployed.
A primarily asymmetric deployment will require a very different spectrum
allocation from a primarily symmetric deployment. In addition to the ser-
vice requirements, any frequency allocation must also be designed with
the overall system in mind. Some frequency allocations may have a higher
impact on the modem’s overall complexity than others.

Because of the need for spectral compatibility, all modems in the same
region must use the same band plan. The crosstalk coupling between the
pairs in a binder group is significant. Especially at higher frequencies, any
overlap in upstream and downstream bands would reduce the capacity of
that overlapped region to the point of making it useless.

17.5.3.2.2 Time-Division Duplexing

In contrast to FDD solutions, which separate upstream and downstream
transmissions by allocating disjoint frequency bands to the two direc-
tions, TDD systems transmit within the same, single band, but upstream
and downstream transmissions occur during different time periods. (This
method of duplexing is used in TCM-ISDN.) Use of the time-shared band-
width is coordinated using a superframe, which is composed of a down-
stream transmission period, a guard time, an upstream transmission period,
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Figure 17.78 A superframe as defined in time-division duplexing (TDD).

and another guard time. Figure 17.78 illustrates the concept of a superframe.
The durations of the downstream and upstream time slots are integer mul-
tiples of symbol periods. Superframes may be denoted as A-Q-B-Q, where
A and B are the number of symbol periods allocated for downstream and
upstream transmissions, respectively, and the Qs represent guard times
(quiet or quiescent periods). The guard times, which need not be the same
duration in the transmit and receive directions, are needed to account for
the channel propagation delay (because the channel can only be used in
one direction at a time) and to allow the channel impulse response to
decay between transmit and receive periods.

To illustrate how TDD systems work, assume the use of a superframe
of duration 20 symbol periods. Let the sum of A and B be 18 symbol
periods, leaving a duration of 2 symbol periods for the guard times. The
values of A and B can be selected by an operator to provide the desired
downstream-to-upstream bit rate ratio. For example, if the transmit spectra
and noise PSDs in the downstream and upstream directions are assumed
to be equal, setting A = 16 and B = 2 results in a configuration that
supports asymmetrical transmission with a bit rate ratio of 8:1. If A = B = 9,
then symmetrical transmission is supported. If A = 2B, then a 2:1 bit rate
ratio results. Figure 17.79 shows the superframes that support 8:1, 2:1, and
symmetrical transmission.

The flexibility of the TDD superframe allows some level of compensa-
tion for differences in the downstream and upstream SNRs. For example,
when UPBO is applied in the upstream direction, typically the upstream
SNR is lower than the downstream SNR because the upstream power is
reduced. A TDD system could compensate for this difference in SNR by
allocating additional symbols for upstream transmission. If symmetrical
transmission is desired, then A = 8 and B = 10 could be used instead
of the nominal A = B = 9 superframe, which would increase the reach
of a particular symmetrical bit rate (assuming the upstream bit rate limits
performance with A = B = 9).

The use of TDD requires a certain level of synchronization of transmis-
sions on lines within a single binder. Modems on lines in the same cable
binder must transmit downstream at roughly the same time, and upstream
at roughly the same time. If transmissions on lines do not occur in the same
direction at approximately the same time, then NEXT from one TDD system
to another can severely degrade performance.
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Figure 17.79 TDD superframes that support 8:1, 2:1, and symmetrical transmis-
sion (assuming equal signal-to-noise ratios (SNRs) in the downstream and upstream
directions).

To ensure harmonious operation, all TDD modems synchronize to a
common superframe clock. There are a number of methods by which this
clock can be provided; for example, it can be derived from the 8 kHz
network clock, sourced by one of the TDD modems, or derived using GPS
(Global Positioning System) technology. In the case the clock is sourced by
one of the modems, it must be assumed that all other modems operating
the binder have access to the clock signal. Thus, in this case, coordination
between modems is a requirement, which implies collocation.

17.5.3.2.3 TDD versus FDD

Both of the duplexing schemes proposed for VDSL1 offered advantages,
but each also had disadvantages.

TDD systems can provide reduced complexity, both in digital signal
processing and in analog components, if they use DMT. These complexity
reductions result from sharing hardware common to both the transmitter
and receiver. The hardware can be shared because the transmit and receive
functions both require the computation of a(n) (I)DFT, which is usually
accomplished using the FFT algorithm. Because TDD is used, a modem
can either transmit or receive at any particular time, and only a single
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FFT is required per modem. This FFT spans the entire system bandwidth
and is active during the transmit and receive symbols. Additional analog
hardware savings are possible in TDD modems because the same band is
used to transmit and receive. Whichever path is not in use can be turned
off, which reduces power consumption. In contrast, modems using FDD
always must provide power to both the transmit and receive paths, because
both are always active. Finally, TDD modems require no hybrid in the AFE
(see Chapter 3).

The drawback of TDD solutions is, of course, the need to roughly syn-
chronize downstream and upstream transmissions on lines in a binder so
that performance is not compromised by NEXT from line to line. For this
reason, a common superframe clock must be available to all modems at
the line termination (service provider) end of the link. The common clock
is easily provided; however, distribution of this common clock is a daunt-
ing task when unbundled loops (loops leased to competitive carriers) are
considered.

FDD systems do not require any synchronization or coordination bet-
ween different lines. On the other hand, the complexity reductions that can
be obtained with a TDD system are not possible with FDD modems. The
frequency division requires both the transmitter and receiver to be active all
the time, so power savings cannot be realized, and a hybrid is required. In
addition, some implementations may require additional filtering, involving
either analog or digital filters.

At the start of the VDSL standardization effort, both TDD and FDD sys-
tems were proposed. Both proposals were developed in parallel, and an
initial specification was drafted for each. The single-carrier proposal was
based exclusively on FDD, possibly because a TDD single-carrier system
would not benefit from a complexity reduction because its transmitter and
receiver hardware are quite different. The SCM standard specified up to
two carriers in each of the downstream and upstream directions. This arr-
angement resulted in a band plan with up to four bands in total. The
separation of upstream and downstream bands typically required analog
filtering to provide sufficient rejection of the out-of-band components of
the spectrum.

The DMT specification was initially based on TDD. The PMD layer spec-
ified a 256-subchannel IDFT/DFT with a subchannel spacing of 43.125 kHz
(i.e., ten times as wide as the subchannel spacing in ADSL). This config-
uration allowed the TDD system to use frequencies up to almost 11.04
MHz. In addition to the DMT-based TDD system, a DMT-based FDD system
was proposed. This system introduced the concept of “digital duplexing.”
Digital duplexing uses a clever alignment of upstream and downstream
transmissions that allows perfect separation of the upstream and down-
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stream signals without the need for analog filtering to suppress echo. This
capability, in turn, allows almost unlimited flexibility in the allocation of
the spectrum.

Several companies designed VDSL systems according to the early pro-
posals. Both TDD and FDD systems were demonstrated before a decision
on duplexing was made.

In the end, the standards bodies chose FDD over TDD. This decision
was driven by FSAN, the operator working group that was involved in the
definition of the next-generation networks. After weighing the advantages
and disadvantages of both FDD and TDD, the main driver in the decision
appeared to be the need to synchronize all TDD modems deployed from
a common node. With loop unbundling becoming a reality in many parts
of the world, operators were uncomfortable with assuming the responsi-
bility to provide a common, reliable clock to those who lease lines in their
networks. The FSAN group officially communicated its position to TM6
and T1E1.4 in February and March of 1999, respectively ([TM6/991t10] and
[T1E1.4/99-059]). As a consequence, all standards bodies adopted FDD as
the only duplexing scheme for VDSL. All standardization activity on TDD
systems ceased, and the system proposed for VDSL never became an offi-
cial standard, although it did achieve commercial success in Japan, where
synchronization of lines is commonplace because of the use of TCM-ISDN.
The companies who had been supporting TDD began developing DMT
systems based on FDD. Although the duplexing decision was somewhat of
a set-back for the DMT-based VDSL developments, it did not change the
position of DMT as a strong proposed line code for VDSL. However, the
decision on the VDSL line code would not be made until several years after
the duplexing decision.

17.5.3.2.4 Design of the VDSL Band Plans

After FDD was selected, the issue of the band plan was addressed. Oper-
ators expressed interest in both symmetric and asymmetric services with
VDSL (see Table 17.10). However, the best FDD bandwidth allocations for
symmetric and asymmetric services differ significantly. A band plan that is
designed to optimally support asymmetric services will be sub-optimal for
symmetric services and vice versa. On the other hand, it is not possible to
“mix” different band plans in the same loop plant (for spectral compatibil-
ity reasons) to offer optimized symmetrical services to some customers and
optimized asymmetrical services to others. At the frequencies used in VDSL,
the strong NEXT would effectively render any region of overlap between
different band plans useless. Therefore, a single VDSL band plan needed to
be designed to offer both types of service. Inevitably, some compromises
and trade-offs were required.
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Initially, the number of bands in each direction was the subject of intense
debate. At the frequencies used by VDSL, the available bandwidth quickly
decreases as a function of loop length. Longer loops have much less spec-
trum available than shorter loops. Even so, it is desirable to offer the same
symmetry or asymmetry ratio on both long loops and short loops. There-
fore, at each loop length, an appropriate amount of upstream and down-
stream spectrum needs to be available. The number of bands in a frequency
plan cannot be too low, or one direction may not have sufficient bandwidth
while the opposite direction has excess bandwidth. The issue of band plan
selection was also complicated by the discussion surrounding the line code
decision. Single-carrier systems used a separate modulator (carrier) for each
transmission band, with complexity constraints limiting the systems to two
transmission bands in each direction. DMT-based systems, on the other
hand, had large (I)DFTs and 4.3125 kHz bandwidth subchannels in each
of the transmission directions. As a result, they were capable of supporting
virtually any allocation of bandwidth, subject to 4.3125 kHz granularity.
This difference clearly manifested itself in the positions of various com-
panies. Single-carrier proponents argued for no more than four frequency
bands in total (upstream plus downstream) from the beginning. DMT pro-
ponents, on the other hand, argued for the advantages of six or more bands.
As a result, discussions on band plans stretched over many meetings, and
opinions on the subject were divided along roughly the same lines as the
line code preferences of the participants. Several official meeting reports
appropriately but euphemistically refer to “lively discussions” on the topic.

In the end, to avoid a decision that would favor one line code over
the other, it was decided that the VDSL standard(s) would specify a band
plan for frequencies up to 12 MHz and that two bands would be specified
in each transmission direction (upstream and downstream). The result is a
four-band frequency plan. Use of the ADSL upstream band (called US0 in
VDSL) was allowed as optional, although this band could be used in either
the downstream or upstream direction in VDSL1. In May of 2000, T1E1.4
adopted a single band plan for North America (informally known as “plan
998”) that was more biased toward asymmetrical services [T1E1.4/2000-083].
At about the same time, ETSI defined two band plans [TM6/001t13]. One
of these is identical to “plan 998,” and the second plan was designed as
a better compromise between symmetrical and asymmetrical services. This
second plan is known informally as “plan 997.”

In addition to these regional band plans, the ITU-T defined a third band
plan known as the “Fx-plan” [WP1/15/D.786]. This plan has one variable
transition frequency that can be tuned to achieve the service requirements
of an operator. However, within a loop plant, only one value of Fx can be
used. This plan never received much support from operators, and it was
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Figure 17.80 VDSL band plans: “plan 997” (top), “plan 998” (middle), and the
“Fx-plan” (bottom).

.

removed from the subsequent VDSL2 Recommendation. The three VDSL1
band plans are shown in Figure 17.80.

Whereas VDSL1 considered frequencies up to 12 MHz, VDSL2 extended
the available spectrum to as high as 30 MHz. The initial version of VDSL2
Recommendation G.993.2 contained one extended band plan intended for
use in Japan. This band plan, which appears in Annex C of G.993.2, is an
extension of “plan 998” and is shown in Figure 17.81. It is a six-band plan,
with the spectrum between 12 and 30 MHz containing one downstream
band and one upstream band, separated at 18.1 MHz.

The extension of VDSL to higher frequencies was initially driven by
MDU/MTU requirements in Japan. Japanese operators advertized 100
Mbit/s symmetrical services, which required the use of bandwidth above
12 MHz. The TTC standardization body approved a 30-MHz band plan that
was designed to offer this service over a distance of 200 m in low-noise con-
ditions (specifically, with AWGN at a level of −130 dBm/Hz). It is expected
that North American and European operators will eventually specify the use
of higher frequencies as well. The need to use more bandwidth in VDSL2
and differences between the needs of disparate geographical regions may
increase the number of band plans contained in future editions of the
VDSL2 standard.

17.5.3.2.5 Digital Duplexing

Although DMT modulation was used in ADSL, VDSL1 for the first time
introduced the principle of “digital duplexing” ([Sjöberg 1] and [Sjöberg 2]).

Figure 17.81 Extended VDSL2 band plan.
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Digital duplexing eliminates the need for filters to separate the upstream
and downstream bands. To do so, digital duplexing requires the use of a
cyclic suffix in addition to the cyclic prefix used in DMT. Timing advance
of the transmitted DMT symbols is used to reduce the overhead because
of the use of the cyclic prefix.

In DMT VDSL, N orthogonal narrow-band channels (subchannels or
tones) are modulated at the VDSL symbol rate with QAM subsymbols.
During each symbol period, the N modulated subchannels are summed to
form a time-domain block of 2N (real) samples. These blocks are cyclically
extended to a total length of 2N+ CE before transmission.

At the receiver, 2N samples are extracted from the time-domain signal
during each symbol period. An FFT is used to demodulate the signal and
recover the original QAM symbols on the N subchannels. The receiver must
be symbol-aligned with the transmitter such that the 2N samples that are fed
to the FFT correspond to the same transmitted DMT symbol. In this case,
the N subchannels are orthogonal, which means that any given subchannel
will not interfere with any of the other subchannels. Put differently, only the
energy transmitted on a subchannel will contribute to the received energy
on that subchannel. (See chapter 7 of [Golden 2006].)

In reality, of course, the received signal does not only consist of the
desired signal. Near-end echo and NEXT from transmissions in the oppo-
site direction will also contribute to the received signal and will therefore
be present in the 2N samples that are processed by the FFT. In general, this
crosstalk signal is not symbol-aligned with the transmitted signal. Usually,
the 2N samples that enter the FFT contain contributions from two consec-
utive “crosstalk symbols” or “echo symbols.” As a result, the energy from
the crosstalk is not orthogonal to the useful received signal, which means
that the crosstalk energy will also affect the desired received signal, even
if the crosstalk was caused by a signal that uses subchannels in the other
transmission direction.

One way of dealing with the NEXT and echo sidelobes is by filtering the
transmitted signal such that the sidelobe energy of the signal (and hence the
crosstalk) is reduced. However, the complexity of the filters may be high,
which may result in an expensive solution. Digital duplexing provides a
low-complexity alternative for separating the useful signal and the NEXT
or near-end echo.

Sidelobe energy from crosstalk signals results because these “crosstalk
symbols” are not aligned with the received symbols. If all transmit and
receive signals are aligned, however, the NEXT and near-end echo will
also be aligned with the received symbols. The crosstalk symbols will then
be orthogonal to the useful signal, and there will be no interference on the
“receive subchannels.”
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Aligning the two transmission directions is easily done at one side of
the modem pair; in fact, such single-ended alignment is used in some ADSL
implementations to simplify echo cancellation. In general, however, align-
ment at one side results in a misalignment at the other side of the modem
pair. The essence of digital duplexing is that it provides a technique to
achieve alignment on both sides simultaneously. The alignment is achieved
by the use of the “cyclic suffix.” A “timing advance” minimizes the required
length of the cyclic suffix.

Because of the transmission delay of the line, it is normally not possible
to align the transmit and receive symbols at both ends of a loop simultane-
ously. If the transmit and receive symbols are perfectly aligned at the line
termination (LT) side, there will clearly be a misalignment at the network
termination (NT) side. If the one-way delay of the line is denoted as �, the
symbol at the NT must be transmitted at time −� for alignment at the LT
to occur. On the other hand, the symbol from the LT will arrive at the NT
at time �, which results in a misalignment of 2� between the transmit and
receive symbols at the NT.

This problem can be solved by cyclically extending the transmitted sym-
bols. The added samples are collectively called the cyclic suffix (CS). If, for
example, the symbols are extended by 2�, it is possible at both sides of
the link to choose 2N samples such that these samples contain contribu-
tions from only one received DMT symbol and only one crosstalk DMT
symbol. At both the LT and the NT, the crosstalk will then be orthogonal to
the received signal. No filtering is needed, because the receiver DFT will
separate the useful signal and the near-end echo or NEXT onto different
subchannels.

From this analysis, it follows that a choice of CS = 2� will keep the sig-
nal and the echo (or crosstalk) orthogonal. However, 2� is not the optimal
choice for the CS length. In fact, the transmitted symbols at the LT can
be advanced by � samples with respect to the received symbols. The
advancement of the transmitted symbols at one end of the line is called
“timing advance.” With timing advance, it is possible to select 2N samples
at both sides of the line such that signal and noise remain orthogonal when
the CS length is just �. Furthermore, by setting the CS length to � (the one-
way delay of the line), the overhead because of sending repeated samples
is halved relative to if the CS were set to a length of 2�.

Conceptually, in a digitally duplexed system, the LT and NT start trans-
mission of DMT symbols at different ends of the line at the same absolute
moment in time. In a practical implementation, digital duplexing requires
that the transmitter be capable of starting its transmission at a suitable
time before the arrival of the DMT symbol from the opposite transmission
direction.
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Digital duplexing avoids the sidelobes caused by transmissions in the
opposite direction by a suitable combination of cyclic extension and timing
advance. The technique is called “digital duplexing” because, at least in the-
ory, any band allocation can be accommodated solely through operations
in the digital domain. No analog components are required. Note also that
no (digital) filtering is required to obtain the desired orthogonality.

The reader is referred to chapter 7 of [Golden 2006] for more details
of digital duplexing, including examples that illustrate the CS and timing
advance.

17.5.3.3 Power Spectral Density

The power transmitted by any DSL system that is deployed in the copper
network is subject to a number of constraints. One of the primary reasons
to limit the allowable transmit power is because some of the transmitted
power on one copper pair will couple as unwanted energy into other pairs
in the same binder because of imperfect cable shielding and other effects.
This energy will be perceived as crosstalk by the neighboring DSL modems
and will inevitably degrade the performance of these systems. To guarantee
the coexistence of different types of DSL in a cable binder, the PSD of each
DSL system has to be chosen carefully. Spectral compatibility is one of the
main reasons for imposing PSD limits (see Chapter 7).

The need to limit the transmitted power exists for VDSL. However,
because VDSL uses frequencies that extend above the frequency band used
by other DSL systems, the effect of crosstalk at higher frequencies on other
DSL is small. Thus, there is no obvious limit that should be imposed on
the VDSL PSDs based on crosstalk alone, at least not for frequencies above
roughly 2.2 MHz. For VDSL, the main considerations that led to the defi-
nition of the PSDs are related to electromagnetic compatibility (EMC) con-
cerns and allowable dissipated power in certain deployment scenarios.

Early VDSL proposals (also called BDSL, VADSL, NxDMT or HSAS at
the time; see [T1E1.4/94-087], [T1E1.4/94-088], and T1E1.4/94-125) included
PSD levels that were comparable to those used by ADSL systems. The levels
proposed were as high as −40 dBm/Hz. It was soon realized, however, that
power levels of this magnitude could create problems with licensed users
of the radio spectrum. Essentially, the entire radio spectrum up to 12 MHz
(the spectrum used by most current VDSL systems) has been licensed to
various types of radio users. Although the VDSL signal is a differential signal
on a copper wire pair, the unbalance of the loop results in a common mode
component. The drop wire (or any type of exposed overhead wire) can act
essentially as an antenna. Through this mechanism, power transmitted at
VDSL frequencies over the copper pair can interfere with over-the-air radio
services using the same frequencies.
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The segments of phone lines closest to the customer (sometimes called
drop wires, which can be aerial or buried) are usually unshielded. Balance
on a phone line is often 60 dB or more in the voiceband but degrades with
increasing frequency and can be as low as 10−30 dB at radio frequencies.
To avoid that VDSL acts as an unintentional interferer, the PSD needs to be
constrained appropriately.

Of all the radio spectrum users, amateur radio (HAM) users were sin-
gled out as the most likely victims of VDS1 egress interference. HAM radio
receivers are very sensitive, and reception of a weak signal can be impaired
easily by VDSL egress. Also, HAM users can be located virtually anywhere.
Therefore, it must be assumed that VDSL and HAM systems can be located
close to each other. For these two reasons, HAM is more likely to be dis-
turbed by VDSL egress than any other over-the-air transmission system.

Both theoretical and experimental results show that VDSL transmission
can have a real and measurable impact on HAM services. It was established
during the early days of VDSL development that the disturbance could
be limited to acceptable levels by reducing the VDSL PSD in the HAM
bands to a level below −80 dBm/Hz. As a consequence, this restriction
was imposed by standards as a mandatory requirement for VDSL PSDs.
Similar requirements have been imposed on other systems deployed on
copper wires (e.g., home phone line networks).

Although radio interference studies showed the need for a reduced PSD
in certain parts of the spectrum, it was clear that reducing the entire VDSL
PSD to this level would needlessly impair the performance of VDSL systems.
Therefore, the requirement only applies within the HAM bands. The VDSL1
standards mandate the capability of VDSL systems to create “notches” at
the frequencies corresponding to the HAM bands.∗ These frequency bands
are slightly different in Europe and in North America. They are given in
Table 17.11.

Table 17.11 Licensed HAM Bands

North American HAM Bands (MHz) European HAM Bands (MHz)
1.81–2.0 1.81–2.0
3.5–4.0 3.5–3.8
7.0–7.3 7.0–7.1
10.1–10.15 10.1–10.15
18.068–18.168 18.068–18.168
21.0–21.45 21.0–21.45
24.89–24.99 24.89–24.99
28.0–29.7 28.0–29.1

∗ Taking the requirement even further, VDSL2 requires the ability to provide simultaneous notches
in up to 16 arbitrary, operator-defined frequency bands, which may or may not correspond to
the defined HAM bands.
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The PSD notching capability is a feature that was introduced for the first
time in VDSL1. Outside the HAM bands, the PSD level was initially fixed at
−60 dBm/Hz in the first VDSL standards. This value was determined by the
power requirements for VDSL systems. It was expected that VDSL systems
would be deployed primarily from remote cabinets, where the allowable
dissipated power must be limited due to uncontrolled climate conditions
and limited space. Based on this requirement, a total power constraint of
11.5 dBm was imposed on VDSL1 systems. Distributing this power evenly
over the VDSL spectrum yields the value of about −60 dBm/Hz.

Later, scenarios without EMC requirements were also considered, e.g.,
buried cables that pose less risk of interference to HAM. Depending on
the considered noise scenario, the performance of VDSL can improve
when higher PSD levels are used (although FEXT is generally a significant
impairment because of the short lengths of VDSL lines). In situations where
radio emissions or dissipation limitations are of less concern, it is not nec-
essary to meet the PSD restrictions that have been designed for EMC. For
this reason, the standards also define a second, higher∗ PSD level for use
in environments with weak EMC coupling. For CO-deployed systems, the
VDSL PSD is essentially allowed to be equal to the ADSL2plus PSD in
the frequency range below 2.2 MHz. For frequencies above 2.2 MHz, the
value of the PSD is also higher than −60 dBm/Hz. TM6 and T1E1.4 chose
different values for these “boosted” PSD levels.

Later revisions of the European and North American standards made
further refinements to the VDSL PSDs. Especially in Europe, the coexis-
tence of cabinet-deployed VDSL with CO-deployed ADSL seemed to raise
additional concerns. The issue arises when copper pairs carrying an ADSL
signal from the CO share a binder with copper pairs that originate in the
cabinet. When these pairs from the cabinet carry VDSL, the cabinet systems
may generate significant FEXT in the downstream ADSL band. This FEXT
may cause a degradation in the reach of the ADSL systems deployed from
the CO. For this reason, the cabinet PSDs were reduced in the ADSL band
(below 1.1 MHz). In T1E1.4, the PSD was limited to –60 dBm/Hz. In TM6,
the use of the band below 1.1 MHz was precluded completely for VDSL
systems that were deployed from the cabinet.

These considerations led to four different types of VDSL1 PSD. First, the
standards distinguish between PSDs that can be used by CO-deployed sys-
tems and PSDs that can be used by cabinet-deployed systems. In addition,
for both of these deployment scenarios there is a “low” PSD (typically called
M1) that is to be used when radio emissions are of concern and a “high”
PSD (typically called M2) that can be used when there are no concerns
about radio emissions. Furthermore, the PSD requirements are (slightly)

∗ “Higher” in this case means above −60 dBm/Hz.
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Figure 17.82 North American VDSL1 PSDs.

different in TM6 and T1E1.4. These PSDs are shown in Figure 17.82 and
17.83 for North America and Europe, respectively.

In addition to the PSD limits, VDSL systems are also constrained by the
total amount of power they are allowed to transmit on the line. The power
was limited primarily to reduce heat dissipation and to limit the complexity
of the AFE. (See Chapter 3 for a discussion of the impact of transmitted
power on complexity and performance of the AFE.)

The values of the total power allowed in VDSL1 are summarized in
Table 17.12. For most cabinet PSDs, the PSD levels automatically constrain
the total transmitted power to below the required value. However, for some
types of PSD (notably the M2-type PSDs and the CO-based PSDs), the total
power that could be transmitted if the PSD were completely “filled” is higher
than the allowed total power. Therefore, a VDSL system must distribute its
transmitted power in the available frequency band in a way that meets both
the total power constraint and the applicable transmit PSD. As a result, it
is not possible to transmit at a level that is equal to the applicable PSD
at every frequency in the VDSL transmission band. In these cases, there is
considerable freedom in allocating the power below the mask.

In VDSL2, the PSDs are similar to the PSDs that were defined for VDSL1,
with some minor differences. The main difference between the VDSL1
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Figure 17.83 European VDSL1 PSDs.

and VDSL2 PSDs is that VDSL2 no longer explicitly defines cabinet PSDs.
Instead, the VDSL2 standard includes a parameterized shaping mecha-
nism similar to the one defined in ADSL2plus, which allows the PSD to
be reduced within some constraints. This mechanism is used to mitigate
the interference between cabinet-deployed and CO-deployed systems. In
addition, VDSL2 allows transmit powers that are higher than 14.5 dBm in
some cases. These higher transmit powers are part of the VDSL2 concept
of “profiles” (see Section 17.5.4.1).

17.5.3.4 Upstream Power Back-Off

The loop lengths and frequency spectrum used by VDSL pose some unique
problems for this technology. One of the main issues in VDSL standard-
ization was nonreciprocal FEXT because of the disparity of loop lengths
in a typical VDSL deployment scenario, such as the one illustrated in
Figure 17.84. The LT VDSL system is placed in a central node (either at the

Table 17.12 Total Power Constraints for VDSL1

Central Office (CO) (in dBm) Cabinet (Cab) (in dBm)
Downstream Upstream Downstream Upstream

North America 14.5 14.5 11.5 14.5
Europe 14.5 14.5 11.5 11.5
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Figure 17.84 Illustration of a distributed topology, whereby lines of different
lengths share the same binder.

CO or in a cabinet). From this central node, loops emanate to the various
VDSL users. Because the users are located at different distances from the
central node, the loop lengths over which the VDSL systems are deployed
vary significantly in length. A crucial observation is that for the loop lengths
in question (say, up to 1500 m), FEXT is a dominant noise source. As a
result, the noise experienced by a VDSL system will be primarily caused
by transmissions by other VDSL systems in the binder. Although this noise
is unavoidable, it becomes problematic in the upstream direction when
a long loop experiences FEXT because of upstream transmissions on a
short loop. In that case, the (strong) transmit signals on the shorter lines
couple into a (long) victim line over the last portion of the line, beginning
from a location where the useful signal on the long line is already severely
attenuated. The FEXT caused by this short loop is significantly stronger
than the FEXT that would be caused by a (long) loop of the same length
as the victim.

This effect is illustrated in Figure 17.85, which shows the performance
of a VDSL system in the topology illustrated in Figure 17.84 for various
loop lengths of the system under study (the victim loop). Two cases are
considered. First, it is assumed that twenty disturbing systems are at the
same distance from the LT as the system under test (called the “equal-length
scenario”). Then the case where the disturbers are distributed at various
distances, as illustrated in Figure 17.84 (called the “distributed topology”),
is considered. The curves show that the performance in the two scenarios is
significantly different. There is an enormous loss in performance for longer
loop lengths in the case of a distributed environment. The relatively strong
transmissions on the shorter loops practically exclude the use of longer
loop lengths.
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Figure 17.85 Comparing the upstream bit rate in a distributed topology with the
upstream bit rate in an equal-length scenario.

It is clear from Figure 17.85 that a solidarity mechanism is needed to
protect the upstream transmissions on longer VDSL loops. To remedy this
so-called near–far problem, transmitters that are closer to the LT must
reduce their upstream transmit PSDs in a systematic way to protect the
capacities of longer lines. This reduction in transmit power reduces the rel-
atively strong FEXT from shorter lines into the longer lines. The process
of systematically reducing the power on shorter lines is called upstream
power back-off (UPBO), and its use is crucial for the successful deploy-
ment of VDSL systems. The bit rates on shorter loops are necessarily some-
what reduced by the use of UPBO, but the overall performance of VDSL
improves significantly.

The UPBO mechanism is parameterized by a “reference PSD,” which
roughly corresponds to the maximum transmit PSD that can be used on a
loop of length zero. Longer loops are allowed to transmit at a level equal
to the reference PSD plus a frequency-dependent factor that depends on
the length of the loop.

The reference PSD depends on the deployment scenario, because
the appropriate transmit levels are a function of the PSD mask and the
assumed noise environment. The VDSL1 standards define the reference
PSDs for the various applicable deployment environments. The ANSI stan-
dard defines four different reference PSDs that are linked to four different
combinations of noise scenario and transmit PSD [T1E1.4/2001-157]. The
ETSI standard defines five different reference PSDs for different noise
environments [TM6/013w07].

To determine its allowed transmit PSD using the reference PSD, a
modem autonomously determines the so-called electrical length kLe of the
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loop. The electrical length is an estimate of the loop attenuation, assuming
that all the sections of cable obey a

√
f attenuation characteristic. Specifi-

cally, the electrical length provides an approximation of the loop insertion
loss of the form

Loss( f ) = kLe

√
f (in dB)

The VTU-R estimates the electrical length during the first stages of
initialization, based on the level of the received downstream signal. Once
it has done so, it calculates its allowed transmit PSD as

TxPSD(f ) = PSDREF(f )+ kLe

√
f (in dBm/Hz)

This calculated PSD is, of course, not allowed to exceed the designated
maximum PSD, which for VDSL1 is one of those shown in Figures 17.82
and 17.83.

It is clear from this expression that the UPBO mechanism provides the
required solidarity mechanism between short loops and long loops. Trans-
missions on shorter loops will be at lower powers. As the loop length
increases, higher upstream transmit PSDs can be used. Transmissions on
the longest loops are at the maximum level allowed by the relevant stan-
dard (see Figures 17.82 and 17.83). Thus, the UPBO mechanism provides a
trade-off between the bit rates on shorter loops and the bit rates on longer
loops that mitigates the near–far problem. Figure 17.86 shows the upstream
VDSL bit rates achievable when UPBO is applied. The results for two differ-
ent noise scenarios (and, therefore, different reference PSDs) are shown.
Compared to Figure 17.85, the bit rate on the long loops is significantly
improved. At the same time, the bit rate on short loops has been reduced.

Note that a similar mechanism is not normally required in the down-
stream direction because the problem is primarily due to the fact that
the transmitters are not collocated. In the downstream direction, the

Figure 17.86 Upstream bit rate with standardized upstream power back-off
(UPBO) mechanism.
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transmitters are usually located in a single node, so the problem does
not manifest itself for downstream transmission.∗

17.5.3.5 Line Code

To transport data over the VDSL loop, the incoming bit stream must be
modulated on a signal that can be sent over the copper wire pair. From the
beginning of the VDSL standardization work, two distinct and noncompat-
ible modulation techniques (line codes) were proposed for VDSL. Perhaps
unsurprisingly in light of the work in ADSL, the line codes proposed were
CAP/QAM (collectively denoted as “single carrier modulation” or SCM) and
DMT (discrete multitone), which is the multi-carrier modulation technique
standardized in ADSL. A detailed discussion of the two line codes can be
found in chapters 6 and 7 of [Golden 2006]. Both line code alternatives
enjoyed the support of a large group of companies. The “VDSL Alliance”
represented a group of about 50 companies supporting the DMT line code.
The “VDSL Coalition” represented about the same number of companies
that were in support of SCM as the line code for VDSL.

The line code selection was one of the most long-standing unresolved
issues in VDSL standardization. Initially, all standards bodies allowed both
line codes to co-exist in their specifications, even while knowing that the
specification of incompatible line codes was contrary to one of the primary
goals of standardization, which is to enable interoperable solutions. Both
the ETSI specification and the T1 trial-use standard described both SCM and
multi-carrier technology, and the ITU-T’s “Recommendation” avoided the
issue altogether by not containing any transceiver specification. Although it
was always considered desirable and necessary to select a single line code,
all three standard bodies, all of which require consensus to make decisions,
remained deadlocked in their attempts to decide the issue.

In March of 2002, T1E1.4 finalized its work on a three-part “trial-use”
standard for VDSL1. This document contained a full transceiver specifica-
tion for both line codes. T1E1.4 did maintain its goal to select a single line
code, however. The trial-use standard was given a lifespan of only two
years, at which point the line code issue would be reconsidered and a de-
cision made on whether to extend the life of the trial-use standard or take
some other course of action. The intention of the process was to allow
both line codes an opportunity to demonstrate their respective strengths
and somehow change a large number of minds during the trial-use period.
The goal was to make a decision on the line code upon the expiration of
the trial-use period. The subsequent revision of T1.424 would be a VDSL1
standard with a single line code.

∗ If there is a problem in the downstream direction, the PSD shaping mechanism of VDSL2 can
be used to mitigate it.
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ETSI published a transceiver specification with both line codes in 2001.
This standard also contained a full specification of the two line codes.
Unlike T1E1.4, however, TM6 never made a clear commitment to choose a
single line code.

In August of 2002, prompted by the EFM group in the IEEE, T1E1.4 was
the first standards group to start an effort to select a single VDSL line code.
The selection methodology was similar to the one that was used almost ten
years earlier in ADSL. Equipment makers of both “camps” were invited to
submit their SCM or DMT modems for third-party testing by independent
test labs. In keeping with tradition, this testing was informally referred to
as the “VDSL Olympics.”

From August of 2002 to February of 2003, through a number of
additional “lively discussions,” T1E1.4 developed a test plan that would
be used to evaluate both technologies. The plan consisted of a series of
32 performance tests and a number of tests investigating the robustness
and latency of the submitted systems [T1E1.4/2003-036]. Each of the 32
performance tests was characterized by a given service, loop type, noise
type, and transmit PSD. The goal of each test was to achieve the maximum
possible reach for the given service bit rate, which roughly corresponds to
the maximum loop length over which the service can be offered with a
guaranteed quality of service. Four systems were submitted for the VDSL
Olympics: two DMT systems (one each from Ikanos Communications and
Alcatel/STMicroelectronics) and two SCM systems (one each from Metalink
and Infineon). The tests specified by the test plan were carried out by
Telcordia and BTexact. Each of the labs recorded the results for each of the
32 performance tests for the four participating systems. Summaries of the
results of the performance tests are shown in Figures 17.87 and 17.88. Over-
all, as the figures demonstrate, the DMT modems outperformed the SCM
modems, as was the case ten years earlier in the ADSL Olympics. Detailed
reports of the VDSL Olympics results can be found at [Telcordia Olympics]
and [BT Olympics].

The results of the VDSL Olympics were analyzed and debated at an
interim T1E1.4 meeting in June of 2003. After reviewing the results, T1E1.4
recommended the selection of DMT as the only line code for the T1 VDSL1
standard. The group did not completely discard the SCM technology, how-
ever; instead, SCM VDSL was documented as a TRQ. These two docu-
ments were published in June of 2004 as T1.424-2004 [T1.424-2004] and
T1.TRQ.12-2004 [T1.TRQ.12-2004], respectively. Soon after T1E1.4 made its
line code selection, the decision was adopted by the IEEE’s 802.3ah group
for the short-reach EFM standard. ETSI maintained a VDSL1 specification
with both line codes but, in November of 2003, started a new VDSL2 project
that was to be exclusively based on DMT modulation.
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Figure 17.87 Summary of Telcordia VDSL Olympics results. This shows the loop
reach that was achieved in each performance test (see [Telcordia Olympics]).

Last in line, SG15/Q4 resolved the line code issue in January of 2004.
In spite of the T1E1.4 line code decision, the group was unable to reach
consensus to publish a VDSL1 Recommendation that contained only DMT.
After lengthy debates, a compromise was reached that would finish the
work on VDSL1 and enable work on VDSL2. As per the compromise, the
ITU-T VDSL Recommendation G.993.1 was updated so that it contained

Figure 17.88 Summary of BT VDSL Olympics results. This shows the loop reach
that was achieved in each performance test (see [BT Olympics]).
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DMT in the main body of the standard. SCM, although fully specified, was
put into an annex of the same document. The G.993.1 Recommendation
is based on the regional VDSL specifications and as a result is very similar
to the ETSI and ANSI standards. As part of the compromise, SG15/Q4 also
agreed that a new Recommendation, called VDSL2, would be developed,
and that this Recommendation would be based only on DMT. Any future
enhancements to VDSL would be addressed in the VDSL2 Recommenda-
tion. As a result of the compromise, VDSL1 was effectively “frozen in time,”
and VDSL2, based on DMT modulation, was considered the way forward
for the long term.

The line code decision was the last remaining hurdle to a complete
VDSL1 standard. The decision generated renewed interest in VDSL and
resulted in a major effort to develop the next-generation of VDSL: VDSL2.

17.5.4 VDSL2
Work on VDSL2 started in T1E1.4 in August of 2003. SG15/Q4 started
its own version in January of 2004 with the goal to consent the docu-
ment in May of 2005—a very short time in the world of standardization.
Over the next 18 months, TM6, T1E1.4, and SG15/Q4 worked closely
together in the development of VDSL2. Unlike in VDSL1, no regional
versions of VDSL2 were developed. Both TM6 and T1E1.4 contributed
their requirements directly to SG15/Q4 for incorporation in the emerging
G.993.2 Recommendation.

In addition, showing great character, those who had passionately sup-
ported SCM for VDSL1 made significant and valuable contributions to the
standardization of DMT for VDSL2. A new and somewhat surprising spirit of
cooperation resulted, and in this healthy environment, a vastly improved
VDSL Recommendation was generated. ITU-T Recommendation G.993.2
was officially approved in February of 2006.

One of the stated goals of VDSL2 was to facilitate multimode ADSL2/
VDSL2 implementations. Facilitating multimode implementations does not
mean that ADSL2 is an integral part of the VDSL2 standard, but rather that
both technologies should be similar in terms of features, management, and
the like so that they could potentially be implemented in a single platform.
In the end, the VDSL2 work was an attempt to incorporate the best parts
of the existing VDSL and ADSL standards into a single Recommendation.

17.5.4.1 Profiles

From the start of the VDSL2 work, it was clear that operators still had a
wide and diverse range of applications in mind for the new technology,
as they had for VDSL1. These applications were quite literally “across the
spectrum.” Some operators were targeting very wide-band, extremely high
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data rate services intended for deployment in MDU/MTU environments.
These environments have short loops that can potentially sustain data rates
up to 100 Mbit/s symmetric by using the spectrum up to 30 MHz. Other
operators wanted a longer reach, lower bit rate service with VDSL2 and
were interested in extending the reach of VDSL2 beyond that of VDSL1.
Still other operators expressed interest in low-complexity systems that were
suitable for confined enclosures such as cabinets and pole tops.

It was quickly realized that the requirements were too diverse to be
incorporated in a single, practical, cost-effective system. High data rate
applications require a very large bandwidth, which presents significant chal-
lenges to the designers of AFEs. In addition, the digital processing would
have to run at higher sampling rates and, to keep memory requirements
reasonable, wider subchannel spacing. On the other hand, systems that are
designed for long reach do not need the high bandwidths, but need to be
able to transmit in the ADSL upstream band (US0) and may benefit from
higher downstream transmit power. This scenario results in a different set
of analog and digital requirements. Although it is not impossible to build a
single system that can work in all environments, such a system would likely
be sub-optimal in all of its applications. For instance, in an MDU/MTU envi-
ronment there is no need to implement the complexity required to support
US0, because the capacity contributed by US0 is perhaps 1 Mbit/s, which is
insignificant compared to 100 Mbit/s. For longer-reach applications, on the
other hand, there is no need to design a complex AFE that can accommo-
date frequencies up to 30 MHz, but support of US0 is critical for providing
the necessary reach. Therefore, a one-system-fits-all design would be bur-
dened by some unnecessary complexity in all of its applications.

To handle the diversity of the envisaged applications, VDSL2 introduced
the concept of “profiles.” Essentially, a profile is a subset of the full set of
parameter settings described in (allowed by) the VDSL2 standard. The spe-
cific set of parameter settings for a given profile is chosen to yield a system
that is optimized for a specific deployment scenario (e.g., MDU/MTU, CO
deployment with significant ADSL crosstalk, etc.). The profiles were for-
mulated in terms of the system attributes that contribute most to system
complexity. As such, each profile roughly corresponds to a system with
a given expected complexity and a given expected capability. The defini-
tion of profiles allows manufacturers to limit the complexity of the system,
and it also allows operators to select equipment that meets their needs
with the expected features and performance, thereby avoiding unneces-
sary overhead.

The parameters that compose the definition of a profile are as follows:

• Transmit power (upstream and downstream): The maximum allowed
transmit power affects the design and complexity of the line driver.
Higher transmit power levels can also lead to higher-power con-
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sumption. Profiles allow designs that are either focused on long-
reach/higher-power or short-reach/lower-power applications.

• Sub-carrier spacing: VDSL2 specifies both 4.3125 and 8.625 kHz sub-
carrier spacing. The higher sub-carrier spacing requires more digital
processing but the same amount of memory for processing of the
(I)DFT. Profiles specify 4.3125 kHz sub-carrier spacing for CO/RT
applications and 8.625 kHz spacing for MDU/MTU deployments.

• Support of ADSL upstream band (US0): Because of leakage in the
lower part of the spectrum, support of the ADSL upstream band
requires either echo cancellation or extra filters to separate US0
from the downstream spectrum. In addition, a time-domain equal-
izer (TEQ) may be needed to achieve optimal performance on long
loops. (See chapter 11 of [Golden 2006].) Also, the POTS splitter can
be simplified if US0 does not have to be supported. Some profiles
specify the mandatory support of US0 for applications that are tar-
geted for longer reach, whereas other profiles do not require support
of US0.

• Data rate capabilities: The minimum bidirectional data rate capability
is primarily a requirement for the external interfaces, although it also
imposes a minimum level of processing that must be supported by
the coding and framing mechanisms.

• Interleaver delay and depth: Interleaver memory is an important
contribution to the chip area and is directly proportional to the
interleaver delay. Different profiles allow manufacturers to tailor
the interleaver memory—and hence complexity of the design—to
the specific application.

• Number of codewords per DMT symbol: The number of codewords
per symbol determines the complexity of the framing and coding.

• Highest supported sub-carrier in upstream and downstream direction
(as a function of band plan): This parameter determines the highest
frequency that the system is required to transmit. As such, it imposes
requirements on both the digital and analog parts of the modem.

As the elements above indicate, profiles allow manufacturers to choose to
build lower-complexity or higher-complexity systems within the framework
of the VDSL2 Recommendation.

After considerable debate (because there is no such thing as a brief
discussion in standardization), eight profiles were defined and included in
the VDSL2 Recommendation. They are labeled as 8a, 8b, 8c, 8d, 12a, 12b,
17a, and 30a. The complete set of profile parameters and their values is
given in Table 17.13.

The profiles 8a, 8b, 8c, 8d, 12a, and 12b have been defined with
CO/cabinet deployment in mind. It should be noted, however, that the
Recommendation does not place any restrictions on where a profile can
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or should be deployed. Profile 17a could be useful in situations where the
distance to the user is short enough to exploit the use of frequencies above
12 MHz. Profile 30a is essentially intended for use in MDU/MTU scenarios,
where the distances are very short and the full spectrum up to 30 MHz can
be used.

To be compliant with the VDSL2 Recommendation, a system must be
compliant with at least one profile. There is no requirement that a system
should support all profiles, or even more than one profile, to be a compliant
VDSL2 system.

17.5.4.2 VDSL2 Initialization

Although VDSL2 initialization borrowed elements from both ADSL2 and
VDSL1, the protocol is very similar to the one used in VDSL1. Both VDSL1
and VDSL2 use the Special Operations Channel (SOC) protocol. Initializa-
tion messages are encapsulated in HDLC (High-level Data Link Control)
frames and communicated to the other side at a rate of one byte per DMT
symbol. To improve robustness, this one byte is modulated on a multitude
of subchannels to provide redundancy. In case the message is received in
error, the protocol allows the receiving modem to ask for retransmission.

The VDSL2 initialization procedure consists of four main phases:

1. Handshake: Preliminary parameter settings are established during
the handshake phase. See Section 17.6.

2. Channel Discovery: This phase is primarily intended to allow the
modems to optimize the upstream and downstream PSDs for the
specific loop and noise conditions. In addition, the modems per-
form timing recovery and determine appropriate values for a num-
ber of other modulation parameters (such as the cyclic extension
length, timing advance, window lengths, etc.). At the end of Chan-
nel Discovery, the modems establish the transmit PSDs that will be
used from that point on.

3. Training phase: During this phase, the modems can optionally train
their TEQs and ECs. Depending on the need to train either the
TEQ or EC, some of the stages during the Training phase can be
skipped. The Training phase introduces a number of signals that
are reminiscent of ADSL signals and that are not present in VDSL1
(such as the TEQ training signal). At the end of Training phase, the
modem is ready to determine the bit allocation.

4. Channel Analysis and Exchange: At the beginning of this phase,
the VTU-O communicates to the VTU-R what the desired ser-
vice requirements are (such as bit rate, impulse noise protection,
maximum interleaver delay, etc.). Both modems then determine
the number of bits that can be allocated to each subchannel in
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their receive bands and establish the appropriate modulation and
framing parameters to provide a communication channel that is
consistent with the service requirements. After these parameters
have been exchanged, the modems transition to Showtime (steady-
state transmission).

Like ADSL2, VDSL2 specifies a loop diagnostic mode. Loop diagnostic
mode is essentially a more robust version of the initialization procedure
wherein the redundancy has been increased significantly. It is intended to
be used on loops on which the regular initialization procedure fails due to
loop or noise conditions. Loop diagnostic mode does not lead to a regular
Showtime session. Instead, the modems end their communications after
exchanging a number of diagnostic parameters, such as loop attenuation
and line noise.

17.5.4.3 Improvements and New Features

VDSL2 builds on the published VDSL1 and ADSL standards. During the
line code decision process for VDSL1, essentially no new features were
added to VDSL1. During that time, ADSL did progress, however, with
SG15/Q4 developing the ADSL2 and ADSL2plus Recommendations (see
Sections 17.4.3 and 17.4.4). Thus, many of the new features that were
added to VDSL2 leveraged progress that was made in the various ADSL
Recommendations. Others are entirely new and were included for the first
time in any Recommendation in VDSL2. The most significant features of
the VDSL2 Recommendation are as follows:

• Extended band plans, allowing the spectrum up to 30 MHz to be
used for transmission. The maximum frequency was increased in
some cases from 12 to as high as 30 MHz to allow aggregate bit rates
on the order of 200 Mbit/s. The band plans and PSDs for VDSL2 are
included in the annexes of G.993.2.

• PSD shaping. G.992.3 explicitly provides the means to define
custom-shaped PSDs (within predefined limits). In addition, a down-
stream PSD shaping mechanism is included to facilitate the coexis-
tence of CO- and cabinet-deployed systems.

• Mandatory support of US0 in profiles. Some profiles are required to
support US0 as a mandatory capability. In VDSL1, the use of US0
was optional, and the band could be used in either the downstream
or upstream direction. In VDSL2, the band can only be used in the
upstream direction. In addition, the upper frequency of US0 can be
extended to as high as 276 kHz using the same PSDs as are defined
in Annex M of ADSL2 and ADSL2plus.
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• Mandatory support of trellis coding. The requirement to support
trellis coding allows a higher coding gain and therefore some
improvement in data rate. Trellis coding was not specified, even as
an option, in VDSL1.

• Improved coding parameters. VDSL2 specifies a larger set of Reed–
Solomon codeword and interleaver parameter values than those
specified in VDSL1. Also, unlike in VDSL1, the coding and inter-
leaver parameters are determined by the receiver, which allows a
more optimal selection of these parameters.

• Higher downstream transmit power in some profiles. The 8b profile
allows a downstream transmit power as high as 20.5 dBm, which is
on the order of the maximum power allowed for ADSL systems.

• Improved on-line reconfiguration mechanisms. OLR allows the
modem to change some of its modulation and framing parameters
to maintain the expected quality of service, even when line or noise
conditions change. In the first version of G.993.2, bit swap is the
only form of OLR specified. The mechanism for bit swapping is
based on the mechanism used in ADSL2 (see Section 17.4.3). It is
expected that more advanced types of OLR (such as DRR and SRA)
will be added in the future.

• Improved framing. The framing in VDSL2 is based on the mechanism
specified in ADSL2. VDSL2 supports two bearer channels and two
latency paths. Some level of interleaving is required to be supported
in each of the latency paths.

• Interleaver reconfiguration. This entirely new feature of VDSL2
allows the modems to seamlessly change the interleaving depth
during steady-state transmission. A similar mechanism does not
exist in any of the other standards. Note that the first edition of
G.993.2 describes the method but does not provide a mechanism
to activate the change. It is expected that the first amendment to
VDSL2 will specify the mechanism.

• Improved initialization. The initialization protocol is largely based
on VDSL1 principles, but new training states have been added to
enable TEQ and EC training.

• Loop diagnostic mode. Like ADSL2, VDSL2 includes a special
sequence that allows modems to obtain information about the
loop and noise conditions, even when completion of the regular
initialization procedure is not possible.

17.5.5 Important Dates in VDSL Standardization
Table 17.14 lists the dates that mark major events in the development of
the VDSL standard(s) and Recommendations.
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Table 17.14 Important Dates in VDSL Standardization

Date Event

1995 First efforts in VDSL standardization
June 1998 ETSI publishes first VDSL document (functional

requirements)
March 1999 FDD selected as duplexing method for VDSL
February 2000 T1E1.4 decides to develop three-part trial-use standard

for VDSL, documenting both DMT and SCM
April 2000 Band plan selection for North America
November 2000 ANSI trial-use standard sent out for letter ballot
February 2001 ETSI publishes VDSL transceiver specification

containing both line codes
October 2001 ITU publishes G.993.1
March 2002 Publication of ANSI trial-use standard (T1.424)
February 2003 Publication of “VDSL Olympics” test plan
February–June 2003 Lab testing of DMT and SCM systems (“VDSL Olympics”)
June 2003 DMT selected as the only line code for VDSL in

North America in T1E1.4
July 2003 ETSI publishes revised VDSL transceiver specification

containing both line codes
August 2003 Start of VDSL2 project in T1E1.4
January 2004 Approval of G.993.1 in ITU

Start of G.993.2
June 2004 Publication of T1.424-2004 (DMT)

Publication of T1.TRQ.12-2004 (SCM)
May 2005 Consent of G.993.2 (VDSL2)
February 2006 Approval of G.993.2

17.6 Handshake

17.6.1 Handshake’s Roots
To understand the handshake Recommendation, it is helpful to under-
stand the origins and development of the concept. Handshake began as
a mere twinkle in the eyes of the infamous “British Bulldog,” the late
John Brownlie. (May he rest in peace; he was loved by all.) During the
standardization of Recommendation V.34 [V.34] in ITU-T SGXVII (1989–
1992), it was recognized that a new method of interworking between the
various voiceband modem Recommendations was needed. For voiceband
modems, it is not known which type of modem is used at each end of
the connection, and therefore it is a general market requirement that any
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new modem Recommendation must be able to interoperate with the older
modem Recommendations. Prior to 1989, auto-mode operation between
modem Recommendations relied upon being able to detect the initial tone
transmissions from each modem and being able to respond appropriately
within the time constraints defined for each modem Recommendation. An
example of this type of auto-mode operation can be found in Annex A of
Recommendation V.32 bis [V.32bis]. As the number of modem Recommen-
dations increased, it became more and more difficult to define tone-based
interworking procedures.

The twinkle in John’s eye came in late 1991 in the form of Delayed
Contribution D141 [BT 1991] to the October 1991 ITU-T SG XVII meet-
ing in Geneva, in which he first proposed the concept of a “call menu”
and “answer menu” carried over four-phase modulated signals. Handshake
became official in late 1994 with the approval of Recommendation V.8 [V.8].
Recommendation V.34, which relies on V.8, was approved at the same time.

In early 1994, the voiceband modem industry started to focus on new
applications such as voice, data or videoconferencing, and began standard-
ization efforts in TIA TR-30.1 [Data Race 1994] and ITU-T (both SG15 [GSTN]
and SG14—formerly SGXVII [SAVD]). One of the identified requirements
was to be able to switch between analog voice and modem transmission
(for data, video, and fax) during a connection. To meet this requirement,
it was recognized that a more user-friendly signaling protocol was needed:
“one that would not upset grandma when she picked up her telephone.”
This requirement ruled out the usual modem-like exchanges, including
V.8. In August of 1994, the “White Knight” (standards elder Larry Smith)
came to Handshake’s rescue∗ with his proposal [AT&T 1994] for a new
protocol for the exchange of communication capabilities and selection of
an operating mode. These were formidable years in the development of
Handshake, which was eventually adapted to accommodate emerging stan-
dards. The result was the approval of Recommendation V.8 bis [V.8bis] in
late 1995, which was used with ITU-T Recommendations V.70 [V.70] and
H.324 [H.324].

With Recommendation V.8 bis came a rich set of messages and trans-
actions to allow both modems to exchange their capabilities, and to allow
either modem to select an operating mode, and the concept of “future
proofing” with a hierarchical tree structure for code points.

Having very nearly reached the channel capacity with Recommenda-
tion V.34, many members of SG14 felt that it was the end of the road
for voiceband modem standardization.† They started to look around
to see what new modem standards they could develop. They found

∗ John Brownlie, the father of V.8, viewed this “rescue” more as “attempted murder” of his baby.
† Little did they know that the network model was about to change with the advent of the pulse-

coded modulation (PCM) modem, resulting in the channel capacity increasing toward 64 kbit/s.
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some being developed in regional standards bodies like ANSI T1E1.4 and
ETSI TM6. In March 1996 (the last meeting of ITU-T SG14 for the 1993–
1996 study period), the United States proposed a new question for the
next study period of SG14 entitled “DCEs for high speed digital access,”
which included the study of HDSL, ADSL, and VDSL [USA 1996]. This new
question was approved by the WTSA in 1996 but was assigned to ITU-T
SG15, where it became the new Question 4 (SG15/Q4).

As standardization work on voiceband modems started to wind down,
many of the players began to participate in SG15/Q4. Naturally, they
brought with them much of the experience garnered during the devel-
opment of the voiceband modem Recommendations. This included the
concept of Handshake between different types of modems. Initially, Hand-
shake was not welcomed (ETSI TM6 and ATIS T1E1.4 saw nothing wrong
with their primitive tone-based negotiation), but as time passed Handshake
became accepted by the DSL community and grew strong and healthy.∗ In
SG15/Q4, Handshake was given a new nickname, “G.hs.” G.hs carried for-
ward many characteristics from its early days as Recommendation V.8 bis,
including some of the basic messages and transactions, along with the
hierarchical tree structure for code points. (The details will be described
in more detail in the following sections.) The first version of G.hs was
approved as Recommendation G.994.1 in June of 1999 to support G.992.1
(ADSL), G.992.2 (ADSL lite), and G.991.2 (SHDSL). Means to support legacy
ANSI T1.413 ADSL were included in an appendix.

G.994.1 is an evolving Recommendation, being revised as each DSL Rec-
ommendation is developed and approved. The latest revision of G.994.1
was approved in 2007 [G.994.1]. This is an integrated version incorporat-
ing all of the amendments up to and including Amendment 5 (the lat-
est amendment as of the writing of this chapter), which supports VDSL2
Amendment 1, G.992.3 Amendment 3 and G.992.5 Amendment 3.

17.6.2 Overview of G.994.1
Recommendation G.994.1, “Handshake procedures for Digital Subscriber
Line (DSL) transceivers” by name, provides a flexible mechanism for DSL
transceivers to exchange capabilities and to select a common mode of
operation prior to the transmission of initialization signals that are specific
to a particular DSL Recommendation. It includes parameters relating to ser-
vice and application requirements as well as parameters pertinent to various
DSL transceivers. Recommendation G.994.1 is the first phase of the start-up
procedure for almost all ITU-T DSL transceiver Recommendations.

∗ Some might argue that Handshake has become quite obese, with a girth far exceeding that of
any of the other DSL Recommendations.
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G.994.1 has two principal components:

1. A physical layer (signals, modulation, and initialization or cleardown
procedures) and

2. A protocol layer (messages and transactions)

These components, which for the most part are independent of each other,
will now be described in more detail.

The following description is intended to give the reader a basic
understanding of Recommendation G.994.1. It is not a complete trea-
tise on the subject. For example, the retransmission mechanism (in case
of errors in reception) and message segmentation are not described. For
additional details, the reader is encouraged to read the Recommendation.

17.6.3 Detailed Description of G.994.1

17.6.3.1 Signals, Modulation, and Initialization Procedures

G.994.1 defines sets of carriers that are modulated to transport the pro-
tocol’s various messages. There are two signaling families, one based on
N × 4 kHz carrier spacing (to support G.991.2), and one based on N ×
4.3125 kHz carrier spacing (to support all other DSL Recommendations),
where N is a positive integer.

Within the 4.3125 kHz signaling family, each carrier set consists of either
two or three carriers both upstream and downstream, with the carriers for
each transmission direction chosen to be far enough apart to work well in
the presence of bridged taps that may create narrow band notches. The
4 kHz signaling family currently only defines a single carrier set with a
single carrier frequency for each transmission direction.

Each DSL mode of operation has a mandatory carrier set associated
with it, but use of as many carriers as possible is encouraged. To maximize
robustness, all transmitted carrier frequencies are simultaneously modu-
lated with the same data bits using Differentially encoded binary phase
shift keying (DPSK) with a symbol rate of either 4312.5/8 = 539.0625 sym-
bols per second or 4000/5 = 800 symbols per second, depending on the
signaling family.

Both duplex and half-duplex transmission modes are defined for use
within the G.994.1 Recommendation. The transmission mode supported is
a function of the carrier set. Currently, duplex mode is used with all carrier
sets within the 4.3125 kHz signaling family, and half-duplex mode is only
used with the carrier set defined for the 4 kHz signaling family.

Table 17.15 shows the carrier sets that have been defined for the 4.3125
kHz signaling family, and Table 17.16 shows the mandatory carrier set for
each of the associated DSL Recommendations.
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Table 17.15 Carrier Sets for the 4.3125 kHz Signaling Family

Upstream Carrier Sets Downstream Carrier Sets

Carrier Set
Designation

Frequency
Indices (N)

Maximum
Power Level/

Carrier
(dBm)

Frequency
Indices (N)

Maximum
Power Level/

Carrier
(dBm)

Transmission
Mode

A43 9 17 25 −1.65 40 56 64 −3.65 Duplex only
A43c 9 17 25 −1.65 257 293 337 −3.65 Duplex only
B43 37 45 53 −1.65 72 88 96 −3.65 Duplex only
B43c 37 45 53 −1.65 257 293 337 −3.65 Duplex only
C43 7 9 −1.65 12 14 64 −3.65 Duplex only
J43 9 17 25 −1.65 72 88 96 −3.65 Duplex only
V43 944 972 999 −16.65 257 383 511 −3.65 Duplex only
V43P 9 17 25 −1.65 257 383 511 −3.65 Duplex only
V43I 37 45 53 −1.65 257 383 511 −3.65 Duplex only
V43-S 944 999 −16.65 257 383 −3.65 Duplex only
V43P-S 17 25 −1.65 257 383 −3.65 Duplex only
V43I-S 45 53 −1.65 257 383 −3.65 Duplex only

Either the handshake transceiver unit at the customer end of the loop
(HSTU-R) or the one at the service provider end of the loop (HSTU-C) may
initiate a handshake session.

Figure 17.89 illustrates the timing for the duplex start-up procedure ini-
tiated by an HSTU-R. A similar procedure is defined for HSTU-C initiated
duplex start-up, and procedures are defined for both HSTU-R and HSTU-C
initiated half-duplex start-up. Readers interested in the details of these
protocols are referred to [G.994.1].

Initially, the HSTU-R is in state R-Silent0 (not transmitting), and the
HSTU-C is in state C-Silent1 (not transmitting). The HSTU-R initiates the
start-up procedure by transmitting signals from one or both of its signaling
families, with phase reversals every 16 ms (R-Tones-Req). When this has
been detected by the HSTU-C, it responds by transmitting signals from one
or both of its signaling families (C-Tones). When this has been detected by
the HSTU-R, it remains silent (R-Silent1) for 50 to 500 ms and then trans-
mits signals from only one signaling family (R-Tone1). When the HSTU-C
has detected R-Tone1, it responds by transmitting Galfs∗ on modulated
carriers (C-Galf1). When the HSTU-R has detected Galfs, it responds by
transmitting Flags on modulated carriers (R-Flag1). When the HSTU-C has
detected Flags, it responds by transmitting Flags (C-Flag1). When the HSTU-
R has detected Flags, it begins the first transaction.

∗ A galf is an octet of value 8116, i.e., the ones complement of an HDLC flag. “GALF” is “FLAG”

spelled backward.
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Table 17.16 Mandatory Carrier Sets

Carrier Set
xDSL Recommendation(s) Designation
G.992.1 – Annex A, G.992.2 – Annex A/B,

G.992.3 – Annex A/I/L, G.992.4 – Annex A/I
G.992.5 – Annex A/I
G.993.2 where support of a profile requiring US0 (Note 4)

A43

G.992.5 – Annex A/I (Note 1)
G.992.5 – Annex J/M (Note 2)
G.993.2 where support of a profile requiring US0 (Note 1 and 4)

A43c

G.992.1 – Annex B, G.992.3 – Annex B
G.992.5 – Annex B
G.993.2 where support of a profile requiring US0 (Note 4)

B43

G.992.5 – Annex B (Note 3) B43c
G.992.1 – Annex C/H/I, G.992.2 – Annex C
G.992.3 – Annex C, G.992.5 – Annex C

C43

G.992.3 – Annex J/M, G.992.5 – Annex J/M J43
G.993.1 – Using multi-carrier modulation (except Annex C)
G.993.2 where support of a profile not requiring US0

V43

G.993.1 – Annex C using multi-carrier modulation, over POTS V43P
G.993.1 – Annex C using multi-carrier modulation, over ISDN-BA V43I
G.993.1 – Using single-carrier modulation, over POTS V43P-S
G.993.1 – Using single-carrier modulation, over ISDN-BA V43I-S
G.993.1 – Using single-carrier modulation, over TCM-ISDN V43-S
Note 1: To be used where spectrum management forbids use of the downstream

carrier set A43, typically where G.992.5 or G.993.2 is deployed from a
cabinet.

Note 2: To be used where spectrum management forbids use of the downstream
carrier set J43, typically where G.992.5 is deployed from a cabinet.

Note 3: To be used where spectrum management forbids use of the downstream
carrier set B43, typically where G.992.5 is deployed from a cabinet.

Note 4: At least one of the tone sets A43 and B43 shall be transmitted, depending
on the US0 band supported.

Note 5: If multimode operation is supported, the HSTU shall transmit the carrier
sets corresponding to all enabled modes simultaneously.

Figure 17.89 HSTU-R (handshake transceiver unit at the customer end of the
loop) initiated duplex start-up procedure.
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17.6.3.2 Protocol

G.994.1 defines several types of messages that are incorporated into a
defined set of transactions.

17.6.3.2.1 Messages

Table 17.17 shows the messages defined in G.994.1.

17.6.3.2.2 Message Structure

G.994.1 messages are encapsulated in an HDLC-like frame structure as
depicted in Figure 17.90.

17.6.3.2.3 Message Coding Format

The message information field consists of three components: an identifica-
tion field (I) followed by a standard information field (S) and an optional
nonstandard information field (NS). This general structure is shown in
Figure 17.91.

17.6.3.2.4 Identification Field (I)

The identification field consists of four components: a one-octet message
type field followed by a one-octet revision number field, an additional
information field and a bit-encoded parameter field. This general structure
is shown in Figure 17.92.

The purpose of the message type field is to identify the message type
(i.e., MS, CL, etc.) of the frame. The field is one octet in length and occupies
the first octet in the identification field.

The revision number field identifies the revision number of G.994.1
to which the equipment conforms. The field is one octet in length. The
revision number of G.994.1 is updated when a change is made to the core
content of the general handshake protocol. To ensure backward compati-
bility, newer revisions are proper supersets (include all aspects, e.g., mes-
sage types, transactions, etc.) of previous revisions. The revision number
of G.994.1 is not updated with the addition of new parameters (i.e., code
points).

The encoding of the message type field is shown in Table 17.18, along
with the revision of G.994.1 that supports each one. As can be seen, the MP
message was added to revision 2 of G.994.1, and the REQ-RTX message
was added to revision 3 to support the retransmission mechanism.

The encoding of the revision number field is shown in Table 17.19. As
the table indicates, at the time of writing there were three revisions of G.hs.

The additional information field consists of either a vendor ID infor-
mation block or a retransmission information block. See [G.994.1] for the
encoding of this block.
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Table 17.17 G.994.1 Messages

Message Description
CLR Capabilities List + Request: Sent by an HSTU-R, conveys a list of

possible modes of operation of the xTU-R and requests the trans-
mission of a CL message by the HSTU-C

CL Capabilities List: Sent by an HSTU-C in response to the reception
of either a complete CLR message, or an intermediate frame of a
segmented CLR message [G.994.1]

MR Mode Request: Sent by an HSTU-R, requests the transmission of an
MS message by the HSTU-C

MS Mode Select: Sent by an HSTU-C or an HSTU-R, requests the initi-
ation of a particular mode of operation

MP Mode Proposal: Sent by an HSTU-R, proposes a particular mode of
operation and requests the transmission of an MS message by the
HSTU-C

ACK(1) Acknowledge, Type 1: Either
(1) acknowledges receipt of a complete CL message or an inter-
mediate frame of a segmented CL message [G.994.1] and ends a
G.994.1 transaction, or
(2) acknowledges receipt of a complete MS message or an
intermediate frame of a segmented MS message [G.994.1] and
initiates the G.994.1 session cleardown procedure (see Section
17.6.3.3)

ACK(2) Acknowledge, Type 2: Acknowledges receipt of an intermediate
frame of a segmented CL, CLR, MP, or MS message and requests
the transmission of the next frame of the message. See [G.994.1]
for details on message segmentation

NAK-EF Negative Acknowledge, Errored Frame: See [G.994.1] for details
NAK-NR Negative Acknowledge, Not Ready: See [G.994.1] for details
NAK-NS Negative Acknowledge, Not Supported: See [G.994.1] for details
NAK-CD Negative Acknowledge, Clear Down: See [G.994.1] for details
REQ-MS Request MS Message: Sent by an HSTU-C in response to the

reception of an MR message, requests the transmission of an MS
message by the HSTU-R. It indicates that the HSTU-C does not
wish to select a mode and is deferring the mode selection to the
HSTU-R

REQ-MR Request MR Message: Sent by an HSTU-C in response to the recep-
tion of an MS message, requests the transmission of an MR message
by the HSTU-R. It indicates that the HSTU-C wishes to select the
mode

REQ-CLR Request CLR Message: Sent by an HSTU-C in response to the
reception of either an MR, MS, or MP message, requests the trans-
mission of a CLR message by the HSTU-R. It indicates that the
HSTU-C wishes to perform a capabilities exchange

REQ-RTX Retransmission Message: See [G.994.1] for details
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Figure 17.90 Frame structure.

The bit-encoded parameter field contains parameters that are indepen-
dent of the mode to be selected and are typically either service or app-
lication related. Examples of these parameters are data rate and latency
requirements, splitter information, and relative power level “per” carrier
for the various G.994.1 carrier sets. This field is encoded in accordance
with the rules for the hierarchical tree structure described below.

17.6.3.2.5 Standard Information (S) Field

In the standard information field, the parameters represent modes of work-
ing or capabilities relating to the xTU-R or xTU-C. The standard informa-
tion field of CL, CLR, MP, and MS messages is encoded in accordance with
the rules for the hierarchical tree structure described below. For MR, ACK,
NAK, and REQ messages, the standard information field is not used and is
therefore of zero length.

The standard information field consists of a set of octets in which each
capability is either assigned a unique bit position, where a binary ONE in
the assigned bit position indicates that the capability is valid, or a value,
which may span more than one octet.

For CL and CLR messages, the validity of multiple capabilities may be
conveyed by transmitting a binary ONE in each bit position corresponding
to a valid capability (or each field corresponding to a range of values). For

Figure 17.91 Information field structure.



Dedieu/Implementation and Applications of DSL Technology AU3423_C017 Final Proof Page 758 20.9.2007 05:35pm

758 Implementation and Applications of DSL Technology

Figure 17.92 Identification field structure.

messages MP and MS, multiple capabilities may be selected only if they can
all be supported simultaneously within the xTU concerned.

Support for a specific DSL Recommendation is normally indicated at the
highest level in the tree, with further details in the underlying branches.
There are literally thousands of parameters currently defined in G.994.1.
Needless to say, they are not described here. However, to give the reader
a flavor for them, a small sampling is provided in the sequel.

17.6.3.2.6 Nonstandard (NS) Information Field

MP, MS, CL, and CLR messages may optionally contain a nonstandard
information field to convey information beyond that defined in the Rec-
ommendation. See [G.994.1] for further details.

17.6.3.2.7 Hierarchical Tree Structure

In both the I and S fields, most of the information to be conveyed consists of
parameters relating to particular modes, features, or capabilities associated
with the two transceivers.

Table 17.18 Message Type Field Format

G.994.1 G.994.1 G.994.1
Bits Message Revision 1 Revision 2 Revision 3

8 7 6 5 4 3 2 1 Type Support Support Support
0 0 0 0 0 0 0 0 MS X X X
0 0 0 0 0 0 0 1 MR X X X
0 0 0 0 0 0 1 0 CL X X X
0 0 0 0 0 0 1 1 CLR X X X
0 0 0 0 0 1 0 0 MP – X X
0 0 0 1 0 0 0 0 ACK(1) X X X
0 0 0 1 0 0 0 1 ACK(2) X X X
0 0 1 0 0 0 0 0 NAK-EF X X X
0 0 1 0 0 0 0 1 NAK-NR X X X
0 0 1 0 0 0 1 0 NAK-NS X X X
0 0 1 0 0 0 1 1 NAK-CD X X X
0 0 1 1 0 1 0 0 REQ-MS X X X
0 0 1 1 0 1 0 1 REQ-MR X X X
0 0 1 1 0 1 1 1 REQ-CLR X X X
0 0 1 1 1 0 0 0 REQ-RTX – – X
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Table 17.19 Revision Number Field Format

Bits Revision Number
8 7 6 5 4 3 2 1
0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 0 2
0 0 0 0 0 0 1 1 3

To encode these parameters in accordance with a consistent set of rules,
and allow future extension to the parameter list is a way that permits present
and future G.994.1 implementations to parse the information field correctly,
the parameters are linked together in a predefined tree structure. The order
in which the parameters in the tree are transmitted and the use of delimiting
bits that enable the tree to be reconstructed at the receiver are described
in the rules set out below.

Parameters (Pars) are classified as NPars, which are parameters that have
no subparameters associated with them, and SPars, which are parameters
that have subparameters associated with them. The general structure of this
tree is as shown in Figure 17.93.

At level 1, the highest level of the tree, each SPar has associated with
it a series of Pars (NPars and possibly SPars) at level 2 in the tree. At level
2 in the tree, each SPar has associated with it a series of NPars at level 3
in the tree. Level 3 is the lowest level in the tree. Therefore, there are no
SPars at this level.

The order of transmission of NPars and SPars is shown in Figure 17.94.
Transmission of parameters begins with the first octet of NPar(1) and ends
with the last octet of Par(2)N.

Par(2)n indicates a set of level 2 parameters associated with the nth

level 1 SPar, and consists of NPar(2)n parameters and possibly SPar(2)n

Figure 17.93 Tree structure linking parameters in the identification (I) and stan-
dard information (S) fields.
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Figure 17.94 Order of transmission of NPars and SPars.

parameters. NPar(3)n,m indicates a set of level 3 NPars associated with the

mth level 2 SPar which in turn is associated with the nth level 1 SPar.
The order of transmission of the Par(2) blocks is the same as the order

of transmission of the corresponding SPar(1) bits. Similarly, the order of
transmission of the NPar(3)n blocks is the same as the order of transmission

of the corresponding SPar(2)n bits.

The use of delimiting bits is illustrated in Figure 17.94. Within each octet
of a parameter block, at least one bit is defined as a delimiting bit. This is
used to define the last octet in the block to be transmitted. A binary ZERO
in this bit position indicates that there is at least one additional octet in the
block to be transmitted. A binary ONE in this bit position indicates it is the
last octet in the block to be transmitted.

Bit 8 is used to delimit the NPar(1) block, the SPar(1) block, and each
of the Par(2) blocks. There are N of these Par(2) blocks, one for each of
the capabilities in the SPar(1) block that is enabled (set to binary ONE).

For this parsing rule to function correctly, both the identification field
(I) and the standard information field (S) must include at least one octet of
NPar(1) and at least one octet of SPar(1).
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Bit 7 is used to delimit each NPar(2) block, each SPar(2) block, and
each of the associated NPar(3) blocks. Figure 17.94 indicates that there are
M of these NPar(3) blocks, one for each of the capabilities in the SPar(2)n

block that is enabled (set to binary ONE). M may be different for each of
the Par(2) blocks.

A Par(2) block may either contain both NPar(2) and SPar(2) octets, or
NPar(2) octets alone. To indicate that a Par(2) block contains only NPar(2)
octets, bits 7 and 8 are both set to binary ONE in the last NPar(2) octet to
be transmitted.

Bits 1 through 7 in each octet at level 1 of the tree and bits 1 through 6 in
each octet at levels 2 and 3 of the tree may be used to encode parameters.

To allow for compatibility with future revisions of the G.994.1 Recom-
mendation, receivers parse all parameter blocks and ignore any information
that is not understood. However, to be able to correctly parse the param-
eter blocks, it is necessary to pay attention to the number of SPar(1) and
SPar(2) bits that are set, even if the meaning of one or more of these bits
is not understood.

17.6.3.2.8 Example Message Content For ADSL1

Tables 17.20 through 17.27 provide the octets (but not specific bit settings)
for a single branch of the code tree that might be used for indicating some
of the capabilities of a G.992.1 Annex A modem. The order of transmission
is in ascending numerical order of the G.994.1 table numbering, which is
provided in the table captions.

17.6.3.2.9 Transactions

Basic transactions may be classified as one of two types: those that
exchange and negotiate capabilities between the HSTU-C and the HSTU-R,
and those that select a mode of operation.

Table 17.28 shows the set of basic transactions specified in G.994.1. An
“X” indicates that the basic transaction is supported for the stated revision
number, and a dash indicates that it is not. Each transaction is initiated by
the HSTU-R, and ends with an ACK(1). In basic transactions, the HSTU-R
controls the negotiation procedure. At the end of a basic transaction, the
transceivers either terminate the G.994.1 session (applies to transactions
A, B, C, and D), or go to the Initial HSTU-x Transaction state (applies to
transaction C only).

In transaction A, the HSTU-R selects a mode of operation and requests
that the HSTU-C transition to the selected mode. When the HSTU-C
responds with an ACK(1) message, both stations transition to the selected
mode.
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Table 17.20 Table 10 of G.994.1—Standard Information
Field—NPar(1) Coding

Bits
8 7 6 5 4 3 2 1 NPar(1)s
x x x x x x x 1 Voiceband: V.8 (Note 1)
x x x x x x 1 x Voiceband: V.8 bis (Note 1)
x x x x x 1 x x Silent period (Note 2)
x x x x 1 x x x G.997.1 (Note 3)
x x x 1 x x x x Reserved for allocation by the ITU-T
x x 1 x x x x x Reserved for allocation by the ITU-T
x 1 x x x x x x Reserved for allocation by the ITU-T
x 0 0 0 0 0 0 0 No parameters in this octet

Note 1: Setting this bit to binary ONE in an MS message initiates the G.994.1
session cleardown procedure, and requests a V.8 or V.8 bis handshake in
the voiceband, with the xTU-R taking on the role of a calling station and
the xTU-C taking on the role of an answering station.

Note 2: This bit shall be set to binary ONE in a CLR or CL message. Setting this
bit to binary ONE in an MS message initiates the G.994.1 session clear-
down procedure, and requests a silence period at the other transmitter
of approximately 1 min. The station that invoked the silent period by
transmitting MS may terminate the silent period prior to the 1 min by
restarting a G.994.1 session.

Note 3: The use of this bit is for further study and shall be set to binary ZERO in
CLR, CL, and MS.

Table 17.21 Table 11 of G.994.1—Standard Information
Field—SPar(1) Coding—Octet 1

Bits
8 7 6 5 4 3 2 1 SPar(1)s—Octet 1
x x x x x x x 1 G.992.1—Annex A (Note 1)
x x x x x x 1 x G.992.1—Annex B (Note 1)
x x x x x 1 x x G.992.1—Annex C (Note 1)
x x x x 1 x x x G.992.2—Annex A/B (Note 1)
x x x 1 x x x x G.992.2—Annex C (Note 1)
x x 1 x x x x x G.992.1—Annex H (Note 1)
x 1 x x x x x x G.992.1—Annex I (Note 1)
x 0 0 0 0 0 0 0 No parameters in this octet

Note 1: The spectrum information indicated in the NPar(3) fields associated with
these Recommendations is of informative nature and does not imply any
requirements on the transmit spectrum used during initialization and data
mode. Regardless of the spectrum information, the transmit spectrum shall
comply with their respective Recommendations. Spectrum information
may only be included in a CLR or CL message, not in an MP or MS mes-
sage. The spectrum information is coded in eight bits (across two octets) as
a binary representation of the sub-carrier index.
Maximum frequencies: up to and including the sub-carrier index.
Minimum frequencies: above and including the sub-carrier index.
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Table 17.22 Table 11.1 of G.994.1—Standard Information
Field—G.992.1 Annex A NPar(2) Coding

Bits
8 7 6 5 4 3 2 1 G.992.1 Annex A NPar(2)s
x x x x x x x 1 R-ACK1
x x x x x x 1 x R-ACK2
x x x x x 1 x x Reserved for allocation by the ITU-T
x x x x 1 x x x STM
x x x 1 x x x x ATM
x x 1 x x x x x G.997.1—clear EOC OAM
x x 0 0 0 0 0 0 No parameters in this octet

Table 17.23 Table 11.2 of G.994.1—Standard Information Field–G.992.1
Annex A SPar(2) Coding

Bits
8 7 6 5 4 3 2 1 G.992.1 Annex A SPar(2)s
x x x x x x x 1 Sub-channel information
x x x x x x 1 x Spectrum frequency upstream
x x x x x 1 x x Spectrum frequency downstream
x x x x 1 x x x Reserved for allocation by the ITU-T
x x x 1 x x x x Reserved for allocation by the ITU-T
x x 1 x x x x x Reserved for allocation by the ITU-T
x x 0 0 0 0 0 0 No parameters in this octet

Table 17.24 Table 11.2.2 of G.994.1—Standard Information
Field—G.992.1 Annex A—Spectrum Frequency Upstream NPar(3)
Coding—Octet 1

Bits G.992.1 Annex A Spectrum Frequency
8 7 6 5 4 3 2 1 Upstream NPar(3)s—Octet 1
x x 0 0 0 0 x x Spectrum minimum frequency upstream (bits 7

and 8)

Table 17.25 Table 11.2.2.1 of G.994.1—Standard Information
Field—G.992.1 Annex A, Spectrum Frequency Upstream NPar(3)
Coding—Octet 2

Bits G.992.1 Annex A Spectrum Frequency
8 7 6 5 4 3 2 1 Upstream NPar(3)s—Octet 2
x x x x x x x x Spectrum minimum frequency upstream (bits 1 to 6)
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Table 17.26 Table 11.2.2.2 of G.994.1—Standard Information
Field—G.992.1 Annex A, Spectrum Frequency Upstream NPar(3)
Coding—Octet 3

Bits G.992.1 Annex A Spectrum Frequency
8 7 6 5 4 3 2 1 upstream NPar(3)s—Octet 3
x x 0 0 0 0 x x Spectrum maximum frequency upstream (bits 7

and 8)

Table 17.27 Table 11.2.2.3 of G.994.1—Standard Information
Field—G.992.1 Annex A, Spectrum Frequency Upstream NPar(3)
coding—Octet 4

Bits G.992.1 Annex A Spectrum Frequency
8 7 6 5 4 3 2 1 upstream NPar(3)s—Octet 4
x x x x x x x x Spectrum maximum frequency upstream (bits 1

to 6)

Table 17.28 Basic G.994.1 Transactions

G.994.1 G.994.1
Transaction Revision 1 Revision 2
Identifier HSTU-R HSTU-C HSTU-R Support and 3 Support
A MS→ ACK(1) × ×
B MR→ MS→ ACK(1) × ×
C CLR→ CL→ ACK(1) × ×
D MP→ MS→ ACK(1) – ×

In transaction B, the HSTU-R requests that the HSTU-C selects the mode
of operation. The HSTU-C selects the mode by transmitting an MS message.
When the HSTU-R responds with an ACK(1) message, both stations transi-
tion to the selected mode.

In transaction C, capabilities are exchanged and negotiated by the two
stations. Transaction C is normally followed by either transaction A, B, or D
during the same session to select a common mode of operation identified
during the capabilities exchange.

In transaction D, the HSTU-R proposes a mode of operation and requests
that the HSTU-C selects the mode of operation. The HSTU-C selects the
mode by transmitting an MS message. When the HSTU-R responds with an
ACK(1) message, both stations transition to the selected mode.

G.994.1 also defines a set of extended transactions, as shown in
Table 17.29. Extended transactions are derived from a concatenation of two
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Table 17.29 Extended G.994.1 Transactions

Trans-
action
Identifier HSTU-R HSTU-C HSTU-R HSTU-C HSTU-R

G.994.1
Revision
1 Support

G.994.1
Revision 2
and 3
Support

A:B MS→ REQ-MR→ MR→ MS→ ACK(1) × ×
B:A MR→ REQ-MS→ MS→ ACK(1) × ×
A:C MS→ REQ-CLR→ CLR→ CL→ ACK(1) × ×
B:C MR→ REQ-CLR→ CLR→ CL→ ACK(1) × ×
D:C MP→ REQ-CLR→ CLR→ CL→ ACK(1) – ×

basic transactions. They are used when the HSTU-C wishes to control the
negotiation procedure. At the end of an extended transaction, the stations
either terminate the G.994.1 session or go to the Initial HSTU-x Transaction
state.

In transaction A:B, the HSTU-R selects a mode of operation and requests
that the HSTU-C transition to the selected mode. However, rather than
responding to the MS message with an ACK(1) message as is the case for
basic transaction A, the HSTU-C responds to the MS message with a REQ-MR
message requesting the HSTU-R to proceed directly into basic transaction
B without returning to the Initial Transaction state.

In transaction B:A, the HSTU-R requests that the HSTU-C selects the
mode of operation. However, rather than responding to the MR message
with an MS message as is the case for basic transaction B, the HSTU-C
responds to the MR message with a REQ-MS message requesting the HSTU-
R to proceed directly into basic transaction A without returning to the Initial
Transaction state.

In transaction A:C, the HSTU-R selects a mode of operation and requests
that the HSTU-C transition to the selected mode. However, rather than
responding to the MS message with an ACK(1) message as is the case
for basic transaction A, the HSTU-C responds to the MS message with a
REQ-CLR message requesting the HSTU-R to proceed directly into basic
transaction C without returning to the Initial Transaction state.

In transaction B:C, the HSTU-R requests that the HSTU-C selects the
mode of operation. However, rather than responding to the MR message
with an MS message as is the case for basic transaction B, the HSTU-C
responds to the MR message with a REQ-CLR message requesting the
HSTU-R to proceed directly into a transaction C without returning to the
Initial Transaction state.

In transaction D:C, the HSTU-R proposes a mode of operation and
requests that the HSTU-C selects the mode of operation. However, rather
than responding to the MP message with an MS message as is the case
for basic transaction D, the HSTU-C responds to the MP message with a
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REQ-CLR message requesting the HSTU-R to proceed directly into basic
transaction C without returning to the Initial Transaction state.

G.994.1 also defines Retransmission transactions for use when an HSTU
receives an errored frame. See Recommendation G.994.1 [G.994.1] for
further information on this mechanism.

17.6.3.3 Cleardown Procedures

After all transactions have been completed, a cleardown procedure follows.
Figure 17.95 illustrates the timing for cleardown of a duplex session (by
either the HSTU-R or the HSTU-C).

When an HSTU-R (HSTU-C) receives the last message of the last transac-
tion of a session, usually an ACK(1) acknowledgment message, it initiates
the cleardown procedure. After receiving the last message, the HSTU-R
(HSTU-C) continues to transmit Flags for a period of ≤0.5 s. It then trans-
mits four octets of Galf (referred to as R-GALF2 for an HSTU-R, C-GALF2
for an HSTU-C) and then stops transmitting, which terminates the G.994.1
session. When the HSTU-C (HSTU-R) detects either Galfs or silence, it con-
tinues to transmit Flags (referred to as C-FLAG2 for an HSTU-C, R-FLAG2
for an HSTU-R) for a period of ≤ 0.5 s and then stops transmitting, which
terminates the G.994.1 session.

If a received MS message indicates a common operating mode, both
stations transition to the selected mode upon termination of the G.994.1
session, and initialization continues using the procedures defined in the
applicable DSL Recommendation.

Figure 17.95 Duplex cleardown procedure.
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17.7 Annex: History of Standardization

One of the earliest descriptions of standardization of digital transmission
systems is recorded in the Histories of Polybius [Polybius 1922]. Polybius
was born in Greece in about 208 BC, and the project of writing a history
of the age probably suggested itself when he was detained in Italy for
alleged opposition to the sovereignty of Rome. His assistance in the diplo-
matic discussions that preceded the last Punic War was appreciated by the
Romans, whom he advised on questions of siege operations, exploration,
and administration.

In Book X of his Histories (47:12), he emphasized the importance
of standardization: “In offering these observations I am acting up to the
promise I originally made at the outset of this work. For I stated that in our
time all arts and sciences have so much advanced the knowledge of most
of them may be said to have been reduced to a system. This is, then, one
of the most useful parts of a history properly written.” Earlier in the same
book (45:6), he describes an early symmetric digital transmission method,
which relies on an optical transmission medium. However, the methods
of data compression, trellis coding, and the two-dimensional constellation
scheme described could be considered a precursor of the methods used
in DSL technology more than 2000 years later. Polybius wrote, “The most
recent method, devised by Cleoxenus and Democleitus and perfected by
myself, is quite definite and capable of dispatching with accuracy every
kind of urgent messages, but in practice it requires care and exact attention.
It is as follows: We take the alphabet and divide it into five parts, each
consisting of five letters. There is one letter less in the last division, but
this makes no practical difference. Each of the two parties who are about
signal to each other must now get ready five tablets and write one division
of the alphabet on each tablet, and then come to an agreement that the
man who is going to signal is in the first place to raise two torches and
wait until the other replies by doing the same. This is for the purpose
of conveying to each other that they are both at attention. These torches
having been lowered the dispatcher of the message will now raise the first
set of torches on the left side indicating which tablet is to be consulted,
i.e., one torch if it is the first, two if it is the second, and so on. Next he will
raise the second set on the right on the same principle to indicate what
letter of the tablet the receiver should write down. Upon their separating
after coming to this understanding each of them must first have on the
spot two tubes, so that with the one he can observe the space on the right
of the man who is going to signal back and with the other that on the left.
The tablets must be set straight up in order next the tubes, and there must
be a screen before both spaces, as well the right as the left, ten feet in
length and of the height of a man so that by this means the torches may
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be seen distinctly when raised and disappear when lowered. When all has
been thus got ready on both sides, if the signaler wants to convey, for
instance, that about a hundred of the soldiers have deserted to the enemy,
he must first of all choose words which will convey what he means in the
smallest number of letters, e.g., instead of the above ‘Cretans a hundred
deserted us,’ for thus the letters are less than one half in number, but the
same sense is conveyed. Having jotted this down on a writing-tablet he
will communicate it by the torches as follows: The first letter is kappa. This
being in the second division is on tablet number two, and, therefore, he
must raise two torches on the left, so that the receiver may know that he
had to consult the second tablet. He will now raise five torches on the
right, to indicate that it is kappa, this being the fifth letter in the second
division, and the receiver of the signal will note this down on his writing
tablet. The dispatcher will then raise four torches on the left as rho belongs
to the fourth division, and then two on the right, rho being the second
letter in this division. The receiver writes down rho and so forth.”

Nearly 2000 years after Polybius, in 1753, an unknown Scottish inventor,
writing in the Scots’ Magazine and identified by the initials CM, proposed a
telegraph system using 26 wires, each representing a letter of the alphabet,
which could carry an electric charge and attract a piece of paper with
the appropriate letter to an electrified ball at the receiver. Fifty years later,
in 1804, Francisco Salva demonstrated a system based on the principles
outlined by CM. The system used 26 wires that were immersed in acidified
water. Electric current passing through a wire would result in a stream of
bubbles. A specific letter was indicated by bubbles emerging from the wire
associated with that letter.

As the speed of progress accelerated, Baron Schilling developed the
first working electromagnetic telegraph in St. Petersburg in 1830, based on
Oersted’s electromagnetic ideas. Signals were sent between one and six
wires, causing movement in compass needles suspended over coils that
indicated the letters. Czar Nicholas I saw this demonstration of the first
telegraph system and saw in it an instrument of subversion, and therefore
forbade publication of it by the press or in the scientific literature, resulting
in Russia being the last major country to build a telegraph system (in 1853).

In 1835, Joseph Henry demonstrated, as had Faraday, that magnetism
and electricity can be converted into each other. Henry went on to invent
the first practical electric motor, the electric relay, and a simple early version
of the telegraph. However, he did not patent any of his inventions, allegedly
saying, “I did not then find it compatible with the dignity of science to
confine benefits which might be derived from it to the exclusive use of any
one individual.”
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Meanwhile, Sir William Fothergill Cooke, a medical student, attended
a lecture in Heidelberg, Germany, at which one of Baron Schilling’s elec-
tric telegraphs was demonstrated. He at once abandoned his anatomical
studies and applied his energies to inventing a practical electric telegraph,
joining forces with Sir Charles Wheatstone, a Cambridge physics professor.
Together they worked out a telegraph system in which feeble currents of
electricity deflected needles that point to letters of the alphabet laid out on
a grid. Their invention involved 5 magnetic needles and a lattice grid of
20 letters (C, J, Q, U, X, and Z were omitted). Five wires are needed to
send the signals, which deflect two of the five needles at the other end that
point to the appropriate letter. One needle was used to point to a numeral.
(They eventually refined their unit to use only one needle and a signal
code.) On July 10, 1837, Wheatstone and Cooke patented the first British
electric telegraph and became very rich men.

In the same year, the American inventor Samuel Finley Breese Morse,
who had trained as a painter, developed the first American telegraph. This
telegraph transmitted simple patterns of “dots” and “dashes,” which were
called Morse Code, over a single wire (the duration of a “dash” is three
times the duration of a “dot”). The Morse Code included data compres-
sion: for example, the letter “e,” which is frequently used, is a short “dot,”
whereas the infrequently used letter “y” is a much longer “dash dot dash
dash.” Morse’s system was eventually adopted as the standard technique for
telegraphs, because it was easier to construct and more reliable than Cooke
and Wheatstone’s, illustrating the truism that telecommunication standards
must be at once technically elegant and practical to implement.

By 1850, telegraph services were operating in Britain between Lon-
don, Dover, Birmingham, and Edinburgh, and the first telegraph lines had
been completed in Belgium, Austria, Italy, and Germany, as well as from
Washington to Baltimore in the United States. It was from the Capitol build-
ing in Washington, that Morse sent his famous Biblical quotation as the
first formal telegraph message on the line to Baltimore, a message that
revealed his own sense of wonder in God’s creation: “What God Hath
Wrought!” Digital subscriber lines had arrived. However, there was to be a
short interruption in the development of DSL.

On March 3, 1847, Alexander Graham Bell was born in Edinburgh,
Scotland. As an adult, he moved to the United States and was appointed
professor of vocal physiology at Boston University, where, in 1874, he dev-
eloped the basic ideas for an analog telephone. On March 10, 1876, he
transmitted the first complete sentence over the telephone: “Watson, come
here; I want you.” In 1878, he was to say “It is conceivable that cables
of telephone wires could be laid underground or suspended overhead,
communicating with private dwellings. . . Not only so, but I believe in the
future, wires will unite different cities, and a man in one part of the coun-
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try may communicate with another in a distant place.” This vision came to
pass, eclipsing DSLs for nearly a hundred years. Voiceband modems, intro-
duced in the late 1950s, transmitted digital data (masquerading as analog
voice) over subscriber lines. T1 lines, which were introduced in 1970, used
AMI modulation and were truly digital lines; some of them connected to
subscribers. It was not until 1976 that the concept of an ISDN began to
gain ground, and not until the mid-1980s that ISDN systems began to be
standardized. The term “digital subscriber line” (or loop) was first coined
to describe the metallic connection between the subscriber and the local
telephone exchange that was capable of supporting the 160 kbit/s data
transmission provided by the ISDN.

17.8 ACRONYMS

17.8.1 Standards Organizations

ATIS Alliance for Telecommunications Industry Solutions
CCITT International Telegraph and Telephone Consultative Committee
CCSA China Communications Standards Association
ECSA Exchange Carriers Standards Association (now ATIS)
ETSI European Telecommunications Standards Institute
IEEE Institute of Electrical and Electronics Engineers
ITU International Telecommunication Union
ITU-T ITU – Telecommunications
NAI Network Access Interfaces (working group of NIPP)
NIPP Network, Interface, Power, and Protection (committee in ATIS)
SG15/Q4 Study Group 15, Question 4 (of ITU-T)
TTC Telecommunication Technology Committee

17.8.2 DSL Types

ADSL Asymmetric Digital Subscriber Line
HDSL High Bit-Rate Digital Subscriber Line
ISDL ISDN DSL
ISDN Integrated Services Digital Network
SDSL Single-pair (or Symmetric) Digital Subscriber Line
SHDSL Symmetric High Bit-Rate Digital Subscriber Line
VDSL Very High Bit-Rate Digital Subscriber Line
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17.8.3 Line Codes (Modulation Methods)

CAP Carrierless amplitude and phase modulation
DMT Discrete multitone
DPSK Differentially encoded binary phase shift keying
MONET Margin optimized interlocked extended-range transmission
OPTIS Overlapped PAM transmission with interlocked spectra
PAM Pulse amplitude modulation
QAM Quadrature amplitude modulation
SCM Single-carrier modulation

17.8.4 Duplexing

EC Echo canceled (or canceler)
FDD Frequency-division duplexing (or duplexed)
TCM Time-compression multiplexing (or multiplexed)
TDD Time-division duplexing (or duplexed)

17.8.5 Others

AOC ADSL overhead control
ATM Asynchronous Transfer Mode
ATU ADSL transceiver unit
AWG American wire gauge
AWGN Additive white Gaussian noise
BRA Basic rate access
BRI Basic rate interface
CCS Common channel signaling
CLEC Competitive local exchange carrier
CO Central office
CRC Cyclic redundancy check
CS Cyclic suffix
CSA Carrier serving area
DA Distribution area
DFE Decision feedback equalizer (or equalization)
DFT Discrete Fourier transform
DRR Dynamic rate repartitioning
DSLAM Digital subscriber line access multiplexer
ECSA Extended carrier serving area
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EFM Ethernet in the first mile
EMC Electromagnetic compatibility
EOC Embedded operations channel
FEC Forward error correcting (or correction)
FEQ Frequency-domain equalizer
FEXT Far-end crosstalk
FFT Fast Fourier transform
FSAN Full Service Access Network
HAM Amateur radio
HSI High-speed internet
IDFT Inverse discrete Fourier transform
ISDN-BA ISDN – basic access
ISI Intersymbol interference
LAN Local area network
LTU Line termination unit
MDU Multi-dwelling unit
MTU Multi-tenant unit
NEXT Near-end crosstalk
NTR Network timing reference
NTU Network termination unit
OAM Operations, administration, and maintenance
OLR On-line reconfiguration
PBO Power back-off
PCM Pulse-coded modulation
PMD Physical medium dependent
PMS-TC Physical medium specific–transmission convergence
POTS Plain old telephone service
PRA Primary rate access
PRI Primary rate interface
PSD Power spectral density
SDH Synchronous digital hierarchy
SME Small and medium enterprise
SNR Signal-to-noise ratio
SRA Seamless rate adaptation
STM Synchronous Transfer Mode
STU Symmetrical transceiver unit
TA Timing advance
TEQ Time-domain equalizer
TPS Transport protocol specific
TPS-TC Transport protocol specific–transmission convergence
TRQ Technical requirements
UPBO Upstream power back-off
VLSI Very large scale integration
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Z-bits, 635

Application service providers, 322
Application-specific integrated

circuits, 52, 75
Architecture and DSL Delivered

Services
ATM-centric architecture

evolution
broadcast TV using ATM,

371–372
Full Service Access

Network, 372–373
mobile base station feeds,

368–370
QoS at the ATM layer,

362–364
video-on-demand using

ATM, 370–371
voice over ATM, 364–368

ATM-centric architecture
evolution possibilities

broadcast TV using ATM,
371–372

Full Services Access
Network, 372–373

mobile base station feeds,
368–370

QoS at the ATM layer,
362–364

video-on-demand using
ATM, 370–371

voice over ATM, 364–368
ATM to Ethernet architecture

evolution
access node functionality,

388–390
Ethernet aggregation

network and VLANs,
390–392

multicast, 394–395
quality of service, 393–394
routing gateway, 392–393

ATM to Ethernet architecture
evolution possibilities

access node functionality,
388–390

Ethernet aggregation
network and VLANs,
390–392

multicast, 394–395
quality of service, 393–394
routing gateway, 392–393

auto-configuration of next
generation CPE, 395–398

fundamentals of network
evolution, 361–362

IP-centric architecture
evolution

awareness, 379–382
caching and content

distribution, 382–383
multicasting, 377–379
peer-to-peer file sharing,

383–385
quality of service, 373–377
routing in DSLAMs and the

aggregation network,
379–382

voice over IP, 385–386
IP-centric architecture

evolution possibilities
awareness, 379–382
caching and content

distribution, 382–383
multicasting, 377–379
peer-to-peer file sharing,

383–385
quality of service, 373–377
routing in DSLAMs and the

aggregation network,
379–382

voice over IP, 385–386
other applications and

development, 398–404
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ARPU, see Average revenue per
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ASICs, see Application-specific
integrated circuits

ASM, see Autonomous status
messages

ASN.1, see Abstract Syntax
Notation 1

ASPs, see Application service
providers

Asymmetric Digital Subscriber
Line, 3, 68, 572

Asymmetric Digital Subscriber Line
(ADSL) integrated circuits
(ICs)

challenges in designing, 68–69
Asymmetric Digital Subscriber Line

standardization
ADSL2plus standard

downstream bit rates, 647
recommendation G.992.5,

702–712
upstream bit rates, 647

ADSL1 standard
category I and II mode, 645
downstream subchannels,

648–649
maximum loop length, 645
operation modes, 648–650
recommendation G.993.2,

684–685
ADSL 2 standard

bit rates, 646
line code (modulation

technique) for, 644
Asynchronous Transfer Mode

(ATM), 502, 554
ATIS, see Alliance for

Telecommunications
Industry Solutions

ATM Adaptation Layer 1, 530
ATM-based bonding

benefits of, 556

operational diagram of, 556
ATM-centric architecture evolution

Full Services Access Network,
372–373

mobile base station feeds,
368–370

QoS at the ATM layer, 362–364
TV broadcast using ATM,

371–372
video-on-demand using ATM,

370–371
voice over ATM, 364–368

ATM-centric architecture evolution
possibilities

Full Services Access Network,
372–373

mobile base station feeds,
368–370

QoS at the ATM layer, 362–364
TV broadcast using ATM,

371–372
video-on-demand using ATM,

370–371
voice over ATM, 364–368

ATM Forum standards, 481
ATM interconnect, 353–354
ATM layer

rationale for use of ATM
within DSL architecture,
341–342

role of ATM within DSL
Architecture, 340–341

traffic management, 342–345
ATM to Ethernet architecture

evolution
access node functionality,

388–390
Ethernet aggregation network

and VLANs, 390–392
multicast, 394–395
quality of service, 393–394
routing gateway, 392–393

ATM to Ethernet architecture
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evolution possibilities
access node functionality,

388–390
Ethernet aggregation network

and VLANs, 390–392
multicast, 394–395
quality of service, 393–394
routing gateway, 392–393

ATM user network interface (UNI),
353

Attenuation, 177, 260
ATU-C transmitter, 126
Authentication, 482

Extensible Authentication
Protocol, 482

Layer 2/2.5, 483–484
802.1x, IEEE standard, 483

PANA (Protocol for carrying
Authentication for
Network Access), 483

Auto-configuration, of next
generation CPE, 395–398

Automatic test pattern generation
(ATPG) tools, 83

Autonomous status messages,
558–559

Average revenue per user, 360

B
Basic rate access (BRA), 539
Battery or earth contact and

insulation resistance, 246
Best-effort internet access

architecture, 323–325
Bipolar devices, 143
Bit error rate (BER), 336
Bit error ratio (BER), 510
BLES, see Broadband Loop

Emulation Service
Blocking capacitors

advantages and disadvantage
of, 19–20

B-NT, see Broadband Network
Termination

Bradley simulator, 157
BRAS, see broadband remote

access server
Bridged Ethernet interconnection,

354–355
Bridged taps, 215–217, 248–249
Broadband Loop Emulation

Service, 542
Broadband Network Termination,

527
Broadband remote access server,

322–324, 328, 340, 343,
345, 547

Broadcast television (BTV)
services, using ATM, see
TV broadcast, using ATM

Bunched pairs, 244–245

C
Cable balance (longitudinal

conversion loss), 245
Cable fill method, 260
Cable simulator, 157
Call admission control (CAC), 344
Calling line identification, 15
Capacitance

to earth, 197–198
measured between wires, 197

Capacitor DAC, 114
Carrierless amplitude and phase

(CAP), 79
CDF, see Cumulative probability

function
Central office, 84; see also DSL

specific integrated circuits
(ICs)

Central office (CO), 528, 557, 575
Challenge Handshake

Authentication Protocol,
345, 479

Channel-associated signaling
(CAS), 538

Channel attenuation, 108
Channelized voice over DSL
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ADSL-specific aspects,
536–537

approaches for, 528
functionality and protocols,

536
network architecture of,

535–536
SDSL-specific aspects, 537–542

Channelized voice over DSL
(CVoDSL)

ADSL-specific aspects,
536–537

CHAP, see Challenge Handshake
Authentication Protocol

Chebyshev filter, 119, 121
Chebyshev prototype, 118
Chipset implementations

very long instruction
word/single instruction
multiple data, 79 (see also
DSL specific integrated
circuits (ICs))

Circuit features, 53–55
Class-AB amplifier, 127–128
Class-G amplifier, 131–132
Class-H amplifier, 132–133
CLI, see Calling line identification
“Client-only” authentication, 479
CMIP, see Common Management

Information Protocol
CNG, see Comfort noise generation
Codeword synchronization, 510
Comfort noise generation, 545
Common Management Information

Protocol, 461
Common Object Requester Broker

Architecture, 461
Common part sublayer, 544
Complementary metal-oxide

semiconductor (CMOS)
technology, 75, 97

Confidential data, classifications of,
475

Confidentiality
IPSec, 486
management confidentiality,

476
problem, for users, 476
standards-based mechanisms,

for solving problem
IPSec, 486–487
SSL 3.0/TLS 1.0, 485–486

Conformance testing, 162
Continuous-time RC filters,

122–123
Cook and Sheppard gyrator

proposed splitter system with
impedance converters, 47

CORBA, see Common Object
Requester Broker
Architecture

Corroded splices, 204
CPE splitters design problem, 56

advantages and drawbacks of
solutions, 61–63

circuit layout in, 58
and solutions to, 58–60

CPE WAN Management Protocol,
227

CP-IWF, see Customer premises
interworking function

CPS, see Common part sublayer
Crest factor (CF), 102
Crosstalk for single-line and

multiline systems
equivalent mathematical

model and channel
capacity, 576

FEXT, 577–581
NEXT, 581–584
transmitter power spectral

density (PSD), 576–577
Crosstalk identification, 221–222
CSA4, 137–138
Cumulative probability function,

516



Dedieu/Implementation and Applications of DSL Technology AU3423_C018 Final Proof Page 786 24.9.2007 11:02am

786 Implementation and Applications of DSL Technology

Current-steering DAC, 113–114
Customer Premises Equipment

(CPE), 87, 99, 323, 447,
527, 555; see also DSL
specific integrated
circuits (ICs)

interconnection approaches
for DSL services, 330–332

Customer premises interworking
function, 527

Customer side splitters
distributed filter configuration,

10–12
master (or “central”) splitter

configuration, 9–10
Cyclic redundancy check (CRC)

algorithm, 507
errors, 56

D
DAC

Nyquist band, 116
output noise, 106
quantization error, 106–107

Database mining, 228–229
Data packet transportation

key requirements for, 502–503
over DSL, 501

Dataphone Data Service (DDS),
572

Decision Feedback Equalizer
(DFE), 590

Dense wavelength division
multiplexer, 341

Differential nonlinearity (DNL),
111

Differential Services (Diffserv), 341
Digital loop carrier (DLC), 8,

249–250
Digitally duplexed systems, 99
Digital Rights Management, 372
Digital signal processing (DSP)

chipset implementation

architecture of FIREPATH™,
DSP core, 81

custom programmable
processor, 80

DSP approach, 79
requirements for

echo cancelling, 74
FEQ and rotor, 73
FFT and IFFT, 73
filters, decimation, and

interpolation, 72
time domain equalizer

(TEQ), 73
transmit and receive

forward error correction
blocks, 74

Viterbi decoder, and filters
adaptation, 74

Digital Subscriber Line access
multiplexers (DSLAMs), 7,
156, 206, 322, 324

architecture
bus switching, 426–428
centralized vs distributed

traffic management,
429–430

star switching, 428–429
ATM

evolution, 434–435
integration of voice into,

435–440
network address translation,

432–434
evolution of, 409–411
functionality

statistical multiplexing,
415–418

traffic processing, 418–425
IP, 440–442

Digital Subscriber Line (DSL)
access networks

aspects of operation,
administration, and
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maintenance (OAM) for,
446

analysis engine, 223–224
forum, 481, 610
friendly ISDN systems, 6
impact of local network faults

on DSL performance
battery or earth contact and

insulation resistance, 246
bunched pairs, 244–245
cable balance (longitudinal

conversion loss), 245
excessive impulse noise or

RFI, 247–248
high resistance joints,

246–247
rectified loop faults,

245–246
split pairs, 244

line qualification for
establishing measurement of

lines, 235–239
indirect measures for

qualifying DSLs, 240–243
in process improvement,

239–240
purpose and benefits,

233–234
setting of system limit and

noise margins, 234–235
link queuing, 532
and local network

components
bridged taps, 248–249
digital loop carrier systems,

249–250
electrical protection devices,

250
loading coils, 249
maintenance terminating

units, 250–251
RFI filters, 250

networks, security for

“always-on” versus “dial-up”
network connection,
473–474

DSL security framework, for
future, 498–499

provisioning and
management, 492

scope of security in, 468
security requirements from

various prespectives, 474
security threats in, 469–472

pathological loop testing,
251–255

ready POTS line card, 8
router, 329
specific integrated circuits

(ICs), 77
chipset complexity

assessment from system
specifications, 70

chipset product roadmaps,
84–87

developments of, 68–69
through digital signal

processing, 78–83
specific line test

broadband testing and
dynamic spectrum
management, 229

data collection, 225–229
diagnosing DSL-specific

loop impairments,
220–223

DSL analysis engine,
223–224

implications for
remediation, 224

splitter function, filters used,
4–5

standards organizations
Alliance for

Telecommunications
Industry Solutions, 607
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ETSI, 609–610
Institute of Electrical and

Electronics Engineers,
610–611

ITU-T, 60
transmission delay, 533
voice protocol, 529

Digital Subscriber Line (DSL)
system, 2, 572

architecture, 324
broadband connectivity with,

526
coexistence with low

frequency services, 4
data packet transportation in,

501
key advantages of DSL

technology, 4
loop bonding method for,

553–554
packet-based service protocols

in, 502
splitter design in, 2–3
VoATM over, 542–543

Digital-to-analog converter
architectures, 112–117
DAC impairments, 111
functional performance

parameters, 111–112
requirements, 112

Discontinuity signature, on the
echo, 214

Discrete multitone modulation, 643
Distributed filters, 10, 11
DMT ADSL modem

building blocks of digital
portion of, 70–71

and concerns associated with,
70

Shannon criterion for, 70
DMTF, see Dual-tone

multi-frequency

DMT modulation, see Discrete
multitone modulation

DNS, see Domain Name System
Domain Name System, 347
DRM, see Digital Rights

Management
DSL access multiplexer, 527
DSLAM, see DSL access multiplexer
DSLAM (Digital Subscriber Line

access multiplexer), 479
DSL Forum TR-069, 227
DSL specific integrated circuits

(ICs)
chipset complexity assessment

from system specifications
analog system requirements,

76
digital signal processing

requirements, 71–75
DSL standards organizations

Alliance for
Telecommunications
Industry Solutions

network access interfaces
(NAI) subcommittee of,
609

Telecommunications Sector of
the International
Telecommunication
Union

ISDN-BRA
recommendations, 613

study group 15 and DSL
standardization, 607

DSM, see Dynamic spectral
management

Dual latency concept, 336
Dual-tone multi-frequency, 545
Duplexing method, 99
DWDM, see dense wavelength

division multiplexer
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Dynamic Host Configuration
Protocol (DHCP)
server, 329

Dynamic spectrum management
(DSM), 261, 573

applications, 315–316
history, 294–296
information for, 313–315
level of coordination

level 2, 304–309
level 3, 309–313
level 0 or 1, 297–304

E
Early DSL access architectures

ATM layer
rationale for use of ATM

within DSL architecture,
341–342

role of ATM within DSL
architecture, 340–341

traffic management,
342–345

best-effort Internet access
architecture, 323–325

end-user IP connection to DSL
service

CPE interconnection
approaches for DSL
services, 330–332

device types, 328–330
evolution from dial-up

internet access, 325–327
higher layer protocols

end-user IP layer, 348–350
PPP layers, 345–347
RADIUS, 347–348

physical layer
DSL over local copper

access network, 335–339
SONET and SDH over

regional fiber backhaul,
339–340

protocol layering in DSL
architectures, 332–335

service provider
interconnection options

ATM interconnect, 353–354
bridged Ethernet

interconnection, 354–355
L2TP interconnection,

350–352
routed IP

interconnection-PPP
terminating architecture,
352–353

Echo cancellation, 530–531
Echo-cancelled systems, 71, 100,

137–141
Echo canceller, in frequency

division multiplexing, 74
Echo return-loss, 107
EDI, see Electronic data

interchange
EEPROM, see Electronically

Erasable Programmable
Read Only Memory

Effective number of bits, 106
EFM TC, see Ethernet in the First

Mile Transmission
Convergence

ELCP, see Emulated Loop Control
Protocol

Electrical protection devices, 250
Electromagnetic interference, 218
Electronically Erasable

Programmable Read-Only
Memory, 53

Electronic data interchange, 322
Element management systems, 446
Embedded overhead channel, 539
EMI, see Electromagnetic

interference
EMI radio ingress identification,

222–223
EMS, see element management
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Ethernet aggregation network,
390–392

Ethernet-based bonding
architecture for, 564
benefits of, 562–564

Ethernet bonding fragmentation
process, 566

Ethernet in the First Mile (EFM),
547, 555, 562

Ethernet in the First Mile
Transmission
Convergence, 532

Ethernet metropolitan area
networks, 342

Ethernet modems, 573
Ethernet PTM-TC, 505, 518–519
Ethernet transport, 502
ETM-TC, see Ethernet PTM-TC
ETSI, see European

Telecommunications
Standards Institute

European Telecommunications
Standards Institute

standardization,
telecommunications,
broadcasting, and
information technology,
609

TM6 working group, 610
European Telecommunications

Standards Institute (ETSI)
design of CO splitter, case

study, 11
specification, 534

Excessive impulse noise or RFI,
247–248

EXtensible Markup Language
(XML), 322, 492

External POTS line test systems,
for voice switches, 192

F
Far-end crosstalk, 572

interference, 577
Far-end crosstalk (FEXT), 258, 263,

572

FDM, see Echo canceller, in
frequency division
multiplexing

FEXT mitigation architectures
decision feedback

architectures, 586–591
MMSE-DF architecture,

589–591
zero-forcing DF

architecture, 587–589
linear architectures, 584–586

linear MMSE architecture,
586

linear zero-forcing
architecture, 584–585

two-sided architectures
SVD architecture, 591–593

Fiber-to-the-cabinet (FTTCab), 261
Fiber-to-the-curb (FTTCurb), 261
Fiber-to-the-exchange (FTTEx),

261
Fiber-to-the-home (FTTH), 207
Field programmable gate-arrays

(FPGAs), 75
File Transfer Protocol (FTP), 333
Filter design domain

reasons preventing
integration, 44–46

Filter design programs, 119
Finite impulse response (FIR)

filters, 72
FIR engines (FE), 79
First-in-first-out (FIFO) buffer, 176
Flow-control mechanism, 506
Forward error correction (FEC),

505, 509, 521
Four-wire metallic test access, 194
Frame check sequence (FCS), 507,

519
Frame relay transport, 502
Frame sync clock (FSC), 537
Frequency division duplexing

(FDD) method, 99, 573
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Frequency domain equalizer
(FEQ) tunes, 71

Frequency domain reflectometry
(FDR), 211–212

Full Services Access Network,
372–373

G
General Adaptive FIR Filter

(GAFF), 79
Generic packet transport, 511
Generic PTM-TC (GPTMTC), 505,

515
Gig-Ethernet copper connections,

574
Graphical user interface (GUI), 179
Guidelines for the Definition of

Managed Objects
(GDMO), 461

H
Handshake, recommendation

G.994.1
carrier set for, 752
cleardown procedure,

766–767
physical layer

carrier frequencies,
modulation of, 752

differentially encoded
binary phase shift keying
(DPSK), 752

duplex and half-duplex
mode, 752–753

protocol layer
basic, 761–764
extended, 764–765
identification field (I), 755,

758
message coding format, 755,

757
message structure, 755–756
nonstandard information

field, 758

standard information field,
756–757

tree structure linking
parameters, 758–760

HDLC encapsulation, 507
HDSL, see High Bit-Rate Digital

Subscriber Line
High Bit-Rate Digital Subscriber

Line
data rates, 614
design rules, conformance to,

614
DSL rate access, 614
dual-duplex architecture, 614
ETSI work on, 615–616
frame of, 616
ITU-T study group 15 work

on, 616
technical advisory

TA-NWT-001210 for, 614
T1E1.4 group work, 615

High Bit-Rate DSL (HDSL), 233
High density bipolar three

code (HDB3) digital
services, 157

Higher layer protocols
end-user IP layer, 348–350
PPP layers, 345–347
RADIUS, 347–348

High-level Data Link Control
(HDLC), 505, 519

High pass filter, 19
blocking capacitors, for

splitter standardization, 19
advantages and

disadvantages, 19–20
requirements for, 21

High resistance joints, 246–247
High-speed digital

communications, 527
Hilbert transform, 15
Home networking technologies,

329
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Home phone networking alliance
(HPNA) interfaces, 329

Hybrid matching, 107
Hybrids, 134–137
Hypertext Transfer Protocol

(HTTP), 333

I
IC design, major challenges for, 75
Ideal amplifier, 128, 133
Ideal transformer, 125
IEEE, see Institute of Electrical and

Electronics Engineers
IEEE 802.11g standard (Wi-Fi), 329
IETF (Internet Engineering Task

Force), 476
IETF NSIS working group, 491
IETF recommendation for PPPoE

(RFC2516), 346
IMA Control Protocol (ICP) cells,

555
Impairments, in modem

commmunication,
169–170

Independent test laboratory (ITL),
162

Insertion loss (IL), 164
Institute of Electrical and

Electronics Engineers
VDSL standards (VDSL1),

611
802.3 working group of, 610

Integral nonlinearity (INL), 111
Integrated access devices (IAD),

329
Integrated Services Digital Network

(ISDN), 117–118, 160
access to, 326
service, 4
TC layer, 534

Integrity protection, 487
applicability, 490
cryptographic hash, 489
digital signatures, 489

message authentication codes,
489

Interface Definition Language
(IDL), 461

International Telecommunications
Union (ITU) G.lite
standard [G.992.2], 11

Internet Engineering Task Force
(IETF), 342, 481

Internet Group Management
Protocol (IGMP) multicast
control, 371

Internet Protocol (IP)
based networks, 555
centric architecture evolution

awareness, 379–382
caching and content

distribution, 382–383
multicasting, 377–379
peer-to-peer file sharing,

383–385
quality of service, 373–377
routing in DSLAMs and the

aggregation network,
379–382

voice over IP, 385–386
Internet service providers (ISPs),

322
Internet user, threat categories for

denial of service (DoS) attack,
471

corruption of computer, 471
distributed form, 471

theft of identity attacks
theft of information
snooping or eavesdropping,

470
spyware software, 470
Trojan horse software

programs, 470
unauthorized access to

information, 469–470
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Intersymbol interference (ISI), 73,
577

Interworking function (IWF), 526
Inverse discrete Fourier transform

(IDFT), 102
Inverse Fast Fourier Transform

(IFFT), 72
Inverse multiplexing over ATM

(IMA), 370, 554, 575
IP-centric architecture evolution

possibilities
awareness, 379–382
caching and content

distribution, 382–383
multicasting, 377–379
peer-to-peer file sharing,

383–385
quality of service, 373–377
routing in DSLAMs and the

aggregation network,
379–382

voice over IP, 385–386
IP Control Protocol (IPCP), 345
IP Security (IPSec), 476
IP trunking mapping, 532
ITU-T, see Telecommunications

Sector of the International
Telecommunication
Union

ADSL standards, 336
Recommendation G.992.1

(ADSL1), 119
Recommendation I.610, 354

L
Last mean-squares (LMS), 139
Layer 2 network traffic

Asynchronous Transfer Mode
(ATM) permanent virtual
circuits (PVCs), 478

as Ethernet frames, 478
Layer 1 OAM

Far-End and Near-End

primitives communicated to, 452
Layer 2 switch, 322–323
Layer 2 Tunneling Protocol (L2TP),

325
Lear–Siegler test, 158
Legacy line test systems, 208
Line bit rates and far-end crosstalk

(FEXT), 671–672
Line-coupling transformer,

124–126
Line driver noise, 105
Line driver nonlinear distortion,

105–106
Line driver, of analog front-end

(AFE)
active termination, 128–131
class-AB, 127–128
class-G, 131–132
class-H, 132–133
switching drivers, SOPA,

133–134
Line echo cancelation (LEC), 531
Line qualification, for DSL Services

establishing measurement of
lines, 235–239

indirect measures for
qualifying DSLs, 240–243

in process improvement,
239–240

purpose and benefits, 233–234
setting of system limit and

noise margins, 234–235
Line tests, for POTS

faults, 198–201
line length estimation,

196–198
parametric and functional

tests, 195–196
physical connection of an

external test head,
191–195

Link Access Protocol D
(LAPD), 542
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Link Control Protocol (LCP), 345
Loading coils, 249
Local area networks (LANs), 323
Local exchange splitter, 7
Local Multipoint Distribution

Service (LMDS), 341
Longitudinal conversion loss (LCL)

test, 163
Loop bonding, 553–554
Loop Emulation Service (LES), 542
Loop impedance, 164–168
Loop simulators

advances in
attenuation specifications,

182–187
improvements in internal

crosstalk, 187
applications of wideband

conformance testing,
162–163

establishing modem
specifications, 161

testing of prototypes,
161–162

testing production modems,
162

derivation of equations,
171–172

history and background,
157–160

nonelectrical characteristics
of accuracy, 180–181
remote control capability

and programming,
181–182

repeatability, 180
simulator characteristics

DC continuity, 170
differential and common

mode, 163–164
end-to-end signal delay,

168–169
impairments, 169–170

impedance, 164–168
insertion loss of transmitted

signal, 164
signal delay of one

frequency relative to
other, 169

unwanted effects, 170–171
types

active simulation, 175–180
passive analog simulation,

172–175
production line passive

analog simulation, 175
Low pass Combi-Filter for POTS

and ISDN, 19
Low pass filter, for POTS

balance of, 16
for ISDN, 18
isolation of, 15
steady-state behavior

of splitter
DC behavior, of splitters, 12
group delay effects, 14
higher frequency

behavior, 15
loading effects, 16
on-hook signalling

requirement, 15
steady-state POTS

requirements, 16–17
voice-band insertion and

return loss, 13
transient behavior of splitter

POTS features impact on,
17–18

L2TP access concentrator (LAC),
326

L2TP interconnection, 350–352
L2TP Network Server (LNS), 327

M
Maintenance terminating units,

250–251
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Management information base
(MIB)

managed object, 461
Master splitters, 9
Maximum burst size (MBS), 345
Mean opinion score (MOS), 209,

529
Mean time to false packet

acceptance (MTTFPA),
519, 522

Media Access Control (MAC), 564
Metallic time domain

reflectometry (mTDR),
210

Microfilters, 11
Million Multiplications–

Accumulations per
Second (MMACS), 71, 74

MIMO (multiple-input–multiple-
output), 572, 573, 579,
580, 584

MIMO NEXT cancelers, 573, 581
MIMO SNR

effects of alien NEXT
interference on, 583

for MIMOand SISO in FEXT,
580

Missing tone power ratio
(MTPR), 105

MMACS, see Million
Multiplications–
Accumulations per
Second

Mobile base station feeds, 368–370
Modem testing, 162
Moore’s law, 77; see also Chipset

implementations
Moving Picture Experts Group

(MPEG), 336
Multiline transmission

technologies, 575
Multilink Point-to-Point Protocol

(MLPPP), 554

Multiprotocol Label Switching
(MPLS), 341

Multi-service access nodes
(MSANs), 206

Multi-service access platforms
(MSAPs), 528

Multi-user communication theory,
MIMO, 575

MUX data frame, 660

N
Near-end crosstalk, 572, 573, 581
Near-end crosstalk (NEXT), 229,

234, 258, 263,
572–573, 581

“Nether region” of protocol, 468
Network access identifier (NAI),

345
Network Access Provider (NAP),

474
Network address translation

(NAT), 327
Network evolution, fundamentals

of, 361–362
Network management

confidentiality, 475
Network management systems

(NMS), 446
Network side splitters

local exchange splitters, 7
remote terminal splitter, 8

colocated with POTS line
card, 8

not colocated with POTS
line card, 9

Noise shaping technique, 115
Nonelectrical characteristics,

of loop simulators
accuracy, 180–181
remote control capability and

programming, 181–182
repeatability, 180

North American four-wire Digital
Data System, 160
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NTE (Network Terminating
Equipment), 330

Nyquist’s sampling theorem, 98

O
OAM, see Operations,

Administration, and
Maintenance, concepts

OAM information flows
general system architecture

and, 448
and types of OAM

functionalities involved,
449

Object Identifier (OID), 461
Object-Oriented (OO) way, 461
“On-hook” telephone

termination, 211
Open Systems Interconnect (OSI)

model, 332
Operations, Administration, and

Maintenance, concepts,
446

aspects constituting, 447
ATM-based DSL systems, 457
controlling and reporting,

460–461
and corresponding layers and

technologies, 448
individual layer-related

functionalities of, 447–449
layer models

layer 1 aspects, 449–454
layer 2 ATM aspects,

454–458
layer 2 Ethernet aspects,

458–460
management information

bases, 464
message types, for

Connectivity Fault
Management (CFM)
Ethernet OAM, 459

Simple Network Management
Protocol (SNMP)

fundamentals of, 461–462
main principle of, 462
management framework,

components of, 462
SNMP-PDUs (Protocol Data

Unit), denotations, 463
system architechture, 447–448
types of, 455

Operations, administration, and
maintenance (OAM), 555

OSI (Open Systems
Interconnection)
networking model, 468

Other licensed operators
(OLOs), 234

Oversampling technique, 106,
115, 124

P
Packetization delay, 532
Packet transfer mode transmission

convergence (PTM-TC),
552, 555

Packet transport mechanism, 503
Pass-band insertion loss, 126
Passive analog simulation method,

172–175
Passive design techniques

design of an ETSI CO splitter,
case study for, 32

ideal splitter, as lossy, 22–28
structure and complexity for

splitter design
assessment as real

impedance terminated
two-port, 29

circuit optimization, 31
modification for adaptation

to complex impedance
terminations, 30

Passive Optical Networks (PONs),
372
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Password Authentication Protocol
(PAP), 345, 479

PDH/SDH Layer
OAM levels and

allocation, 453
Peak cell rate (PCR), 345
Peer-to-peer file sharing, 383–385
Performance, MIMO processing

technologies, 597–599
Peripheral component

interconnect (PCI) card
ADSL modem, 328

Physical layer latency, on TCP/IP
data throughput, 336–339

Physical media
specific-transmission
convergence (PMS-TC),
536

Pi-model analog wireline
simulator, 173–174

Pipeline converter, 144–146
PKN-1 simulator, 157–158
Plain old telephone service

(POTS), 3, 97, 117, 528
access issues for DSL testing,

205–208
application of tests for DSL

services
fault detection, 202–204
line length and insertion

loss, 201–202
loop electronics, 204–205
loop loss estimation, 205

concept of splitter, 3
line tests for

faults, 198–201
line length estimation,

196–198
parametric and functional

tests, 195–196
physical connection of an

external test head,
191–195

testing for next generation
network, 208–210

Plesiochronous digital hierarchy
(PDH), 448

Point-to-multipoint architectures
linear architecture, 594–595
QR architecture, 595–597

Point-to-point multipair link, 574
Point-to-Point Protocol/Internet

Protocol Control Protocol
(PPP/IPCP), 468

Point-to-Point Protocol (PPP)
layers, 326, 345–347, 502

Pollution licensing, 261
POTS

line and “dormant” line,
distinction between, 12

phenomena, 6
transmission, off-hook case, 15

Power, for ADSL downstream
transmissions, 102

Power spectral density masks
asymmetric, 637, 639
for extended rate SHDSL

(ESHDSL), 639
performance requirements for,

640–641
symmetric, 637–638

Power spectral density (PSD),
261–262

PPP
authentication, 479
functionality, on broadband

networks, 327
layers, 345–347
sessions, in ATM network, 334

PPPoA vs PPPoE, 346–347
PPP over ATM (PPPoA)

environment, 327
PPP over Ethernet (PPPoE), 479
PPP Terminating Architecture

(PTA), 326
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Pre-installed ADSL modem card,
328

Private branch exchanges (PBXs)
interconnections, 360

Production line passive analog
simulation method, 175

Programmable gain amplifier, 142
Programming modes and main

splitter standards, 56
Protocol for carrying

Authentication for
Network Access (PANA),
483–484; see also
Authentication

Protocol layering, in DSL
architectures, 332–335

Prototype testing, 161–162
PSD masks, see Power spectral

density masks
Public switched telephone

network (PSTN), 528, 545
Pulse code modulation (PCM), 528
Punctured NAT, 327

Q
Quantization error, 110

R
Radio Network Controller (RNC),

369
RADIUS, 347–348
Rail-to-rail circuits, 130–131
Real-time packets (RTP), 530
Receive filter, 120–121
Rectified loop faults, 245–246
Reed–Solomon coding, 560
Reed–Solomon type RS(255, 239),

521
Reflection coefficient, defined, 213
Reflectometry measurement

frequency domain
reflectometry (FDR),
211–212

time domain reflectometry
(TDR)

bridged taps, 215–217
change of gauge-type,

214–215
effects of impedance

discontinuities, 213–214
end of the loop, 214
entire echo response,

217–218
Remote Authentication for Dial-In

User Service (RADIUS)
protocol, 347–348

Resource Reservation Protocol
(RSVP), 341

RFC documents
for ATM and Ethernet

approach, 464
RFI filters, 250
R-MOS-C filters, 123–124
Rome Laboratory, 157
Routed IP interconnection-PPP

terminating architecture,
352–353

S
Satellite echo delay, 159
Scaling factor, 129
SDSL, see Symmetric Digital

Subscriber Line
Security frameworks

public key infrastructure, 495
usernames and passwords,

493–494
Security requirements, high-level,

474
authentication, 476
authorization and data

integrity, 477
confidentiality, 475

Security solutions, 478
applicable to DSL, 481
authentication

Layer 2/2.5, 479
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confidentiality, 479 (see also
Confidentiality)

data integrity, 480
Self-install splitter configuration, 10
Self-oscillating power amplifiers

(SOPA), 134
Service provider interconnection

options
ATM interconnect, 353–354
bridged Ethernet

interconnection, 354–355
L2TP interconnection, 350–352
routed IP interconnection-PPP

terminating architecture,
352–353

Service specific convergence
sublayer (SSCS), 544

Service specific segmentation and
reassembly (SSSAR)
function, 545

Service specific transmission error
detection (SSTED), 545

Session Initiation Protocol (SIP),
549

SHDSL, see Symmetric High
Bit-Rate Digital Subscriber
Line

physical medium dependent
(PMD) layer

data patterns, encoding of,
629

line interface block, 629
transceiver of, 629
trellis coded PAM, 628–629

reference model
application-invariant part

and application-specific
part, 625

protocol model and, 625,
627–682

transceivers
core activation mode, 631

performance requirements
for, 640

preactivation mode,
630–631

Sigma–delta techniques, 146–149
Signal direction requirements, 260
Signaling Security (QoS)

IETF NSIS Working Group,
490–491

Signal-to-noise-and-distortion
(SND), 111

Signal-to-noise ratio (SNR),
103–104

Signal-to-quantization noise ratio
(SQR), 110

Silicon integrated splitters, 52
Simple Mail Transfer Protocol

(SMTP), 332
Simple Network Management

Protocol (SNMP)
fundamentals of, 461–462
main principle of, 462
management framework,

components of, 462
SNMP-PDUs (Protocol Data

Unit), denotations, 463
Simple Object Access Protocol

(SOAP), 492
Single-chip transceiver, 100
Single-ended loop test (SELT)

enabled DSL transmitters,
227

Single-input–single-output
(SISO), 580

Single pair transmission setup
mathematical model for, 576

Sinusoid of frequency f, 108
SONET/SDH ADM, for backhaul,

339–340
Spectral masks, 260
Spectrum management

ANFP construction, 281–283
compatability calculation
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calculations, 287–289
DSL types, 287

in Europe
access network frequency

plan, 278–281
British spectrum

management, 277
need in United Kingdom,

277–278
regulators, 275–276
rules, 276
standards, 276–277

features
crosstalk impact, 262–264
general method, 259–261
power spectral density,

261–262
in United States

need, 264–265
technical standards, 265–270
T1.417 spectrum

management standard
conformance, 270–275

Split pairs, 202–203, 244
Splitter design

active design, for splitter
Cook and Sheppard gyrator

and, 46
design problems,

CPE-specific, 56
silicon integrated, 52–56

passive design techniques
design of an ETSI CO

splitter, case study for, 32
ideal splitter, as lossy, 22–28
structure and complexity for

splitter design, 29–31
with respect to filter

performance, 43
Splitter function, 3–5

DSL from common mode
interference,
protection of, 6

DSL from POTS/ISDN
interference, protection
of, 5

factors significant for, 3–4
lossy nature of splitter,

example of, 22–28
physical location

customer side splitter, 9
network side splitter, 7–9

POTS/ISDN from DSL
interference,
protection of, 6

Spurious free dynamic range
(SFDR)

for eliminating noise
components, 76

Static PAT (Port Address
Translation), 327

Streamed video, 330
Structured data transfer (SDT)

mode, 357
“Subscriber” authentication, 479
Subscriber Line Circuit (SLC)

codes, 536
Superframe fast byte content, 658
Sustained cell rate (SCR), 345
Symmetric Digital Subscriber Line

(SDSL), 526
HDSL, 611–616
Integrated Services Digital

Network
basic rate interface

(BRI), 611
ITU-T ISDN-BRA

recommendations, 613
primary rate interface

(PRI), 611
standards and modulation

of, 612
Symmetric High Bit-Rate Digital

Subscriber Line (SHDSL),
206
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application-specific TPS-TC
layer

application layer payload(s)
mapping, 634

bidirectional symmetrical
channel, 624

bit rates, 631–632
2B1Q SDSL, 619
core frame

payload bits, 632–634
payload blocks, 632
symbol clock,

plesiochronous framing
mode, 634

embedded operations channel
(EOC) for, 637

ETSI SDSL reference
configuration

physical medium dependent
(PMD) layer, 628

transmission protocol
specific (TPS) layer, 625

ETSI SDSL specification,
619–621

ETSI TM6 work on, 619
G.991.2 and TS 101 524, 622

reference model, 625
HDSL2 development, 617
ITU-T and ETSI standards, 621
ITU-T work on

handshake procedures, 621
SHDSL recommendation

G.991.2, 622
line codes and modulation

methods, use of, 617, 621,
628

physical medium
specific–Transmission
Convergence (PMS-TC)
layer, 628

PSD masks
European, 637, 639
North american, 637

and SHDSL performance,
642

symmetric, 637–638
system design formulation,

617
transmission performance

requirements, 639–643
bit rates, 643
noise profiles, 640
test noise, 642
transmit power, 643

trellis coding for, 628
Symmetric High Bit-Rate DSL

(SHDSL) routers, 332
Symmetric DSL, see Symmetric

Digital Subscriber Line
(SDSL)

Synchronous digital
hierarchy/synchronous
optical networking
(SDH/SONET), 447–448

Synchronous Residual Time Stamp
(SRTS), 530

Synchronous Transport Mode
(STM), 502

Synchronous Transport
Mode-Transmission
Convergence (STM-TC),
536

System In Package (SiP)
approach, 78

T
TCP throughput, 337–338
Telecommunications network and

OAM, 446
Telecommunications Sector of the

International
Telecommunication Union

ISDN-BRA recommendations,
613

recommendation G.992.3,
683–702

recommendation G.992.5,
702–712
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recommendation G.992.2
[G.992.2], 646

study group 15 and DSL
standardization, 607

Test access matrices (TAMs), 207
Time division duplexing (TDD),

99, 573
Time-division inverse multiplexing

(TDIM), 554
Time-division multiplexing (TDM),

79, 355–360, 563
Time domain equalizer (TEQ)

to attenuate intersymbol
interference (ISI), 73

shorten effective impulse
response, 73

Time domain reflectometry (TDR)
bridged taps, 215–217
change of gauge-type,

214–215
effects of impedance

discontinuities, 213–214
end of the loop, 214
entire echo response, 217–218

T-model analog wireline simulator,
173–174

Tone ordering procedure, 652
Total power limit, 260
Trace tone, 196
Traffic shaping, 343–344
Transmission Control

Protocol/Internet Protocol
(TCP/IP)-based
end-to-end technology,
476

Transmission protocol specific
transmission convergence
layer (TPS-TC), 554

Transmit filter, 118–120
Transmit power control, of DSL

systems, 110
Transmitter linearity, 107
Transmitter noise budget

DAC output noise, 106
DAC quantization error,

106–107
line driver noise, 105
line driver nonlinear

distortion, 105–106
Transport Control Protocol (TCP),

549
Transport Layer Security (TLS 1.0),

476
Transport protocol specific

transmission convergence
(TPS-TC), 504, 527

Trellis coded-PAM (TC-PAM),
628–629

Trojan horse software programs,
470, 471

TV broadcast, using ATM, 371–372
Two-wire metallic test access, 194

U
UDP/TCP (User Datagram

Protocol/Transmission
Control Protocol), 327

Universal ADSL Working Group
(UAWG), 11

Universal Mobile
Telecommunications
System (UMTS), 369

Universal serial bus (USB)
modems, 328

Unspecified bit rate (UBR) service
class, 340

Unwanted effects, of a loop
simulator, 170–171

Upstream power back-off (UPBO)
mechanism, 736–737

User Datagram Protocol (UDP),
549

User–User-Identification (UUI), 545
UTRAN (UMTS Terrestrial Radio

Access Network) in UMTS
systems, 369
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V
Variable bit rate–real time (VBR-rt),

340
VBR-non real time (VBR-nrt), 340,

364
VCI/VPI (virtual circuit

identifier/virtual path
identifier), 219

VDSL, see Very High Bit-Rate
Digital Subscriber Line

VDSL1 standard
digital duplexing

orthogonal subchannels,
728

sidelobes minimization, 730
transmit and receive

symbols aligning, 728–729
duplexing

frequency-division
duplexing, 720, 721

time-division duplexing,
721–724

electromagnetic compatibility
(EMC) concerns, 730, 732

PSD notching capability, 732
PSD types of, 732–733
reference model, 719–720
VDS1 egress interference and

HAM radio receivers, 731
VDSL systems

deployment technical
challenges, 717

distributed topology, 735
duplexing

frequency-division
duplexing, 720–721

time-division duplexing,
721–724

electromagnetic compatibility
(EMC) concerns, 730, 732

FEXT, noise source, 735
HAM bands, 731
PSD notching capability, 732

PSD types of, 732–733
upstream power back-off

(UPBO) mechanism,
736–737

VDS1 egress interference and
HAM radio receivers, 731

Vectored transmission technique,
573

Vector signaling technologies, 575
Very High Bit-Rate Digital

Subscriber Line standards
for deployment scenarios, 717
electromagnetic compatibility

(EMC) concerns, 730, 732
FEXT, noise source, 735
line code selection, 738

single carrier modulation
(SCM) and discrete
multitone (DMT)
testing, 739

VDSL recommendation
G.993.1, updating of, 740

standardization organizations,
714–715

technical challenges in,
717–718

VDS1 egress interference and
HAM radio receivers, 731

VDSL band plans, design of
band plan selection, issue

of, 725–727
VDSL1 standard

frequency-division
duplexing, 720–721

time-division duplexing,
721–726

VDSL2 standard
extended band plans, 747
initialization procedure,

746–747
loop diagnostic mode, 747
profile parameters, 742–743
recommendation, features
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of, 747–748
trellis coding, 748

Very High Bit-Rate Digital
Subscriber Line (VDSL)
services, 4

Very High Bit-Rate DSL (VDSL),
526, 561

Very High Bit-Rate Digital Subscriber
Line (VDSL), 206, 233

Very long instruction word/single
instruction multiple
data, 79

Video-on-demand, using ATM,
370–371

Virtual LAN (VLAN) tagging, 342
Virtual private network (VPN)

termination, 329
VLANs, 390–392
VLIW/SIMD, see Very long

instruction word/single
instruction multiple data

Voice activity detection (VAD), 545
Voice encoding delay, 531
Voice over ATM (VoATM)

functionality and protocols,
543–545

network architecture, 543
voice sercives for, 527

Voice over ATM (VoATM) protocol,
364–368

Voice over DSL (VoDSL)
approaches to, 527–528
mapping delay, 532
packetization delay, 532
reference architecture for, 526
voice quality for, 528–529

Voice-over-Internet Protocol
(VoIP), 209

functionality and protocols,
548–549

network architecture, 546–548
SHDSL- and VDSL-specific

aspects, 551–552

traffic control mechanisms for,
511

voice services for, 527
Voice over IP, 385–386
Voice services clock requirements,

529
Voice transmission

impedance mismatches,
effects of, 14

voice-band insertion and
return loss, 13–14

Voice transmission, over ATM,
364–368

Voltage transmission
coefficient, 214

VP connection (VPC), 363

W
Wei–Treillis encoder, 74
W&G TLN-1 (telephone channel

simulator), 158
Wheatstone bridge circuit, 135, 177
Wide area network (WAN) IP

address, 329
Wireless cellular telephony, 575

X
xDSL-related OAM flows

layer 1 OAM contents,
451–452

layer 1 OAM flow, 449–451
layer 2 aspects, ATM-based

OAM functions in, 456
OAM transport topology,

456–457
OAM types, 455

layer 2 Ethernet transport
technologies

Ethernet OAM types,
458–459

interworking between ATM
OAM and, 459–460

PDH/SDH layer, 453–454
performance monitoring,

452–453




