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Preface

When I set out to write The Art of Digital Audio some years ago, it was a goal
that the book should, among other things, be a reference work and include details
of all major formats and techniques. Progress in digital audio has been
phenomenally rapid, with the result that it has been necessary to almost rewrite
that book completely. The second edition has inevitably increased in size, and
whilst it fulfils its function as a definitive reference book, that size has put it
beyond the reach of many potential readers.

The purpose of this book is quite different. Here the principles of digital audio
are introduced in a concise and affordable manner and only selected formats are
described for illustration. All of the topics are described clearly and in an
understandable manner, and unnecessary mathematics has been ruthlessly
eliminated and replaced with plain English.

One of the traps with introductory books is that subjects are easily simplified
to the point of being incorrect. That has been avoided here because all of the
critical material was researched to the depth and accuracy needed for the larger
work which was written first. The explanations here have been further refined in
the many training courses and lectures I have given on the subject.

Very few assumptions are made about the existing knowledge of the reader.
This was the only practicable approach in a book which is intended for a wide
audience. Some knowledge of analog audio practice and simple logic is all that
is required.

John Watkinson
Burghfield Common 1994



Chapter 1
Introducing digital audio

1.1 The characteristics of analog audio

In the first techniques to be used for sound recording, some mechanical, electrical
or magnetic parameter was caused to vary in the same way that the sound to be
recorded had varied the air pressure. The voltage coming from a microphone is
an analog of the air pressure (or sometimes velocity), but both vary in the same
timescale; the magnetism on a tape or the deflection of a disk groove is an analog
of the electrical input signal, but in recorders there is a further analog between
time in the input signal and distance along the medium.

Whilst modern analog equipment may look sleeker than its ancestors, the
principles employed remain the same, but it is now a mature technology. All of
the great breakthroughs have been made, and the state of the art advances ever
more slowly following a law of diminishing returns.

In an analog system, information is conveyed by some infinite variation of a
continuous parameter such as the voltage on a wire or the strength of flux on a
tape. In a recorder, distance along the medium is a further, continuous, analog of
time.

Those characteristics are the main weakness of analog signals. Within the
allowable bandwidth, any waveform is valid. If the speed of the medium is not
constant, one valid waveform is changed into another valid waveform; a
timebase error cannot be detected in an analog system. In addition, a voltage
error simply changes one valid voltage into another; noise cannot be detected in
an analog system. It is a characteristic of analog systems that degradations cannot
be separated from the original signal, so nothing can be done about them. At the
end of a system a signal carries the sum of all degradations introduced at each
stage through which it passed. This sets a limit to the number of stages through
which a signal can be passed before it is useless.

1.2 What is digital audio?

An ideal digital audio recorder has the same characteristics as an ideal analog
recorder: both of them are totally transparent and reproduce the original applied
waveform without error. One need only compare high-quality analog and digital
equipment side by side with the same signals to realize how transparent modern
equipment can be. Needless to say, in the real world ideal conditions seldom
prevail, so analog and digital equipment both fall short of the ideal. Digital audio
simply falls short of the ideal by a smaller distance than does analog and at lower

1



2 Introducing digital audio

cost, or, if the designer chooses, can have the same performance as analog at
much lower cost.

There is one system, known as pulse code modulation (PCM), which is in
virtually universal use. Figure 1.1 shows how PCM works. The time axis is
represented in a discrete, or stepwise, manner and the waveform is carried by
measurement at regular intervals. This process is called sampling and the
frequency with which samples are taken is called the sampling rate or sampling
frequency F,. The sampling rate is generally fixed and every effort is made to rid
the sampling clock of jitter so that every sample will be made at an exactly even
time step. If there is any subsequent timebase error, the instants at which samples
arrive will be changed, but the effect can be eliminated by storing the samples
temporarily in a memory and reading them out using a stable, locally generated
clock. This process is called timebase correction and all properly engineered
digital audio systems must use it. Clearly timebase error is not reduced; it is
totally eliminated. As a result there is little point in measuring the wow and
flutter of a digital recorder; it does not have any.

Those who are not familiar with digital audio often worry that sampling takes
away something from a signal because it is not taking notice of what happened
between the samples. This would be true in a system having infinite bandwidth,
but no analog audio signal can have infinite bandwidth. All analog signal sources
from microphones, tape decks, pickup cartridges and so on have a frequency
response limit, as indeed do our ears. When a signal has finite bandwidth, the rate
at which it can change is limited, and the way in which it changes becomes
predictable. When a waveform can only change between samples in one way, it
is then only necessary to carry the samples and the original waveform can be
reconstructed from them. A more detailed treatment of the principle will be given
in Chapter 2.

- T

Voltage

— o

LN WHE O ONOO O N
I

T, T, Ts Ta Ts Tg T, Tg Time

9 10 10 7 4 3 3 5 -=— Data to be stored
or transmitted are
whole numbers

Figure 1.1 In pulse code modulation (PCM) the analog waveform is measured periodically at the
sampling rate. The voltage (represented here by the height) of each sample is then described by a
whole number. The whole numbers are stored or transmitted rather than the waveform itself.



Introducing digital audio 3

Figure 1.1 also shows that each sample is also discrete, or represented in a
stepwise manner. The length of the sample, which will be proportional to the
voltage of the audio waveform, is represented by a whole number. This process
is known as quantizing and results in an approximation, but the size of the error
can be controlled until it is negligible. The link between audio quality and sample
resolution is explored in Chapter 2. The advantage of using whole numbers is that
they are not prone to drift. If a whole number can be carried from one place to
another without numerical error, it has not changed at all. By describing audio
waveforms numerically, the original information has been expressed in a way
which is better able to resist unwanted changes.

Essentially, digital audio carries the original waveform numerically. The
number of the sample is an analog of time, and the magnitude of the sample is
an analog of the pressure at the microphone.

As both axes of the digitally represented waveform are discrete, the waveform
can be accurately restored from numbers as if it were being drawn on graph
paper. If we require greater accuracy, we simply choose paper with smaller
squares. Clearly more numbers are then required and each one could change over
a larger range.

In simple terms, the audio waveform is conveyed in a digital recorder as if the
voltage had been measured at regular intervals with a digital meter and the
readings had been written down on a roll of paper. The rate at which the
measurements were taken and the accuracy of the meter are the only factors
which determine the quality, because once a parameter is expressed as a discrete
number, a series of such numbers can be conveyed unchanged. Clearly in this
example the handwriting used and the grade of paper have no effect on the
information. The quality is determined only by the accuracy of conversion and is
independent of the quality of the signal path.

1.3 Why binary?

We are used to numbers expressed to the base of ten as we have ten fingers. Other
number bases exist; most people are familiar with the duodecimal system which
uses the dozen and the gross. The most minimal system is binary, which has only
two digits, 0 and 1. BInary digiTS are universally contracted to bits. These are
readily conveyed in switching circuits by an ‘on’ state and an ‘off’ state. With
only two states, there is little chance of error.

In decimal systems, the digits in a number (counting from the right, or least
significant end) represent ones, tens, hundreds, thousands, etc. Figure 1.2 shows
that in binary, the bits represent 1, 2, 4, 8, 16, etc. A multidigit binary number is
commonly called a word, and the number of bits in the word is called the
wordlength. The right-hand bit is called the least significant bit (L.SB) whereas
the bit on the left-hand end of the word is called the most significant bit (MSB).
Clearly more digits are required in binary than in decimal, but they are more
easily handled. A word of 8 bits is called a byte, which is a contraction of 'by
eight’. The capacity of memories and storage media is measured in bytes, but to
avoid large numbers, kilobytes, megabytes and gigabytes are often used. As
memory addresses are themselves binary numbers, the wordlength limits the
address range. The range is found by raising two to the power of the wordlength.
Thus a 4 bit word has 16 combinations and could address a memory having 16
locations. A 10 bit word has 1024 combinations, which is close to 1000. In digital
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This bit represents This bit represents
4 ‘9

Most significant bit — = Least significant bit (LSB)
(MSB)

This bit represents This bit represents
g 9
Examples
010 12 = 510
111 12 = 1510
1001, =9

Figure 1.2 In a binary number, the digits represent increasing powers of two from the LSB. Also
defined here are MSB and wordlength. When the wordlength is 8 bits, the word is a byte. Binary
numbers are used as memory addresses, and the range is defined by the address wordlength.
Some examples are shown here.

terminology, 1K = 1024, so a kilobyte of memory contains 1024 bytes. A
megabyte (IMB) contains 1024 kilobytes and a gigabyte contains 1024
megabytes.

In a digital audio system, the whole number representing the length of the
sample is expressed in binary. The signals sent have two states and change at
predetermined times according to some stable clock. Figure 1.3 shows the
consequences of this form of transmission. If the binary signal is degraded by
noise, this will be rejected by the receiver, which judges the signal solely by

H : Fixed sampling
' | l e ) point
T Transmit
Receive 9__: — __:r__{__
. )
1 Compare with | \ Jitter fI— T
threshold N\ Noise
2 Reclock” :
i T H
N 1 ) : ransmit (b)
Receive ( Yo |
-+ -qfk-A-1-
1 Compare with /— : Noise
threshold o !
i i Jitter
2Reclock” !—T— T Fixed
threshold

Final signal identical
to original

(a) (c)

Figure 1.3 (a) A binary signal is compared with a threshold and reclocked on receipt; thus the
meaning will be unchanged. (b) Jitter on a signal can appear as noise with respect to fixed timing.
(c) Noise on a signal can appear as jitter when compared with a fixed threshold.
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transmission

Sample

Figure 1.4 When a signal is carried in numerical form, either parallel or serial, the mechanisms
of Figure 1.3 ensure that the only degradation is in the conversion processes.

whether it is above or below the half-way threshold, a process known as slicing.
The signal will be carried in a channel with finite bandwidth, and this limits the
slew rate of the signal; an ideally upright edge is made to slope. Noise added to
a sloping signal can change the time at which the slicer judges that the level
passed through the threshold. This effect is also eliminated when the output of the
slicer is reclocked. However many stages the binary signal passes through, it still
comes out the same, only later.

Audio samples which are represented by whole numbers can be reliably
carried from one place to another by such a scheme, and if the number is
correctly received, there has been no loss of information en route.

There are two ways in which binary signals can be used to carry audio samples
and these are shown in Figure 1.4. When each digit of the binary number is carried
on a separate wire this is called parallel transmission. The state of the wires
changes at the sampling rate. Using multiple wires is cumbersome, particularly
where a long wordlength is in use, and a single wire can be used where successive
digits from each sample are sent serially. This is the definition of pulse code
modulation. Clearly the clock frequency must now be higher than the sampling
rate. Whilst digital transmission of audio eliminates noise and timebase error,
there is a penalty in that a single high-quality audio channel requires around 1
million bits per second. Clearly digital audio could only come into use when such
a data rate could be handled economically. Further applications become possible
when means to reduce the data rate become economic.

1.4 Why digital?

There are two main answers to this question, and it is not possible to say which
is the most important, as it will depend on one’s standpoint:

(1) The quality of reproduction of a well-engineered digital audio system is
independent of the medium and depends only on the quality of the conversion
processes.

(2) The conversion of audio to the digital domain allows tremendous
opportunities which were denied to analog signals.

Someone who is only interested in sound quality will judge the former the most
relevant. If good-quality converters can be obtained, all of the shortcomings of
analog recording can be eliminated to great advantage. One’s greatest effort is
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expended in the design of converters, whereas those parts of the system which
handle data need only be workmanlike. Wow, flutter, particulate noise, print-
through, dropouts, modulation noise, HF squashing, azimuth error, interchannel
phase errors are all history. When a digital recording is copied, the same numbers
appear on the copy: it is not a dub, it is a clone. If the copy is indistinguishable
from the original, there has been no generation loss. Digital recordings can be
copied indefinitely without loss of quality.

In the real world everything has a cost, and one of the greatest strengths of
digital technology is low cost. If copying causes no quality loss, recorders do not
need to be far better than necessary in order to withstand generation loss. They
need only be adequate on the first generation whose quality is then maintained.
There is no need for the great size and extravagant tape consumption of
professional analog recorders. When the information to be recorded is discrete
numbers, they can be packed densely on the medium without quality loss. Should
some bits be in error because of noise or dropout, error correction can restore the
original value. Digital recordings take up less space than analog recordings for
the same or better quality. Tape costs are far less and storage costs are
reduced.

Digital circuitry costs less to manufacture. Switching circuitry which handles
binary can be integrated more densely than analog circuitry. More functionality
can be put in the same chip. Analog circuits are built from a host of different
component types which have a variety of shapes and sizes and are costly to
assemble and adjust. Digital circuitry uses standardized component outlines and
is easier to assemble on automated equipment. Little if any adjustment is
needed.

Once audio is in the digital domain, it becomes data, and as such is
indistinguishable from any other type of data. Systems and techniques developed
in other industries for other purposes can be used for audio. Computer equipment
is available at low cost because the volume of production is far greater than that
of professional audio equipment. Disk drives and memories developed for
computers can be put to use in audio products. A word processor adapted to
handle audio samples becomes a workstation. There seems to be little point in
waiting for a tape to wind when a disk head can access data in milliseconds. The
difficulty of locating the edit point and the irrevocable nature of tape-cut editing
are hardly worth considering when the edit point can be located by viewing the
audio waveform on a screen or by listening at any speed to audio from a memory.
The edit can be simulated and trimmed before it is made permanent.

The merging of digital audio and computation is two sided. Whilst audio may
borrow RAM and hard disk technology from the computer industry, Compact
Disc was borrowed back to create CD-ROM and RDAT to make DDS (Digital
Data Storage).

Communications networks developed to handle data can happily carry digital
audio over indefinite distances without quality loss. Digital audio broadcasting
(DAB) makes use of these techniques to eliminate the interference, fading and
multipath reception problems of analog broadcasting. At the same time, more
efficient use is made of available bandwidth.

Digital equipment can have self-diagnosis programs built in. The machine
points out its own failures. The days of chasing a signal with an oscilloscope are
over. Even if a faulty component in a digital circuit could be located with such
a primitive tool, it is well nigh impossible to replace a chip having 60 pins
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soldered through a six-layer circuit board. The cost of finding the fault may be
more than the board is worth.

As a result of the above, the cost of ownership of digital equipment is less than
that of analog. Debates about quality are academic; analog equipment can no
longer compete economically, and it will dwindle away.

1.5 Some digital audio processes outlined

Whilst digital audio is a large subject, it is not necessarily a difficult one. Every
process can be broken down into smaller steps, each of which is relatively easy
to follow. Subsequent chapters of this book will describe the key processes found
in digital technology in some detail, whereas this chapter illustrates why these
processes are necessary and shows how they are combined in various ways in
real equipment. Once the general structure of digital devices is appreciated, the
following chapters can be put in perspective.

Noise on data

is rejected
Analog Analog
in Data \ out
ADC Paraltel Serial DAC -
to to
serial parallel .
Noise Clock jitter
due to noise
is not
rejected
Clock
Clock
(a)
Noise on data
is rejected
Analog t Analog
in Data out
Parallel Serial DAC
to to
serial paraliel
Noise
Jitter-free
h clock
Clock ::)cis:é
loo
b) P

Figure 1.5 In (a) two converters are joined by a serial link. Although simple, this system is
deficient because it has no means to prevent noise on the clock lines causing jitter at the receiver.
In (b) a phase-locked loop is incorporated, which filters jitter from the clock.
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Figure 1.5(a) shows a minimal digital audio system. This is no more than a
point-to-point link which conveys analog audio from one place to another. It
consists of a pair of converters and hardware to serialize and deserialize the
samples. There is a need for standardization in serial transmission so that various
devices can be connected together. Standards for digital audio interfaces are
described in Chapter 5.

Analog audio entering the system is converted in the analog-to-digital
converter (ADC) to samples which are expressed as binary numbers. A typical
sample would have a wordlength of 16 bits. The sample is loaded in parallel into
a shift register which is then shifted with a clock running at 16 times the sampling
rate. The data are sent serially to the other end of the line where a slicer rejects
noise picked up on the signal. Sliced data are then shifted into a receiving shift
register with a bit clock. Once every 16 bits, the shift register contains a whole
sample, and this is read out by the sampling-rate clock, or word clock, and sent
to the digital-to-analog converter (DAC), which converts the sample back to an
analog voltage.

Following a casual study one might conclude that if the converters were of
transparent quality, the system must be ideal. Unfortunately this is incorrect. As
Figure 1.3 showed, noise can change the timing of a sliced signal. Whilst this
system rejects noise which threatens to change the numerical value of the
samples, it is powerless to prevent noise from causing jitter in the receipt of the
word clock. Noise on the word clock means that samples are not converted with
a regular timebase and the impairment caused can be audible. Stated another way,
analog characteristics of the interconnect are not prevented from affecting the
reproduced waveform and so the system is not truly digital.

The jitter problem is overcome in Figure 1.5(b) by the inclusion of a phase-
locked loop which is an oscillator which synchronizes itself to the average
frequency of the word clock but which filters out the instantaneous jitter. The
operation of a phase-locked loop is analogous to the function of the flywheel on
a piston engine. The samples are then fed to the converter with a regular spacing
and the impairment is no longer audible. Chapter 2 shows why the effect occurs
and deduces the clock accuracy needed for accurate conversion.

Whilst this effect is reasonably obvious, it does not guarantee that all
converters take steps to deal with it. Many outboard DACs sold on the consumer
market have no phase-locked loop, and one should not be surprised that they can
sound worse than the inboard converter they are supposed to replace. In the
absence of timebase correction, the sound quality of an outboard converter can
be affected by such factors as the type of data cable used and the power supply
noise of the digital source. Clearly if the sound of a given DAC is affected by the
cable or source, it is simply not well engineered and should be rejected.

1.6 The sampler

The system of Figure 1.5 is extended in Figure 1.6 by the addition of some
random access memory (RAM). The operation of RAM is described in Chapter
3. What the device does is determined by the way in which the RAM address is
controlled. If the RAM address increases by one every time a sample from the
ADC is stored in the RAM, a recording can be made for a short period until the
RAM is full. The recording can be played back by repeating the address sequence
at the same clock rate but reading the memory into the DAC. The result is
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Analog Analog Random Digita! Analog

audio |, access 10 audio
n = gigital memory analog oot

(ADC) (RAM) (DAC)

ﬁ

RAM
address
control

Figure 1.6 In the digital sampler, the recording medium is a random access memory (RAM).
Recording time available is short compared with other media, but access to the recording is
immediate and flexible as it is controlled by addressing the RAM.

generally called a sampler. By running the replay clock at various rates, the pitch
and duration of the reproduced sound can be altered. At a rate of 1 million bits
per second, a megabyte of memory gives only 8 seconds’ worth of recording, so
clearly samplers will be restricted to a fairly short playing time, although this can
be extended using data reduction.

1.7 The programmable delay

If the RAM is used in a different way, it can be written and read at the same time.
The device then becomes an audio delay. Controlling the relationship between
the addresses then changes the delay. The addresses are generated by counters
which overflow to zero after they have reached a maximum count. As a result the
memory space appears to be circular as shown in Figure 1.7. The read and write
addresses are driven by a common clock and chase one another around the circle.

Write address m:r:‘gry . Read address
counter (RAM) counter
) |
Data in Data out
Input Qutput
clock clock
JuUu Juur

Figure 1.7 If the memory address is arranged to come from a counter which overflows, the
memory can be made to appear circular. The write address then rotates endlessly, overwriting
previous data once per revolution. The read address can follow the write address by a variable

distance (not exceeding one revolution) and so a variable delay takes place between reading and
writing.
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If the read address follows close behind the write address, the delay is short. If
it just stays ahead of the write address, the maximum delay is reached.
Programmable delays are useful in TV studios where they allow audio to be
aligned with video which has been delayed in various processes. They can also
be used in auditoria to align the sound from various loudspeakers.

1.8 Time compression

When samples are converted, the ADC must run at a constant clock rate and it
outputs an unbroken stream of samples. Time compression allows the sample
stream to be broken into blocks for convenient handling.

Figure 1.8 shows an ADC feeding a pair of RAMs. When one is being written
by the ADC, the other can be read, and vice versa. As soon as the first RAM is
full, the ADC output switches to the input of the other RAM so that there is no
loss of samples. The first RAM can then be read at a higher clock rate than the
sampling rate. As a result the RAM is read in less time than it took to write it,
and the output from the system then pauses until the second RAM is full. The
samples are now time compressed. Instead of being an unbroken stream which is
difficult to handle, the samples are now arranged in blocks with convenient
pauses in between them. In these pauses numerous processes can take place. A
rotary-head recorder might switch heads; a hard disk might move to another
track. On a tape recording, the time compression of the audio samples allows
time for synchronizing patterns, subcode and error-correction words to be
recorded.

In digital audio recorders which use video cassette recorders (VCRs) time
compression allows the continuous audio samples to be placed in blocks in the
unblanked parts of the video waveform, separated by synchronizing pulses.

Subsequently, any time compression can be reversed by time expansion.
Samples are written into a RAM at the incoming clock rate, but read out at the
standard sampling rate. Unless there is a design fauit, time compression is totally
inaudible. In a recorder, the time expansion stage can be combined with the
timebase correction stage so that speed variations in the medium can be
eliminated at the same time. The use of time compression is universal in digital
audio recording. In general the instantaneous data rate at the medium is not the
same as the rate at the converters, although clearly the average rate must be the
same.

Another application of time compression is to allow more than one channel of
audio to be carried on a single cable. If, for example, audio samples are time
compressed by a factor of two, it is possible to carry samples from a stereo source
in one cable.

In digital video recorders both audio and video data are time compressed so
that they can share the same heads and tape tracks.

1.9 VSynchro‘r.lization

The transfer of samples between digital audio devices in real time is only
possible if both use a common sampling rate and they are synchronized. A digital
audio recorder must be able to synchronize to the sampling rate of a digital input
in order to record the samples. It is frequently necessary for such a recorder to
be able to play back locked to an external sampling-rate reference so that it can
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Figure 1.8 In time compression, the unbroken real-time stream of samples from an ADC is broken up into discrete blocks. This is accomplished by the configuration
shown here. Samples are written into one RAM at the sampling rate by the write clock. When the first RAM is full, the switches change over, and writing continues
into the second RAM whilst the first is read using a higher-frequency clock. The RAM is read faster than it was written and so all the data will be output before the
other RAM is full. This opens spaces in the data flow which are used as described in the text.
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be connected to, for example, a digital mixer. The process is already common in
video systems but now extends to digital audio. Chapter 5 describes a digital
audio reference signal (DARS).

Figure 1.9 shows how the external reference locking process works. The
timebase expansion is controlled by the external reference which becomes the
read clock for the RAM and so determines the rate at which the RAM address
changes. In the case of a digital tape deck, the write clock for the RAM would
be proportional to the tape speed. If the tape is going too fast, the write address
will catch up with the read address in the memory, whereas if the tape is going
t0o slow the read address will catch up with the write address. The tape speed is
controlled by subtracting the read address from the write address. The address
difference is used to control the tape speed. Thus if the tape speed is too high, the
memory will fill faster than it is being emptied, and the address difference will
grow larger than normal. This slows down the tape.

Thus in a digital recorder the speed of the medium is constantly changing to
keep the data rate correct. Clearly this is inaudible as properly engineered
timebase correction totally isolates any instabilities on the medium from the data
fed to the converter.

In multitrack recorders, the various tracks can be synchronized to sample
accuracy so that no timing errors can exist between the tracks. Extra transports
can be slaved to the first to the same degree of accuracy if more tracks are
required. In stereo recorders image shift due to phase errors is eliminated.

In order to replay without a reference, perhaps to provide an analog output, a
digital recorder generates a sampling clock locally by means of a crystal
oscillator. Provision will be made on professional machines to switch between
internal and external references.

1.10 Error correction and concealment

In a recording of binary data, a bit is either correct or wrong, with no intermediate
stage. Small amounts of noise are rejected, but inevitably, infrequent noise
impulses cause some individual bits to be in error. Dropouts cause a larger
number of bits in one place to be in error. An error of this kind is called a burst
error. Whatever the medium and whatever the nature of the mechanism
responsible, data are either recovered correctly, or suffer some combination of bit
errors and burst errors. In Compact Disc, random errors can be caused by
imperfections in the moulding process, whereas burst errors are due to
contamination or scratching of the disc surface.

The audibility of a bit error depends upon which bit of the sample is involved.
If the LSB of one sample was in error in a loud passage of music, the effect
would be totally masked and no one could detect it. Conversely, if the MSB of
one sample was in error in a quiet passage, no one could fail to notice the
resulting loud trausjent. Clearly a means is needed to render errors from the
medium inaudible. This is the purpose of error correction.

In binary, a bit has only two states. If it is wrong, it is only necessary to reverse
the state and it must be right. Thus the correction process is trivial and perfect.
The main difficulty is in identifying the bits which are in error. This is done by
coding the data by adding redundant bits. Adding redundancy is not confined to
digital technology: airliners have several engines and cars have twin braking
systems. Clearly the more failures which have to be handled, the more
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Figure 1.9 In a recorder using time compression, the samples can be returned to a continuous stream using RAM as a timebase corrector (TBC). The long-term data
rate has to be the same on the input and output of the TBC or it will lose data. This is accomplished by comparing the read and write addresses and using the
difference to control the tape speed. In this way the tape speed will automatically adjust to provide data as fast as the reference clock takes it from the TBC.
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redundancy is needed. If a four-engined airliner is designed to fly normally with
one engine failed, three of the engines have enough power to reach cruise speed,
and the fourth one is redundant. The amount of redundancy is equal to the
amount of failure which can be handled. In the case of the failure of two engines,
the plane can still fly, but it must slow down; this is graceful degradation. Clearly
the chances of a two-engine failure on the same flight are remote.

In digital audio, the amount of error which can be corrected is proportional to
the amount of redundancy, and it will be shown in Chapter 4 that within this
limit, the samples are returned to exactly their original value. Consequently
corrected samples are inaudible. If the amount of error exceeds the amount of
redundancy, correction is not possible, and, in order to allow graceful
degradation, concealment will be used. Concealment is a process where the value
of a missing sample is estimated from those nearby. The estimated sample value
is not necessarily exactly the same as the original, and so under some
circumstances concealment can be audible, especially if it is frequent. However,
in a well-designed system, concealments occur with negligible frequency unless
there is an actual fault or problem.

Concealment is made possible by rearranging or shuffling the sample sequence
prior to recording. This is shown in Figure 1.10 where odd-numbered samples are
separated from even-numbered samples prior to recording. The odd and even sets
of samples may be recorded in different places, so that an uncorrectable burst
error only affects one set. On replay, the samples are recombined into their
natural sequence, and the error is now split up so that it results in every other
sample being lost. The waveform is now described half as often, but can still be
reproduced with some loss of accuracy. This is better than not being reproduced
at all even if it is not perfect. Almost all digital recorders use such an odd/even

1, 2, 3 4, 5 6, 7, 8 9, 10, 11, 12, 13, 14, 15, 16,

[1, 3, 5 7, 9 11,13, 15 ] Odd sample track

2 4 6810712414 16
87 ,412/ Even sample track

Uncorrectable
error

| H |
1 2 3 4 56719&11){13141516

7+9 9+11 11+13
2 2 2

Figure 1.10 In cases where the error correction is inadequate, concealment can be used provided
that the samples have been ordered appropriately in the recording. Odd and even samples are
recorded in different places as shown here. As a result an uncorrectable error causes incorrect
samples to occur singly, between correct samples. In the example shown, sample 8 is incorrect,
but samples 7 and 9 are unaffected and an approximation to the value of sample 8 can be had by
taking the average value of the two. This interpolated value is substituted for the incorrect value.
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Figure 1.11 In interleaving, samples are recorded out of their normal sequence by taking columns
from a memory which was filled in rows. On replay the process must be reversed. This puts the
samples back in their regular sequence, but breaks up burst errors into many smaller errors which
are more efficiently corrected. Interleaving and de-interleaving cause delay.

shuffle for concealment. Clearly if any errors are fully correctable, the shuffle is
a waste of time; it is only needed if correction is not possible.

In high-density recorders, more data are lost in a given-sized dropout. Adding
redundancy equal to the size of a dropout to every code is inefficient. Figure 1.11
shows that the efficiency of the system can be raised using interleaving.
Sequential samples from the ADC are assembled into codes, but these are not
recorded in their natural sequence. A number of sequential codes are assembled
along rows in a memory. When the memory is full, it is copied to the medium by
reading down columns. On replay, the samples need to be de-interleaved to return
them to their natural sequence. This is done by writing samples from tape into a
memory in columns, and when it is full, the memory is read in rows. Samples
read from the memory are now in their original sequence so there is no effect on
the recording. However, if a burst error occurs on the medium, it will damage
sequential samples in a vertical direction in the de-interleave memory. When the
memory is read, a single large error is broken down into a number of small errors
whose size is exactly equal to the correcting power of the codes and the
correction is performed with maximum efficiency.

The interleave, de-interleave, time compression and timebase correction
processes cause delay and this is evident in the time taken before audio emerges
after starting a digital machine. Confidence replay takes place later than the
distance between record and replay heads would indicate. In DASH-format
recorders, confidence replay is about one-tenth of a second behind the input.
Synchronous recording requires new techniques to overcome the effect of the
delays.

The presence of an error-correction system means that the audio quality is
independent of the tape/head quality within limits. There is no point in trying to
assess the health of a machine by listening to it, as this will not reveal whether
the error rate is normal or within a whisker of failure. The only useful procedure
@s to monitor the frequency with which errors are being corrected, and to compare
it with normal figures. Professional digital audio equipment should have an error
rate display.
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1.11 Channel coding

In most recorders used for storing digital information, the medium carries a track
which reproduces a single waveform. Clearly data words representing audio
samples contain many bits and so they have to be recorded serially, a bit at a time.
Some media, such as CD, only have one track, so it must be totally self-
contained. Other media, such as Digital Compact Cassette (DCC) have many
parallel tracks. At high recording densities, physical tolerances cause phase
shifts, or timing errors, between parallel tracks and so each track must still be
self-contained until the replayed signal has been timebase corrected.

Recording data serially is not as simple as connecting the serial output of a
shift register to the head. In digital audio, a common sample value is all zeros,
as this corresponds to silence. If a shift register is loaded with all zeros and
shifted out serially, the output stays at a constant low level, and nothing is
recorded on the track. On replay there is nothing to indicate how many zeros
were present, or even how fast to move the medium. Clearly serialized raw data
cannot be recorded directly; they have to be modulated into a waveform which
contains an embedded clock irrespective of the values of the bits in the samples.
On replay a circuit called a data separator can lock to the embedded clock and use
it to separate strings of identical bits.

The process of modulating serial data to make them self-clocking is called
channel coding. Channel coding also shapes the spectrum of the serialized
waveform to make it more efficient. With a good channel code, more data can be
stored on a given medium. Spectrum shaping is used in CD to prevent the data
from interfering with the focus and tracking servos, and in RDAT to allow re-
recording without erase heads. Channel coding is also needed to broadcast digital
audio where shaping of the spectrum is an obvious requirement to avoid
interference with other services. All of the techniques of channel coding are
covered in detail in Chapter 4.

1.12 Data reduction

The human hearing system comprises not only the physical organs, but also
processes taking place within the brain. We do not perceive every detail of the
sound entering our ears. Auditory masking is a process which selects only the
dominant frequencies from the spectrum applied to the ear. Data reduction takes
advantage of this process to reduce the amount of data needed to carry sound of
a given subjective quality by mimicking the operation of the hearing mechanism.
The process is explained in detail in Chapter 3.

Data reduction is essential for services such as DAB where the bandwidth
needed to broadcast regular PCM would be excessive. It can be used to reduce
consumption of the medium in consumer recorders such as DCC and MiniDisc.
virtually inaudible on high-quality data reduction systems, as the error between
the original and the reproduced waveforms can be effectively masked. Greater
compression factors inevitably result in quality loss which may be acceptable for
certain applications such as communications but not for quality music
reproduction.

The output of a data reduction unit is still binary data, but it is no longer
regular PCM, so it cannot be fed to a normal DAC without passing through a
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matching decoder which provides a conventional PCM output. There are
numerous proprietary data reduction units, and each needs the appropriate
decoder to return to PCM. The combination of a data reduction unit and a
decoder is called a codec. The performance of a codec is tested on a single pass,
as it would be for use in DAB or in a single-generation recording. The same
performance is not necessarily obtained if codecs are cascaded, particularly if
they are of different types. If an equalization step is performed on audio which
has been through a data reduction codec, the level of artifacts may be raised
above the masking threshold. As a result, data reduction may not be suitable for
the recording of original material prior to post production.

1.13 Hard disk recorders

The hard disk recorder stores data on concentric tracks which it accesses by
moving the head radially. Clearly while the head is moving it cannot transfer
data. Using time compression, a hard disk drive can be made into an audio
recorder with the addition of a certain amount of memory.

Figure 1.12 shows the principle. The instantaneous data rate of the disk drive
is far in excess of the sampling rate at the converter, and so a large time
compression factor can be used. The disk drive can read a block of data from disk
and place it in the timebase corrector in a fraction of the real time it represents
in the audio waveform. As the timebase corrector steadily advances through the
memory, the disk drive has time to move the heads to another track before the
memory runs out of data. When there is sufficient space in the memory for
another block, the drive is commanded to read, and fills up the space. Although
the data transfer at the medium is highly discontinuous, the buffer memory
provides an unbroken stream of samples to the DAC and so continuous audio is
obtained.

Recording is performed by using the memory to assemble samples until the
contents of one disk block are available. This is then transferred to disk at high
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Figure 1.12 In a hard disk recorder, a large-capacity memory is used as a buffer or timebase
corrector between the converters and the disk. The memory allows the converters to run
constantly despite the interruptions in disk transfer caused by the head moving between tracks.
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data rate. The drive can then reposition the head before the next block is available
in memory.

An advantage of hard disks is that access to the audio is much quicker than
with tape, as all of the data are available within the time taken to move the head.
Chapter 7 shows how this speeds up editing.

The use of data reduction allows the recording time of a disk to be extended
considerably. This technique is often used in plug-in circuit boards which are
used to convert a personal computer into a digital audio recorder.

1.14 The PCM adaptor

The PCM adaptor was an early solution to recording the wide bandwidth of PCM
audio before high-density digital recording developed. The video recorder
offered sufficient bandwidth at moderate tape consumption. Whilst they were a
breakthrough at ihe time of their introduction, by modern standards PCM
adaptors are crude and obsolescent. Figure 1.13 shows the essential components
of a digital audio recorder using this technique. Input analog audio is converted
to digital and time compressed to fit into the parts of the video waveform which
are not blanked. Time-compressed samples are then odd—even shuffled to allow

Digital input
Anal Analog Anal Digital Encode
nalog to nalog N to Video to
input Digital pseudo- ™ VCR
converter T Dub video
1k I ]
Reference
Timing generator F—— video to
VCR
Y Y
Anal Digita! Decode Video
nalog to video
output analog to i f\;gr;
R converter samples
Digital
output

Figure 1.13 Block diagrams of PCM adaptor. Note the dub connection needed for producing a
digital copy between two VCRs.
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Figure 1.14 Typical line of video from PCM-1610. The control bit conveys the setting of the
pre-emphasis switch or the sampling rate depending on position in the frame. The bits are
separated using only the timing information in the sync pulses.

concealment. Next, redundancy is added and the data are interleaved for
recording. The data are serialized and set on the active line of the video signal as
black and white levels shown in Figure 1.14. The video is sent to the recorder,
where the analog FM modulator switches between two frequencies representing
the black and white levels, a system called frequency shift keying (FSK). This
takes the place of the channel coder in a conventional digital recorder.

On replay the FM demodulator of the video recorder acts to return the FSK
recording to the black/white video waveform which is sent to the PCM adaptor.
The PCM adaptor extracts a clock from the video sync pulses and uses it to
separate the serially recorded bits. Error correction is performed after de-
interleaving, unless the errors are too great, in which case concealment is used
after the de-shuffle. The samples are then returned to the standard sampling rate
by the timebase expansion process, which also eliminates any speed variations
from the recorder. They can then be converted back to the analog domain.

In order to synchronize playback to a reference and to simplify the circuitry,
a whole number of samples is recorded on each unblanked line. The common
sampling rate of 44.1 kHz is obtained by recording three samples per line on 245
active lines at 60Hz. The sampling rate is thus locked to the video sync
frequencies and the tape is made to move at the correct speed by sending the
video recorder syncs which are generated in the PCM adaptor.

1.15 An open-reel digital recorder

Figure 1.15 shows the block diagram of a machine of this type. Analog inputs are
converted to the digital domain by converters. Clearly there will be one converter
for every audio channel to be recorded. Unlike an analog machine, there is not
necessarily one tape track per audio channel. In stereo machines the two channels
of audio samples may be distributed over a number of tracks each in order to
reduce the tape speed and extend the playing time.

The samples from the converter will be separated into odd and even for
concealment purposes, and usually one set of samples will be delayed with
respect to the other before recording. The continuous stream of samples from the
converter will be broken into blocks by time compression prior to recording.
Time compression allows the insertion of edit gaps, addresses and redundancy
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into the data stream. An interleaving process is also necessary to reorder the
samples prior to recording. As explained above, the subsequent de-interleaving
breaks up the effects of burst errors on replay.

The result of the processes so far is still raw data, and these will need to be
channel coded before they can be recorded on the medium. On replay a data
separator reverses the channel coding to give the original raw data with the
addition of some errors. Following de-interleave, the errors are reduced in size
and are more readily correctable. The memory required for de-interleave may
double as the timebase correction memory, so that variations in the speed of the
tape are rendered indetectable. Any errors which are beyond the power of the
correction system will be concealed after the odd—even shift is reversed.
Following conversion in the DAC an analog output emerges.

On replay a digital recorder works rather differently to an analog recorder,
which simply drives the tape at constant speed. In contrast, a digital recorder
drives the tape at constant sampling rate. The timebase corrector works by
reading samples out to the converter at constant frequency. This reference
frequency comes typically from a crystal oscillator. If the tape goes too fast, the
memory will be written faster than it is being read, and will eventually overflow.
Conversely, if the tape goes too slow, the memory will become exhausted of data.
In order to avoid these problems, the speed of the tape is controlled by the
quantity of data in the memory. If the memory is filling up, the tape slows down;
if the memory is becoming empty, the tape speeds up. As a result, the tape will
be driven at whatever speed is necessary to obtain the correct sampling rate.

1.16 Rotary-head digital recorders

The rotary-head recorder borrows technology from video recorders. Rotary heads
have a number of advantages which will be detailed in Chapter 6. One of these
is extremely high packing density: the number of data bits which can be recorded
in a given space. In a digital audio recorder packing density directly translates
into the playing time available for a given size of the medium.

In a rotary-head recorder, the heads are mounted in a revolving drum and the
tape is wrapped around the surface of the drum in a helix as can be seen in Figure
1.16. The helical tape path results in the heads traversing the tape in a series of
diagonal or slanting tracks. The space between the tracks is controlled not by
head design but by the speed of the tape and in modern recorders this space is
reduced to zero with corresponding improvement in packing density.

The added complexity of the rotating heads and the circuitry necessary to
control them is offset by the improvement in density. These techniques are
detailed in Chapter 6. The discontinuous tracks of the rotary-head recorder are
naturally compatible with time-compressed data. As Figure 1.16 illustrates, the
audio samples are time compressed into blocks, each of which can be contained
In one slant track.

In a machine such as RDAT (Rotary-head Digital Audio Tape) there are two
heads mounted on opposite sides of the drum. One rotation of the drum lays
down two tracks. Effective concealment can be had by recording odd-numbered
samples on one track of the pair and even-numbered samples on the other.

A rotary-head recorder contains the same basic steps as any digital audio
recorder. The record side needs ADCs, time compression, the addition of



22 Introducing digital audio

Rotating drum or
scanner

Tape ——=

"7~ Path of head

Diagonal tape tracks ————__ —~

Head switch

Read/write / \\

- —— -

LR T

Time-compressed data

Figure 1.16 In a rotary-head recorder, the helical tape path around a rotating head results in a
series of diagonal or slanting tracks across the tape. Time compression is used to create gaps in
the recorded data which coincide with the switching between tracks.

redundancy for error correction, and channel coding. On replay the channel
coding is reversed by the data separator, errors are broken up by the de-interleave
process and corrected or concealed, and the time compression and any
fluctuations from the transport are removed by timebase correction. The
corrected, time stable, samples are then fed to the DAC.

1.17 Digital Compact Cassette

Digital Compact Cassette (DCC) is a consumer digital audio recorder using data
reduction. Although the converters at either end of the machine work with PCM
data, these data are not directly recorded, but are reduced to one-quarter of their
normal rate by processing. This allows a reasonable tape consumption similar to
that achieved by a rotary-head recorder.

Figure 1.17 shows that DCC uses stationary heads in a conventional tape
transport which can also play analog cassettes. Data are distributed over eight
parallel tracks which occupy half the width of the tape. At the end of the tape the
head rotates and plays the other eight tracks in reverse. The advantage of the
conventional approach with linear tracks is that tape duplication can be carried
out at high speed.

Owing to the low frequencies recorded, DCC has to use active heads which
actually measure the flux on the tape. These magnetoresistive heads are more
complex than conventional inductive heads, and have only recently become
economic as manufacturing techniques have been developed. DCC is treated in
detail in Chapter 6.
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Figure 1.17 In DCC audio and auxiliary data are recorded on nine parallel tracks along each side
of the tape as shown in (a). The replay head shown in (b) carries magnetic poles which register
with one set of nine tracks. At the end of the tape, the replay head rotates 180° and plays a
further nine tracks on the other side of the tape. The replay head also contains a pair of analog
audio magnetic circuits which will be swung into place if an analog cassette is to be played.

1.18 Digital audio broadcasting

Digital audio broadcasting operates by modulating the transmitter with audio
data instead of an analog waveform. Analog FM works reasonably well for fixed
reception sites where a decent directional antenna can be erected at a selected
location, but has serious shortcomings for mobile reception where there is no
control over the location and a large directional antenna is out of the question.
The greatest drawback of broadcasting is multipath reception, where the direct
signal is received along with delayed echoes from large reflecting bodies such as
high-rise buildings. At certain wavelengths the reflection is received antiphase to
the direct signal, and cancellation takes place which causes a notch in the
received spectrum. In an analog system loss of the signal is inevitable.

In DAB, several digital audio broadcasts are merged into one transmission
which is wider than the multipath notches. The data from the different signals are
distributed uniformly within the channel so that a notch removes a small part of
each channel instead of all of one. Sufficient data are received to allow error
correction to re-create the missing values.

A DAB receiver actually receives the entire transmission and the process of
‘tuning in’ the desired channel is now performed by selecting the appropriate
data channel for conversion to analog. This is expected to make a DAB receiver
easier to operate. The data rate of PCM audio is too great to allow it to be
economic for DAB. Data reduction is essential. The modulation techniques
needed for DAB are discussed in Chapter 5.

L.19 The potential

Whilst the quality digital audio permits is undeniable, the potential of digital
audio may turn out to be more important in the long term. Once audio becomes
data, there is tremendous freedom to store and process it in computer-related
equipment. The restrictions of analog technology are no longer applicable, yet we
often needlessly build restrictions into equipment by making a digital
Implementation of an analog system. The analog system evolved to operate
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within the restrictions imposed by the technology. To take the same system and
merely digitize it is to miss the point.

A good example of missing the point was the development of the stereo
quarter-inch digital audio tape recorder with open reels. Open-reel tape is the last
thing to use for high-density digital recording because it is unprotected from
contamination. The recorded wavelengths must be kept reasonably long or the
reliability will be poor. Thus the tape consumption of these machines was
excessive and more efficient cassette technologies such as RDAT proved to have
lower purchase cost and running costs as well as being a fraction of the size and
weight. The early RDAT machines could not edit, and so the open-reel format
had an advantage in that it could be edited by splicing. Unfortunately the speed
and flexibility with which editing could be carried out by hard disk systems took
away that advantage.

Part of the problem of missed opportunity is that, traditionally, professional
audio equipment manufacturers have specialized in one area leaving users to
assemble systems from several suppliers. Mixer manufacturers may have no
expertise in recording. Tape recorder manufacturers may have no knowledge of
disk drives. Small wonder that progress in the electronic editing of digital audio
has been slow.

In contrast, computer companies have always taken a systems view and
configure disks, tapes, RAM, processors and communications links as necessary
to meet a given requirement. Now that audio is another form of data, this
approach is being used to solve audio problems.

Small notebook computers are already available with microphones and audio
converters so that they can act as dictating machines. Imagine a personal
computer with high-quality audio converters and data reduction chip sets
installed in an adjacent box along with a magneto-optical disk. Using these
devices, it becomes an audio recorder. The recording levels and the timer are
displayed on screen and soft keys become the rewind, record, etc., controls for
the virtual recorder. The recordings can be edited to sample accuracy on disk,
with displays of the waveforms in the area of the in- and out-points on screen.
Once edited, the audio data can be sent anywhere in the world using telephone
or ISDN networks. The PC can be programmed to dial the destination itself at a
selected time. At the same time as sending the audio, text files can be sent, along
with still images from a CCD camera. Such a device is commercially available
now and it is portable. Without digital technology such a device would be
unthinkable.

The market for such devices may well be captured by those with digital
backgrounds, but not necessarily in audio. Computer, calculator and other
consumer electronics manufacturers have the wider view of the potential of
digital techniques.

Digital also blurs the distinction between consumer and professional
equipment. In the traditional analog audio world, professional equipment
sounded better but cost a lot more than consumer equipment. Now that digital
technology is here, the sound quality is determined by the converters. Once
converted, the audio is data. If a bit can only convey whether it is one or zero,
how does it know if it is a professional bit or a consumer bit? What is a
professional disk drive? The cost of a digital product is a function not of its
complexity, but of the volume to be sold. Professional equipment may be forced
to use chip sets and transports designed for the volume market because the cost
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of designing an alternative is prohibitive. A professional machine may be a
consumer machine in a stronger box with XLRs instead of phono sockets and
PPM level meters. It may be that there will be little room for traditional
professional audio manufacturers in the long term.

Now that digital eight-track recorders are available incorporating automated
mixdown and effects at a price within reach of the individual, the traditional
recording studio may also be under threat. The best way of handling digital is,
however, not to treat it as a threat and hope it will go away, because it won’t. Far
better to accept the inevitable and disperse the fear of the unknown with some
hard facts. There are plenty of those in the following chapters.



Chapter 2
Conversion

The quality of digital audio is independent of the storage or transmission medium
and is determined instead by the accuracy of conversion between the analog and
digital domains. This chapter will examine in detail the theory and practice of this
critical aspect of digital audio.

2.1 What can we hear?

The acuity of the human ear is astonishing. It can detect tiny amounts of
distortion, and will accept an enormous dynamic range. The only criterion for
quality that we have is that if the ear cannot detect impairments in properly
conducted tests, we must say that the reproduced sound is perfect. Thus quality
is completely subjective and can only be checked by listening tests. However,
any characteristic of a signal which can be heard can also be measured by a
suitable instrument. The subjective tests can tell us how sensitive the instrument
should be. Fielder! has properly suggested that converter design should be based
on psychoacoustics.

The sense we call hearing results from acoustic, mechanical, nervous and
mental processes in the ear/brain combination, leading to the term psycho-
acoustics. It is only possible briefly to introduce the subject here. Further
information will be found in Chapter 3 with reference to data reduction, and the
interested reader is also referred to Moore? for an excellent treatment.

Usually, people’s ears are at their most sensitive between about 2kHz and
5kHz, and although some people can detect 20kHz at high level, there is much
evidence to suggest that most listeners cannot tell if the upper frequency limit of
sound is 20kHz or 16kHz.3* Recently it has become clear that reproduction of

i 20 Hz improves reality and ambience.® The dynamic range
of the ear is obtained by a logarithmic response, and certainly exceeds 100dB.

Before digital techniques were used for high-quality audio, it was thought that
the principles of digitizing were adequately understood, but the disappointing
results of some early digital audio machines showed that this was not so. The ear
could detect the minute imperfections of filters and converters, which could be
neglected in, for example, instrumentation applications. The distortions due to
quantizing without dither were found to be subjectively unacceptable.

26
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2.2 The information content of analog audio

Any analog audio source can be characterized by a given useful bandwidth and
signal-to-noise ratio. If a well-engineered digital channel having a wider
bandwidth and a greater signal-to-noise ratio is put in series with such a source,
it is only necessary to set the levels correctly and the analog signal is then subject
to no loss of information whatsoever. The digital clipping level is above the
Jargest analog signal, the digital noise floor is below the inherent noise in the
signal and the low- and high-frequency response of the digital channel extends
beyond the frequencies in the analog signal.

The digital channel is a ‘wider window’ than the analog signal needs and its
extremities cannot be explored by that signal.

The wider-window effect is obvious on certain Compact Discs which are made
from analog master tapes. The CD player faithfully reproduces the tape hiss,
dropouts and HF squashing of the analog master, which render the entire CD
mastering and reproduction system transparent by comparison.

On the other hand, if an analog source can be found which has a wider window
than the digital system, then the digital system will be evident owing to either the
reduction in bandwidth or the reduction in dynamic range.

The sound conveyed through a digital system travels as a stream of bits.
Because the bits are discrete, it is easy to quantify the flow, just by counting the
number per second. It is much harder to quantify the amount of information in
an analog signal (from a microphone, for example) but if this were done using the
same units, it would be possible to decide just what bit rate was necessary to
convey that signal without loss of information, i.e. to make the window just wide
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Figure 2.1 To receive eight different levels in a signal unambiguously, the peak-to-peak noise
must be less than the difference in level. Signal-to-noise ratio must be at least 8:1 or 18dB to
convey eight levels. This can also be conveyed by 3 bits (2* = 8). For 16 levels, SNR would have
to be 24dB, which would be conveyed by 4 bits.
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enough. If a signal can be conveyed without loss of information, and without
picking up any unwanted signals on the way, it will have been transmitted
perfectly.

The connection between analog signals and information capacity was made by
Shannon,® and those parts which are important for this subject are repeated here.
The principles are straightforward, and offer an immediate insight into the
relative performances and potentials of different modulation methods, including
digitizing.

Figure 2.1 shows an analog signal with a certain amount of superimposed
noise, as is the case for all real audio signals. Noise is defined as a random
superimposed signal which is not correlated with the wanted signal. The noise is
random, and so the actual voltage of the wanted signal is uncertain; it could be
anywhere in the range of the noise amplitude. If the signal amplitude is, for the
sake of argument, 16 times the noise amplitude, it would only be possible to
convey 16 different signal levels unambiguously, because the levels have to be
sufficiently different that noise will not make one look like another. It is possible
to convey 16 different levels in all combinations of four data bits, and so the
connection between the analog and quantized domains is established.

The choice of sampling rate (the rate at which the signal voltage must be
examined to convey the information in a changing signal) is important in any
system; if it is too low, the signal will be degraded, and if it is too high, the
number of samples to be recorded will rise unnecessarily, as will the cost of the
system. By multiplying the number of bits needed to express the signal voltage
by the rate at which the process must be updated, the bit rate of the digital data
stream resulting from a particular analog signal can be determined.

2.3 Introduction to conversion

The input to a converter is a continuous-time, continuous-voltage waveform, and
this is changed into a discrete-time, discrete-voltage format by a combination of
sampling and quantizing. These two processes are totally independent and can be
performed in either order and discussed quite separately in some detail. Figure
2.2(a) shows an analog sampler preceding a quantizer, whereas (b) shows an
asynchronous quantizer preceding a digital sampler. Ideally, both will give the
same results; in practice each has different advantages and suffers from different
deficiencies. Both approaches will be found in real equipment.

2.4 Sampling and aliasing

Audio sampling must be regular, because the process of timebase cotrection prior
to conversion back to analog assumes a regular original process as was shown in
Chapter+-The-sampling process originates with a pulse train which is shown in
Figure 2.3(a) to be of constant amplitude and period. The audio waveform
amplitude-modulates the pulse train in much the same way as the carrier is
modulated in an AM radio transmitter. One must be careful to avoid
overmodulating the pulse train as shown in (b) and this is achieved by applying
a DC offset to the analog waveform so that silence corresponds to a level half-
way up the pulses as at (c). Clipping due to any excessive input level will then
be symmetrical.
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Figure 2.2 Since sampling and quantizing are orthogonal, the order in which they are performed
is not important. In (a) sampling is performed first and the samples are quantized. This is
common in audio converters. In (b) the analog input is quantized into an asynchronous binary
code. Sampling takes place when this code is latched on sampling-clock edges. This approach is
universal in video converters.

In the same way that AM radio produces sidebands or images above and below
the carrier, sampling also produces sidebands although the carrier is now a pulse
train and has an infinite series of harmonics as shown in Figure 2.4(a). The
Sid?tl))ands repeat above and below each harmonic of the sampling rate as shown
n (b).

The sampled signal can be returned to the continuous-time domain simply by
Passing it into a low-pass filter. This filter has a frequency response which
prevents the images from passing, and only the baseband signal emerges,
completely unchanged. If considered in the frequency domain, this filter is called
an anti-image or reconstruction filter.
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Figure 2.3 The sampling process requires a constant-amplitude pulse train as shown in (a). This
is amplitude modulated by the waveform to be sampled. If the input waveform has excessive
amplitude or incorrect level, the pulse train clips as shown in (b). For an audio waveform, the
greatest signal level is possible when an offset of half the pulse amplitude is used to centre the
waveform as shown in (c).
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Figure 2.4 (a) Spectrum of sampling pulses. (b) Spectrum of samples. (c) Aliasing due to
sideband overlap. (d) Beat-frequency production. (¢) 4X oversampling.
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(a) (b)

Figure 2.5 In (a), the sampling is adequate to reconstruct the original signal. In (b) the sampling
rate is inadequate, and reconstruction produces the wrong waveform (dashed). Aliasing has taken
place.

If an input is supplied having an excessive bandwidth for the sampling rate in
use, the sidebands will overlap, (Figure 2.4(c)) and the result is aliasing, where
certain output frequencies are not the same as their input frequencies but instead
become difference frequencies (Figure 2.4(d)). It will be seen from Figure 2.4
that aliasing does not occur when the input frequency is equal to or less than half
the sampling rate, and this derives the most fundamental rule of sampling, which
is that the sampling rate must be at least twice the highest input frequency.
Sampling theory is usually attributed to Shannon’ who applied it to information
theory at around the same time as Kotelnikov in Russia. These applications were
pre-dated by Whittaker. Despite that, it is often referred to as Nyquist’s
theorem.

Whilst aliasing has been described above in the frequency domain, it can be
described equally well in the time domain. In Figure 2.5(a) the sampling rate is
obviously adequate to describe the waveform, but in (b) it is inadequate and
aliasing has occurred.

In practice it is necessary also to have a low-pass or anti-aliasing filter at the
input to prevent frequencies of more than half the sampling rate from reaching
the sampling stage.

2.5 Reconstruction

If ideal low-pass anti-aliasing and anti-image filters are assumed, having a
vertical cut-off slope at half the sampling rate, the ideal spectrum shown in
Figure 2.6(a) is obtained. The impulse response of a phase-linear ideal low-pass
filter is a sin x/x waveform in the time domain, and this is shown in Figure 2.6(b).
Such a waveform passes through zero volts periodically. If the cut-off frequency
of the filter is one-half of the sampling rate, the impulse passes through zero at
the sites of all other samples. It can be seen from Figure 2.6(c) that at the output
Of such a filter, the voltage at the centre of a sample is due to that sample alone,
since the value of all other samples is zero at that instant. In other words the
continuous-time output waveform must join up the tops of the input samples. In
between the sample instants, the output of the filter is the sum of the
contributions from many impulses, and the waveform smoothly joins the tops of
the samples. It is a consequence of the band limiting of the original anti-aliasing
ﬁ1§er that the filtered analog waveform could only travel between the sample
polnts in one way. As the reconstruction filter has the same frequency response,
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Figure 2.6 If ideal ‘brick-wall’ filters are assumed, the efficient spectrum of (a) results. An ideal
low-pass filter has an impulse response shown in (b). The impulse passes through zero at intervals
equal to the sampling period. When convolved with a pulse train at the sampling rate, as shown
in (c), the voltage at each sample instant is due to that sample alone as the impulses from all
other samples pass through zero there.

the reconstructed output waveform must be identical to the original band-limited
i ing. It follows that sampling need not be audible. A

rigorous mathematical proof of reconstruction can be found in Betts.®
The ideal filter with a vertical ‘brick-wall’ cut-off slope is difficult to
implement. As the slope tends to vertical, the delay caused by the filter goes to
infinity; the quality is marvellous but you don’t live to hear it. In practice, a filter
with a finite slope has to be accepted as shown in Figure 2.7. The cut-off slope
begins at the edge of the required band, and consequently the sampling rate has
to be raised a little to drive aliasing products to an acceptably low level. There
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Figure 2.7 As filters with finite slope are needed in practical systems, the sampling rate is raised
slightly beyond twice the highest frequency in the baseband.
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is no absolute factor by which the sampling rate must be raised; it depends upon
the filters which are available and the level of aliasing products which are
acceptable. The latter will depend upon the wordlength to which the signal will
be quantized.

2.6 Filter design

The discussion so far has assumed that perfect anti-aliasing and reconstruction
filters are used. Perfect filters are not available, of course, and because designers
must use devices with finite slope and rejection, aliasing can still occur. It is not
easy to specify anti-aliasing filters, particularly the amount of stopband rejection
needed. The amount of aliasing resulting would depend on, among other things,
the amount of out-of-band energy in the input signal. Very little is known about
the energy in typical source material outside the audible range. As a further
complication, an out-of-band signal will be attenuated by the response of the
anti-aliasing filter to that frequency, but the residual signal will then alias, and the
reconstruction filter will reject it according to its attenuation at the new frequency
to which it has aliased.

It could be argued that the reconstruction filter is unnecessary, since all the
images are outside the range of human hearing. However, the slightest non-
linearity in subsequent stages would result in gross intermodulation distortion.
Most transistorized audio power amplifiers become grossly non-linear when fed
with signals far beyond the audio band. It is this non-linearity which enables
amplifiers to demodulate strong radio transmissions. The possibility of damage to
tweeters and beating with the bias systems of analog tape recorders must also be
considered. Consequently a reconstruction filter is a practical requirement.

Every signal which has been through the digital domain has passed through
hoth an anti-aliasing filter and a reconstruction filter. These filters must be
carefully designed in order to prevent audible artifacts, particularly those due to
lack of phase linearity, as they may be audible.>~"! The nature of the filters used
has a great bearing on the subjective quality of the system.

Figures 2.8 and Figure 2.9 show the terminology used to describe the common
elliptic low-pass filter. These filters are popular because they can be realized with
fewer components than other filters of similar response. It is a characteristic of
these elliptic filters that there are ripples in the passband and stopband. Lagadec
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Figure 2.8 The important features and terminology of low-pass filters used for anti-aliasing and
reconstruction.

and Stockham!? found that filters with passband ripple cause dispersion: the
output signal is smeared in time and, on toneburst signals, pre-echoes can be
detected. In much equipment the anti-aliasing filter and the reconstruction filter
will have the same specification, so that the passband ripple is doubled with a
corresponding increase in dispersion. Sometimes slightly different filters are
used to reduce the effect.

It is difficult to produce an analog filter with low distortion. Passive filters
using inductors suffer non-linearity at high levels due to the B/H curve of the
cores. Active filters can simulate inductors which are linear using op-amp
techniques, but they tend to suffer non-linearity at high frequencies where the
falling open-loop gain reduces the effect of feedback. Active filters can also
contribute noise, but this is not necessarily a bad thing in controlled amounts,
since it can act as a dither source.

Since a sharp cut-off is generally achieved by cascading many filter sections
which cut at a similar frequency, the phase responses of these sections will
accumulate. The phase may start to leave linearity at only a few kilohertz, and
near the cut-off frequency the phase may have completed several revolutions. As
stated, these phase errors can be audible and phase equalization is necessary. An
advantage of linear-phase filters is that ringing is minimized, and there is less
possibility of clipping on transients.

It is possible to construct a ripple-free phase-linear filter with the required
stopband rejection,!>1* but it is expensive in terms of design effort and
component complexity, and it might drift out of specification as components age.
The money may be better spent in avoiding the need for such a filter. Much effort
can be saved in analog filter design by using oversampling. Strictly oversampling
means no more than that a higher sampling rate is used than is required by
sampling theory. In the loose sense an ‘oversampling converter’ generally
implies that some combination of high sampling rate and various other
techniques has been applied. Oversampling is treated in depth in a later section
of this chapter. The audible superiority and economy of oversampling converters
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Figure 2.9 (a) Circuit of typical nine-pole elliptic passive filter with frequency response in (b)
shown magnified in the region of cut-off in (c). Note phase response in (d) beginning to change
at only 1kHz, and group delay in (e), which require compensation for quality applications. Note

that in the presence of out-of-band signals, aliasing might only be 60 dB down. A 13 pole filter
manages in excess of 80dB, but phase response is worse.

has lgd them to be almost universal. Accordingly the treatment of oversampling
here is more prominent than that of filter design.

2.7 Cheice of sampling rate

Sa{npling theory is only the beginning of the process which must be followed to
arrive at a suitable sampling rate. The finite slope of realizable filters will compel
designers to raise the sampling rate. For consumer products, the lower the
sampling rate the better, since the cost of the medium is directly proportional to
the sampling rate: thus sampling rates near to twice 20kHz are to be expected.
For professional products, there is a need to operate at variable speed for pitch
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Figure 2.10 At normal speed, the reconstruction filter correctly prevents images entering the
baseband, as at (a). When speed is reduced, the sampling rate falls, and a fixed filter will allow
part of the lower sideband of the sampling frequency to pass. If the sampling rate of the machine
is raised, but the filter characteristic remains the same, the problem can be avoided, as at (c).

correction. When the speed of a digital recorder is reduced, the offtape sampling
rate falls, and Figure 2.10 shows that with a minimal sampling rate the first image
frequency can become low enough to pass the reconstruction filter. If the
sampling frequency is raised without changing the response of the filters, the
speed can be reduced without this problem.

In the early days of digital audio, video recorders were adapted to store audio
samples by creating a pseudo-video waveform which could convey binary as
black and white levels. The sampling rate of such a system is constrained to relate
simply to the field rate and field structure of the television standard used, so that
an integer number of samples can be stored on each usable TV line in the field.
Such a recording can be made on a monochrome recorder, and these recordings
are made in two standards, 525 lines at 60 Hz and 625 lines at 50 Hz. Thus it is




Conversion 37

possible to find a frequency which is a common multiple of the two and also
suitable for use as a sampling rate.

The allowable sampling rates in a pseudo-video system can be deduced by
multiplying the field rate by the number of active lines in a field (blanked lines
cannot be used) and again by the number of samples in a line. By careful choice
of parameters it is possible to use either 525/60 or 625/50 video with a sampling
rate of 44.1kHz.

In 60 Hz video, there are 35 blanked lines, leaving 490 lines per frame, or 245
lines per field for samples. If three samples are stored per line, the sampling rate
becomes

60 X 245 X 3 = 44.1kHz

In 50 Hz video, there are 37 lines of blanking, leaving 588 active lines per frame,
or 294 per field, so the same sampling rate is given by:

50 X 294 X 3 = 44.1kHz

The sampling rate of 44.1 kHz came to be that of the Compact Disc. Even though
CD has no video circuitry, the equipment used to make CD masters is video
based and determines the sampling rate.

For landlines to FM stereo broadcast transmitters having a 15kHz audio
bandwidth, the sampling rate of 32kHz is more than adequate, and has been in
use for some time in the United Kingdom and Japan. This frequency is also in use
in the NICAM 728 stereo TV sound system and in DAB. It is also used for the
Sony NT-format mini-cassette. The professional sampling rate of 48 kHz was
proposed as having a simple relationship to 32kHz, being far enough above
40kHz for variable-speed operation.

Although in a perfect world the adoption of a single sampling rate might have
had virtues, for practical and economic reasons digital audio now has essentially
three rates to support: 32 kHz for broadcast, 44.1 kHz for CD and its mastering
equipment, and 48 kHz for ‘professional’ use.'® In fact the use of 48 kHz is not
as common as its title would indicate. The runaway success of CD has meant that
much equipment is run at 44.1 kHz to suit CD. With the advent of digital filters,
which can track the sampling rate, a higher sampling rate is no longer necessary
for pitch changing; 48kHz is primarily used in television where it can be
synchronized to both line standards relatively easily. The currently available
DVTR formats offer only 48kHz audio sampling. A number of formats can
operate at more than one sampling rate. Both RDAT and DASH formats are
specified for all three rates, although not all available hardware implements every
possibility. Most hard disk recorders will operate at a range of rates.

2.8 Sampling clock jitter

Figure 2.11 shows the effect of sampling-clock jitter on a sloping waveform.
Samples are taken at the wrong times. When these samples have passed through
a system, the timebase correction stage prior to the DAC will remove the jitter,
and the result is shown in (b). The magnitude of the unwanted signal 1s
proportional to the slope of the audio waveform and so the amount of jitter which
can be tolerated falls at 6dB per octave. As the resolution of the system is
increased by the use of longer sample wordlength, tolerance to jitter is further
reduced. The nature of the unwanted signal depends on the spectrum of the jitter.
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Figure 2.12 Effects of sample clock jitter on signal-to-noise ratio at different frequencies,
compared with theoretical noise floors of systems with different resolutions. (After W. T. Shelton,
with permission)

If the jitter is random, the effect is noise-like and relatively benign unless the
amplitude is excessive. Figure 2.12 shows the effect of differing amounts of
random jitter with respect to the noise floor of various wordlengths. Note that
even small amounts of jitter can degrade a 20 bit converter to the performance of
a good 16bit unit. There is thus no point in upgrading to higher-resolution
converters if the clock stability of the system is insufficient to allow their
performance to be realized.

Clock jitter is not necessarily random. One source of clock jitter is crosstalk or
interference on the clock signal. A balanced clock line will be more immune to
such crosstalk, but the consumer electrical digital audio interface is unbalanced
and prone to external interference. There is no reason why these effects should
be random; they may be periodic and potentially audible.'®"’

The allowable jitter is measured in picoseconds, as shown in Figure 2.11, and
clearly steps must be taken to eliminate it by design. Convertor clocks must be
generated from clean power supplies which are well decoupled from the power
used by the logic because a converter clock must have a signal-to-noise ratio of
the same order as that of the audio. Otherwise noise on the clock causes jitter
which in turn causes noise in the audio.

If an external clock source is used, it cannot be used directly, but must be fed
through a well designed, well-damped, phase-locked loop which will filter out
the jitter. The phase-locked loop must be built to a higher accuracy standard than
in most applications. Noise reaching the frequency control element will cause the
very jitter the device is meant to eliminate. Some designs use a crystal oscillator
whose natural frequency can be shifted slightly by a varicap diode. The high Q
of the crystal produces a cleaner clock. Unfortunately this high Q also means that
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the frequency swing which can be achieved is quite small. It is sufficient for
locking to a single standard sampling-rate reference, but not for locking to a
range of sampling rates or for variable-speed operation. In this case a
conventional varicap VCO is required. Some machines can switch between a
crystal VCO and a wideband VCO depending on the sampling-rate accuracy. As
will be seen in Chapter 5, the AES/EBU interface has provision for conveying
sampling-rate accuracy in the channel-status data and this could be used to select
the appropriate oscillator. Some machines which need to operate at variable
speed but with the highest quality use a double phase-locked loop arrangement
where the residual jitter in the first loop is further reduced by the second. The
external clock signal is sometimes fed into the clean circuitry using an optical
coupler to improve isolation.

Although it has been documented for many years, attention to control of clock
jitter is not as great in actual hardware as it might be. It accounts for much of the
slight audible differences between converters reproducing the same data. A well-
engineered converter should substantially reject jitter on an external clock and
should sound the same when reproducing the same data irrespective of the source
of the data. A remote converter which sounds different when reproducing, for
example, the same Compact Disc via the digital outputs of a variety of CD
players is simply not well engineered and should be rejected. Similarly if the
effect of changing the type of digital cable feeding the converter can be heard, the
unit is a dud. Unfortunately many consumer external DACs fall into this
category, as the steps outlined above have not been taken.

2.9 Aperture effect

The reconstruction process of Figure 2.6 only operates exactly as shown if the
impulses are of negligible duration. In many DAC:s this is not the case, and many
keep the analog output constant for a substantial part of the sample period or even
until a different sample value is input. This produces a waveform which is more

Max.

0.64

Level

0 Fyp = F/2 Fe 2F, 3Fs
Frequency

Figure 2.13 Frequency response with 100% aperture nulls at multiples of sampling rate. Area of
interest is up to half sampling rate.
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like a staircase than a pulse train. The case where the pulses have been extended
in width to become equal to the sample period is known as a zero-order hold
system and has a 100% aperture ratio. Note that the aperture effect is not
apparent in a track/hold system; the holding period is only for the convenience
of the quantizer which then outputs a value corresponding to the input voltage at
the instant hold mode was entered.

Whereas pulses of negligible width have a uniform spectrum, which is flat
within the audio band, pulses of 100% aperture ratio have a sinx/x spectrum
which is shown in Figure 2.13. The frequency response falls to a null at the
sampling rate, and as a result is about 4dB down at the edge of the audio band.
If the pulse width is stable, the reduction of high frequencies is constant and
predictable, and an appropriate equalization circuit can render the overall
response flat once more. An alternative is to use resampling which is shown in
Figure 2.14. Resampling passes the zero-order hold waveform through a further
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Figure 2.14 (a) Resampling circuit eliminates transients and reduces aperture ratio. (b) Response
of various aperture ratios.
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synchronous sampling stage which consists of an analog switch which closes
briefly in the centre of each sample period. The output of the switch will be
pulses which are narrower than the original. If, for example, the aperture ratio is
reduced to 50% of the sample period, the first frequency response null is now at
twice the sampling rate, and the loss at the edge of the audio band is reduced. As
the figure shows, the frequency response becomes flatter as the aperture ratio
falls. The process should not be carried too far, as with very small aperture ratios
there is little energy in the pulses and noise can be a problem. A practical limit
is around 12.5% where the frequency response is virtually ideal.

2.10 Quantizing

Quantizing is the process of expressing some infinitely variable quantity by
discrete or stepped values. Quantizing turns up in a remarkable number of
everyday guises. A digital clock quantizes time and the display gives no
indication that time is elapsing between the instants when the numbers
change.

In audio the values to be quantized are infinitely variable voltages from an
analog source. Strict quantizing is a process which operates in the voltage
domain only. For the purpose of studying the quantizing of a single sample, time
can be assumed to stand still.

Figure 2.15(a) shows that the process of quantizing divides the voltage range
up into quantizing intervals Q, also referred to as steps S. In applications such as
telephony these may advantageously be of differing size, but for digital audio the
quantizing intervals are made as identical as possible. If this is done, the binary
numbers which result are truly proportional to the original analog voltage, and
the digital equivalents of mixing and gain changing can be performed by adding
and multiplying sample values. If the quantizing intervals are unequal this cannot
be done. When all quantizing intervals are the same, the term uniform quantizing
is used.

Whatever the exact voltage of the input signal, the quantizer will locate the
quantizing interval in which it lies. In what may be considered a separate step, the
quantizing interval is then allocated a code value which is typically some form
of binary number. The information sent is the number of the quantizing interval
in which the input voltage lay. Whereabouts that voltage lay within the interval
is not conveyed, and this mechanism puts a limit on the accuracy of the quantizer.
When the number of the quantizing interval is converted back to the analog
domain, it will result in a voltage at the centre of the quantizing interval as this
minimizes the magnitude of the error between input and output. The number
range is limited by the wordlength of the binary numbers used. In a 16-bit
system, 65536 different quantizing intervals exist, although the ones at the
extreme ends of the range have no outer boundary.

2.11 Quantizing error

It is possible to draw a transfer function for such an ideal quantizer followed by
an ideal DAC, and this is also shown in Figure 2.15. A transfer function is simply
a graph of the output with respect to the input. In audio, when the term linearity
is used, this generally means the straightness of the transfer function. Linearity
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Figure 2.15 Quantizing assigns discrete numbers to variable voltages. All voltages within the
same quantizing interval are assigned the same number which causes a DAC to produce the
voltage at the centre of the intervals shown by the dashed lines in (a). This is the characteristic of
the mid-tread quantizer shown in (b). An alternative system is the mid-riser system shown in (c).
Here 0 volts analog falls between two codes and there is no code for zero. Such quantizing
cannot be used prior to signal processing because the number is no longer proportional to the
voltage. Quantizing error cannot exceed £%Q as shown in (d).
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is a goal in audio, yet it will be seen that an ideal quantizer is anything but
linear.

Figure 2.15(b) shows the transfer function is somewhat like a staircase, and
zero volts analog, corresponding to all-zeros digital or muting, is half-way up a
quantizing interval, or on the centre of a tread. This is the so-called mid-tread
quantizer which is universally used in audio.

Quantizing causes a voltage error in the audio sample which is given by the
difference between the actual staircase transfer function and the ideal straight
line. This is shown in Figure 2.15(d) to be a sawtooth-like function which is
periodic in Q. The amplitude cannot exceed /40 peak-to-peak unless the input
is so large that clipping occurs.

Quantizing error can also be studied in the time domain where it is better to
avoid complicating matters with the aperture effect of the DAC. For this reason
it is assumed here that output samples are of negligible duration. Then impulses
from the DAC can be compared with the original analog waveform and the
difference will be impulses representing the quantizing error waveform. This has
been done in Figure 2.16. The horizontal lines in the drawing are the boundaries
between the quantizing intervals, and the curve is the input waveform. The
vertical bars are the quantized samples which reach to the centre of the
quantizing interval. The quantizing error waveform shown at (b) can be thought
of as an unwanted signal which the quantizing process adds to the perfect
original. If a very small input signal remains within one quantizing interval, the
quantizing error is the signal.

As the transfer function is non-linear, ideal quantizing can cause distortion. As
a result practical digital audio devices deliberately use non-ideal quantizers to
achieve linearity. The quantizing error of an ideal quantizer is a complex
function, and it has been researched in great depth.'®-2° It is not intended to go
into such depth here. The characteristics of an ideal quantizer will only be
pursued far enough to convince the reader that such a device cannot be used in
quality audio applications.

As the magnitude of the quantizing error is limited, its effect can be minimized
by making the signal larger. This will require more quantizing intervals and more
bits to express them. The number of quantizing intervals multiplied by their size
gives the quantizing range of the converter. A signal outside the range will be
clipped. Provided that clipping is avoided, the larger the signal the less will be the
effect of the quantizing error.

Where the input signal exercises the whole quantizing range and has a
complex waveform (such as from orchestral music), successive samples will
have widely varying numerical values and the quantizing error on a given
sample will be independent of that on others. In this case the size of the
quantizing error will be distributed with equal probability between the limits.
Figure 2.16(c) shows the resultant uniform probability density. In this case the
unwanted signal added by quantizing is an additive broadband noise uncorre-
lated with the signal, and it is appropriate in this case to call it quantizing noise.
Under these conditions, a meaningful signal-to-noise ratio can be calculated as
follows.

In a system using n bit words. there will be 2" quantizing intervals. The largest
sinusoid which can fit without clipping will have this peak-to-peak amplitude.
The peak amplitude will be half as great, i.e. 2" Q and the r.m.s. amplitude will
be this value divided by /2.
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Figure 2.16 At (a) an arbitrary signal is represented to finite accuracy by PAM needles whose
peaks are at the centre of the quantizing intervals. The errors caused can be thought of as an
unwanted signal (b) added to the original. In (c) the amplitude of a quantizing error needle will
be from —%Q to + %0 with equal probability. Note, however, that white noise in analog circuits
generally has Gaussian amplitude distribution, shown in (d).

The quantizing error has an amplitude of %Q peak which is the equivalent of

g/\/ﬁ r.m.s. The signal-to-noise ratio for the large-signal case is then given
y:

J12 x 2n-1

2

= 20 log) (/6 X 2*) dB
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6
20 log (2" X 9 dB

6
20n log 2 + 20 log J?» dB

6.02n + 1.76 dB (2.1

By way of example, a 16 bit system will offer around 98.1dB SNR.

Whilst the above result is true for a large complex input waveform, treatments
which then assume that quantizing error is always noise give incorrect results.
The expression above is only valid if the probability density of the quantizing
error is uniform. Unfortunately at low levels, and particularly with pure or simple
waveforms, this is simply not the case.

At low audio levels, quantizing error ceases to be random and becomes a
function of the input waveform and the quantizing structure as Figure 2.16
showed. Once an unwanted signal becomes a deterministic function of the
wanted signal, it has to be classed as a distortion rather than a noise. Distortion
can also be predicted from the non-linearity, or staircase nature, of the transfer
function. With a large signal, there are so many steps involved that we must stand
well back, and a staircase with 65 000 steps appears to be a slope. With a small
signal there are few steps and they can no longer be ignored.

The non-linearity of the transfer function results in distortion, which produces
harmonics. Unfortunately these harmonics are generated after the anti-aliasing
filter, and so any which exceed half the sampling rate will alias. Figure 2.17
shows how this results in anharmonic distortion within the audio band. These
anharmonics result in spurious tones known as birdsinging. When the sampling
rate is a multiple of the input frequency the result is harmonic distortion. Where
more than one frequency is present in the input, intermodulation distortion
occurs, which is known as granulation.

Image of
2nd harmonic
input Image of
fundamental
Image of 15 kHz
3rd harmonic Filter A
/ response
',- e e .- e - --—-—--- -4
]
1
! 15 kHz
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C )
L 45 kHz
¥
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Figure 2.17 Quantizing produces distortion after the anti-aliasing filter; thus the distortion
products will fold back to produce anharmonics in the audio band. Here the fundamental of
15kHz produces second and third harmonic distortion at 30 and 45 kHz. This results in aliased
products at 40 — 30 = 10 kHz and at 40 — 45 = (-)5kHz.
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Needless to say, any one of the above effects would preclude the use of an
ideal quantizer for high-quality work. There is little point in studying the adverse
effects further as they should be and can be eliminated completely in practical
equipment by the use of dither. The importance of correctly dithering a quantizer
cannot be emphasized enough, since failure to dither irrevocably distorts the
converted signal: there can be no process which will subsequently remove that
distortion.

The signal-to-noise ratio derived above has no relevance to practical audio
applications as it will be modified by the dither and by any noise shaping used.

2.12 Introduction to dither

At high signal levels, quantizing error is effectively noise. As the audio level
falls, the quantizing error of an ideal quantizer becomes more strongly correlated
with the signal and the result is distortion. If the quantizing error can be
decorrelated from the input in some way, the system can remain linear but noisy.
Dither performs the job of decorrelation by making the action of the quantizer
unpredictable and gives the system a noise floor like an analog system.

(a)

input signal l—-— + Ret.

a

Dither |
- Ref.

A/D

(b)

Ret.
+ Ref.
Input signal
i I AWVA/»\,
Dither
Gnd. ref.

Ret.

Figure 2.18 Dither can be applied to a quantizer in one of two ways. In (a) the dither is linearly

added to the analog input signal, whereas in (b) it is added to the reference voltages of the
quantizer.
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All practical digital audio systems use non-subtractive dither where the dither
signal is added prior to quantization and no attempt is made to remove it at the
DAC.2! The introduction of dither prior to a conventional quantizer inevitably
causes a slight reduction in the signal-to-noise ratio attainable, but this reduction
is a small price to pay for the elimination of non-linearities. The technique of
noise shaping in conjunction with dither will be seen to overcome this restriction
and produce performance in excess of the subtractive dither example above.

The ideal (noiseless) quantizer of Figure 2.15 has fixed quantizing intervals
and must always produce the same quantizing error from the same signal. In
Figure 2.18 it can be seen that an ideal quantizer can be dithered by linearly
adding a controlled level of noise either to the input signal or to the reference
voltage which is used to derive the quantizing intervals. There are several ways
of considering how dither works, all of which are equally valid.

The addition of dither means that successive samples effectively find the
quantizing intervals in different places on the voltage scale. The quantizing error
becomes a function of the dither, rather than a predictable function of the input
signal. The quantizing error is not eliminated, but the subjectively unacceptable
distortion is converted into a broadband noise which is more benign to the
ear.

Some alternative ways of looking at dither are shown in Figure 2.19. Consider
the situation where a low-level input signal is changing slowly within a
quantizing interval. Without dither, the same numerical code is output for a
number of sample periods, and the variations within the interval are lost. Dither
has the effect of forcing the quantizer to switch between two or more states. The
higher the voltage of the input signal within a given interval, the more probable
it becomes that the output code will take on the next higher value. The lower the
input voltage within the interval, the more probable it is that the output code will
take the next lower value. The dither has resulted in a form of duty cycle
modulation, and the resolution of the system has been extended indefinitely
instead of being limited by the size of the steps.

Dither can also be understood by considering what it does to the transfer
function of the quantizer. This is normally a perfect staircase, but in the presence
of dither it is smeared horizontally until with a certain amplitude the average
transfer function becomes straight.

2.13 Requantizing and digital dither

The advanced ADC technology which is detailed later in this chapter allows 18
and 20bit resolution to be obtained, with perhaps more in the future. The
situation then arises that an existing 16 bit device such as a digital recorder needs
to be connected to the output of an ADC with greater wordlength. The words
need to be shortened in some way.

When a sample value is attenuated, the extra low-order bits which come into
existence below the radix point preserve the resolution of the signal and the
dither in the least significant bit(s) which linearizes the system. The same word
extension will occur in any process involving multiplication, such as digital
filtering. It will subsequently be necessary to shorten the wordlength by
removing low-order bits. Even if the original conversion was correctly dithered,
the random element in the low-order bits will now be some way below the end
of the intended word. If the word is simply truncated by discarding the unwanted
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Figure 2.19 Wideband dither of the appropriate level linearizes the transfer function to produce
noise instead of distortion. This can be confirmed by spectral analysis. In the voltage domain,
dither causes frequent switching between codes and preserves resolution in the duty cycle of the
switching.
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Figure 2.20 Shortening the wordlength of a sample reduces the number of codes which can
describe the voltage of the waveform. This makes the quantizing steps bigger; hence the term
requantizing. It can be seen that simple truncation or omission of the bits does not give analogous
behaviour. Rounding is necessary to give the same result as if the larger steps had been used in
the original conversion.

low-order bits or rounded to the nearest integer, the linearizing effect of the
original dither will be lost.

Shortening the wordlength of a sample reduces the number of quantizing
intervals available without changing the signal amplitude. As Figure 2.20 shows,
the quantizing intervals become larger and the original signal is requantized with
the new interval structure. This will introduce requantizing distortion having the
same characteristics as quantizing distortion in an ADC. It is then obvious that
when shortening, say, the wordlength of a 20bit converter to 16 bits, the four
low-order bits must be removed in a way that displays the same overall
quantizing structure as if the original converter had been only of 16bit
wordlength. It will be seen from Figure 2.20 that truncation cannot be used
because it does not meet the above requirement but results in signal-dependent
offsets because it always rounds in the same direction. Proper numerical
rounding is essential in audio applications.

Requantizing by numerical rounding accurately simulates analog quantizing to
the new interval size. Unfortunately the 20bit converter will have a dither
amplitude appropriate to quantizing intervals one-sixteenth the size of a 16 bit
unit and the result will be highly non-linear.

In practice, the wordlength of samples must be shortened in such a way that
the requantizing error is converted to noise rather than dlstortlon One technique
which meets this requirement is to use d1g1ta1 dithering?? prior to rounding. This
is directly equivalent to the analog dithering in an ADC. It will be shown later in
this chapter that in more complex systems noise shaping can be used in
requantizing just as well as it can in quantizing.
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Figure 2.21 In a simple digital dithering system, two’s complement values from a random
number generator are added to low-order bits of the input. The dithered values are then rounded
up or down according to the value of the bits to be removed. The dither linearizes the
requantizing.

Digital dither is a pseudo-random sequence of numbers. If it is required to
simulate the analog dither signal of Figures 2.18 and 2.19, then it is obvious that
the noise must be bipolar so that it can have an average voltage of zero. Two’s
complement coding must be used for the dither values as it is for the audio
samples.

Figure 2.21 shows a simple digital dithering system (i.e. one without noise
shaping) for shortening sample wordlength. The output of a two’s complement
pseudo-random sequence generator (see Chapter 4) of appropriate wordlength is
added to input samples prior to rounding. The most significant of the bits to be
discarded is examined in order to determine whether the bits to be removed sum
to more or less than half a quantizing interval. The dithered sample is either
rounded down, i.e. the unwanted bits are simply discarded, or rounded up, i.e. the
unwanted bits are discarded but one is added to the value of the new short word.
The rounding process is no longer deterministic because of the added dither
which provides a linearizing random component.

If this process is compared with that of Figure 2.18 it will be seen that the
principles of analog and digital dither are identical; the processes simply take
place in different domains using two’s complement numbers which are rounded
or voltages which are quantized as appropriate. In fact quantization of an analog-
d@thered waveform is identical to the hypothetical case of rounding after bipolar
filgital dither where the number of bits to be removed is infinite, and remains
IQentical for practical purposes when as few as 8 bits are to be removed. Analog
dither may actually be generated from bipolar digital dither (which is no more
than random numbers with certain properties) using a DAC.

_The simplest form of dither (and therefore easiest to generate digitally) is a
single sequence of random numbers which have uniform or rectangular
probability. The amplitude of the dither is critical. Figure 2.22(a) shows the time-
averaged transfer function of one quantizing interval in the presence of various
amplitudes of rectangular dither. The linearity is perfect at an amplitude of 10
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Figure 2.22 (a) Use of rectangular probability dither can linearize, but noise modulation (b)
results. Triangular p.d.f. dither (c) linearizes, but noise modulation is eliminated as at (d).
Gaussian dither (e) can also be used, almost eliminating noise modulation at (f).
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ak-to-peak and then deteriorates for larger or smaller amplitudes. The same
will be true of all levels which are an integer multiple of Q. Thus there is no
freedom in the choice of amplitude.

With the use of such dither, the quantizing noise is not constant. Figure 2.22(b)
shows that when the analog input is exactly centred in a quantizing interval (such
that there is no quantizing error) the dither has no effect and the output code is
steady. There is no switching between codes and thus no noise. On the other hand
when the analog input is exactly at a riser or boundary between intervals, there
is the greatest switching between codes and the greatest noise is produced.

The noise modulation due to the use of rectangular probability dither is
undesirable. It comes about because the process is t0o simple. The undithered
quantizing error is signal dependent and the dither represents a single uniform
probability random process. This is only capable of decorrelating the quantizing
error to the extent that its mean value is zero, rendering the system linear. The
signal dependence is not eliminated, but is displaced to the next statistical
moment. This is the variance and the result is noise modulation. If a further
uniform probability random process is introduced into the system, the signal
dependence is displaced to the next moment and the second moment or variance
becomes constant.

Adding together two statistically independent rectangular probability functions
produces a triangular probability function. A signal having this characteristic can
be used as the dither source.

Figure 2.22(c) shows the averaged transfer function for a number of dither
amplitudes. Linearity is reached with a peak-to-peak amplitude of 2Q and at this
level there is no noise modulation. The lack of noise modulation is another way
of stating that the noise is constant. The triangular p.d.f. of the dither matches the
triangular shape of the quantizing error function.

Adding more uniform probability sources to the dither makes the overall
probability function progressively more like the Gaussian distribution of analog
noise. Figure 2.22(d) shows the averaged transfer function of a quantizer with
various levels of Gaussian dither applied. Linearity is reached with %Q r.m.s. and
at this level noise modulation is negligible. The total noise power is given by:

Q2 Q2 3 X Q2 Q2 Q2
— + — = + — = —
4 12 12 12 3

and so the noise level will be Q/\/—3' r.m.s. The noise level of an undithered

quantizer in the large-signal case is Q/\/ﬁ and so the noise is higher by a factor
of:

2

Thus the SNR is given by:
6.02(n - 1) + 1.76dB @2

A 16 bit system with correct Gaussian dither has an SNR of 92.1 dB.
~ In digital dither applications, triangular probability dither of 20 peak-to-peak
is optimum because it gives the best possible combination of nil distortion,
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freedom from noise modulation and SNR. Whilst this result is also true for
analog dither, it is not practicable to apply it to a real ADC as all real analog
signals contain thermal noise which is Gaussian.

The most comprehensive ongoing study of non-subtractive dither has been that
of Vanderkooy and Lipshitz?!~2* and the treatment here is based largely upon
their work.

2.14 Basic digital-to-analog conversion

This direction of conversion will be discussed first, since ADCs often use
embedded DACs in feedback loops.

The purpose of a digital-to-analog converter is to take numerical values and
reproduce the continuous waveform that they represent. Figure 2.23 shows the
major elements of a conventional conversion subsystem, i.e. one in which
oversampling is not employed. The jitter in the clock needs to be removed with
a VCO or VCXO. Sample values are buffered in a latch and fed to the converter
element which operates on each cycle of the clean clock. The output is then a
voltage proportional to the number for at least a part of the sample period. A
resampling stage may be found next, in order to remove switching transients,
reduce the aperture ratio or allow the use of a converter which takes a substantial
part of the sample period to operate. The resampled waveform is then presented
to a reconstruction filter which rejects frequencies above the audio band.

Converter Resampler Filter
Data g Out
——{ Latch | 4/0 s -
Clock
Jitter Phase-
locked
foop M
Clean clock

Figure 2.23 The components of a conventional converter. A jitter-free clock drives the voltage
conversion, whose output may be resampled prior to reconstruction.

This section is primarily concerned with the implementation of the converter
element. There are two main ways of obtaining an analog signal from PCM data.
One is to control binary-weighted currents and sum them; the other is to control
the length of time a fixed current flows into an integrator. The two methods are
contrasted in Figure 2.24 They appear simple, but are of no use for audio in these
forms because of practical limitations. In Figure 2.24(c), the binary code is about
to have a major overflow, and all the low-order currents are flowing. In Figure
2.24(d), the binary input has increased by one, and only the most significant
current flows. This current must equal the sum of all the others plus one. The
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Figure 2.24 Elementary conversion: (a) weighted current DAC; (b) timed integrator DAC; (c)
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accuracy must be such that the step size is within the required limits. In this
simple 4 bit example, if the step size needs to be a rather casual 10% accurate,
the necessary accuracy is only one part in 160, but for a 16 bit system it would
become one part in 655 360, or about 2 ppm. This degree of accuracy is almost
impossible to achieve, let alone maintain in the presence of ageing and
temperature change.

The integrator-type converter in this 4 bit example is shown in Figure 2.24(e);
it requires a clock for the counter which allows it to count up to the maximum
in less than one sample period. This will be more than 16 times the sampling rate.
However, in a 16bit system, the clock rate would need to be 65536 times the
sampling rate, or about 3 GHz. Clearly some refinements are necessary to allow
either of these converter types to be used in audio applications.

2.15 Basic analog-to-digital conversion

A conventional analog-to-digital subsystem is shown in Figure 2.25. Following
the anti-aliasing filter there will be a sampling process. Many of the ADCs
described here will need a finite time to operate, whereas an instantaneous
sample must be taken from the input. The solution is to use a track/hold circuit.
Following sampling the sample voltage is quantized. The number of the
quantized level is then converted to a binary code, typically two’s complement.
This section is concerned primarily with the implementation of the quantizing
step.

The general principle of a quantizer is that different quantized voltages are
compared with the unknown analog input until the closest quantized voltage is
found. The code corresponding to this becomes the output. The comparisons can
be made in turn with the minimal amount of hardware, or simultaneously.

Anti- Track/

alias hold Quantizer
Analog - Out
[ R - o Coder
in ~ I

Sampling-
rate
clock

Figure 2.25 A conventional analog-to-digital subsystem. Following the anti-aliasing filter there
will be a sampling process, which may include a track/hold circuit. Following quantizing, the
number of the quantized level is then converted to a binary code, typically two’s complement.
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The flash converter is probably the simplest technique available for PCM and
DPCM conversion. The principle is shown in Figure 2.26. The threshold voltage
of every quantizing interval is provided by a resistor chain which is fed by a
reference voltage. This reference voltage can be varied to determine the
sensitivity of the input. There is one voltage comparator connected to every
reference voltage, and the other input of all of these is connected to the analog
input. A comparator can be considered to be a 1 bit ADC. The input voltage
determines how many of the comparators will have a true output. As one
comparator is necessary for each quantizing interval, then, for example, in an
8 bit system there will be 255 binary comparator outputs, and it is necessary to
use a priority encoder to convert these to a binary code. Note that the quantizing
stage is asynchronous; comparators change state as and when the variations in the
input waveform result in a reference voltage being crossed. Sampling takes place
when the comparator outputs are clocked into a subsequent latch. This is an
example of quantizing before sampling as was illustrated in Figure 2.2. Although
the device is simple in principle, it contains a lot of circuitry and can only be
practicably implemented on a chip. A 16bit device would need a ridiculous
65 535 comparators, and thus these converters are not practicable for direct audio
conversion, although they will be used to advantage in the DPCM and
oversampling converters described later in this chapter. The extreme speed of a
flash converter is a distinct advantage in oversampling. Because computation of
all bits is performed simultaneously, no track/hold circuit is required, and droop
is eliminated. Figure 2.26 shows a flash converter chip. Note the resistor ladder
and the comparators followed by the priority encoder. The MSB can be

(a) (b}

Flgure 2.26 The flash converter. In (a) each quantizing interval has its own comparator, resulting
In waveforms of (b). A priority encoder is necessary to convert the comparator outputs to a binary

code. Shown in (c) is a typical 8 bit flash converter primarily intended for video applications.
(Courtesy TRW)
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Figure 2.26 — continued (c)

selectively inverted so that the device can be used either in offset binary or in
two’s complement mode.

A reduction in component complexity can be achieved by quantizing serially.
The most primitive method of generating different quantized voltages is to
connect a counter to a DAC. The resulting staircase voltage is compared with the
input and used to stop the clock to the counter when the DAC output has just
exceeded the input. This method is painfully slow, and is not used, as a much
faster method exists which is only slightly more complex. Using successive
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approximation, each bit is tested in turn, starting with the MSB. If the input is
greater than half range, the MSB will be retained and used as a base to test the
next bit, which will be retained if the input exceeds three-quarters range and so
on. The number of decisions is equal to the number of bits in the word, in contrast
to the number of quantizing intervals which was the case in the previous
example. A drawback of the successive approximation converter is that the least
significant bits are computed last, when droop in the sample/hold stage is at its
worst.

Analog-to-digital conversion can also be performed using the dual-current-
source-type DAC principle in a feedback system; the major difference is that the
two current sources must work sequentially rather than concurrently.

2.16 Alternative converters

Although PCM audio is universal because of the ease with which it can be
recorded and processed numerically, there are several alternative related methods
of converting an analog waveform to a bit stream. The output of these converter
types is not Nyquist rate PCM, but this can be obtained from them by appropriate
digital processing. In advanced conversion systems it is possible to adopt an
alternative converter technique specifically to take advantage of a particular
characteristic. The output is then digitally converted to Nyquist rate PCM in
order to obtain the advantages of both.

Conventional PCM has already been introduced. In PCM, the amplitude of the
signal only depends on the number range of the quantizer, and is independent of
the frequency of the input. Similarly, the amplitude of the unwanted signals
introduced by the quantizing process is also largely independent of input
frequency.

Figure 2.27 introduces the alternative converter structures. The top half of the
diagram shows converters which are differential. In differential coding the value
of the output code represents the difference between the current sample voltage
and that of the previous sample. The lower half of the diagram shows converters
which are PCM. In addition, the left side of the diagram shows single-bit
converters, whereas the right side shows multibit converters.

In differential pulse code modulation (DPCM), shown at top right, the

difference between the previous absolute sample value and the current one is
quantized into a multibit binary code. It is possible to produce a DPCM signal
from a PCM signal simply by subtracting successive samples; this is digital
differentiation. Similarly the reverse process is possible by using an accumulator
or digital integrator to compute sample values from the differences received. The
prqblem with this approach is that it is very easy to lose the baseline of the signal
if it commences at some arbitrary time. A digital high-pass filter can be used to
prevent unwanted offsets.
_ Differential converters do not have an absolute amplitude limit. Instead there
isa llr_nit to the maximum rate at which the input signal voltage can change. They
are said to be slew rate limited, and thus the permissible signal amplitude falls at
6dB per octave. As the quantizing steps are still uniform, the quantizing error
amplitude has the same limits as PCM. As input frequency rises, ultimately the
signal amplitude available will fall down to it.

If DPCM is taken to the extreme case where only a binary output signal is
available then the process is described as delta modulation (top left in Figure
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2.27). The meaning of the binary output signal is that the current analog input is
above or below the accumulation of all previous bits. The characteristics of the
system show the same trends as DPCM, except that there is severe limiting of the
rate of change of the input signal. A DPCM decoder must accumulate all the
difference bits to provide a PCM output for conversion to analog, but with a 1 bit
signal the function of the accumulator can be performed by an analog
integrator.

If an integrator is placed in the input to a delta modulator, the integrator’s
amplitude response loss of 6dB per octave parallels the converter’s amplitude
limit of 6 dB per octave; thus the system amplitude limit becomes independent of
frequency. This integration is responsible for the term sigma-delta modulation,
since in mathematics sigma is used to denote summation. The input integrator
can be combined with the integrator already present in a delta modulator by a
slight rearrangement of the components (bottom left in Figure 2.27). The
transmitted signal is now the amplitude of the input, not the slope; thus the
receiving integrator can be dispensed with, and all that is necessary after the
DAC is an LPF to smooth the bits. The removal of the integration stage at the
decoder now means that the quantizing error amplitude rises at 6 dB per octave,
ultimately meeting the level of the wanted signal.

The principle of using an input integrator can also be applied to a true DPCM
system and the result should perhaps be called sigma DPCM (bottom right in
Figure 2.27). The dynamic range improvement over delta-sigma modulation is
6dB for every extra bit in the code. Because the level of the quantizing error
signal rises at 6 dB per octave in both delta-sigma modulation and sigma DPCM,
these systems are sometimes referred to as ‘noise-shaping’ converters, although
the word ‘noise’ must be used with some caution. The output of a sigma DPCM
system is again PCM, and a DAC will be needed to receive it, because it is a
binary code.

As the differential group of systems suffer from a wanted signal that converges
with the unwanted signal as frequency rises, they must all use very high sampling
rates.?* It is possible to convert from sigma DPCM to conventional PCM by
reducing the sampling rate digitally. When the sampling rate is reduced in this
way, the reduction of bandwidth excludes a disproportionate amount of noise
because the noise shaping concentrated it at frequencies beyond the audio band.
The use of noise shaping and oversampling is the key to the high resolution
obtained in advanced converters.

2.17 Oversampling

Oversampling means using a sampling rate which is greater (generally
substantially greater) than the Nyquist rate. Neither sampling theory nor
quantizing theory require oversampling to be used to obtain a given signal
quality, but Nyquist rate conversion places extremely high demands on
component accuracy when a converter is implemented. Oversampling allows a
given signal quality to be reached without requiring very close tolerance, and
therefore expensive, components. Although it can be used alone, the advantages
of oversampling are better realized when it is used in conjunction with noise
shaping. Thus in practice the two processes are generally used together and the
terms are often seen used in the loose sense as if they were synonymous. For a
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Figure 2.28 Oversampling has a number of advantages. In (a) it allows the slope of analog filters
to be relaxed. In (b) it allows the resolution of converters to be extended. In (¢} a noise-shaped
converter allows a disproportionate improvement in resolution.

detailed and quantitative analysis of oversampling having exhaustive references
the serious reader is referred to Hauser.?’

Figure 2.28 shows the main advantages of oversampling. In (a) it will be seen
that the use of a sampling rate considerably above the Nyquist rate allows the
anti-aliasing and reconstruction filters to be realized with a much more gentle

cut-off slope. There is then less likelihood of phase linearity and ripple problems
in the audio passband.
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Figure 2.28(b) shows that information in an analog signal is two dimensional
and can be depicted as an area which is the product of bandwidth and the linearly
expressed signal-to-noise ratio. The figure also shows that the same amount of
information can be conveyed down a channel with an SNR of half as much (6 dB
less) if the bandwidth used is doubled, with 12 dB less SNR if the bandwidth is
quadrupled, and so on, provided that the modulation scheme used is perfect.

The information in an analog signal can be conveyed using some analog
modulation scheme in any combination of bandwidth and SNR which yields the
appropriate channel capacity. If bandwidth is replaced by sampling rate and SNR
is replaced by a function of wordlength, the same must be true for a digital signal
as it is no more than a numerical analog. Thus raising the sampling rate
potentially allows the wordlength of each sample to be reduced without
information loss.

Oversampling permits the use of a converter element of shorter wordlength,
making it possible to use a flash converter. The flash converter is capable of
working at very high frequency and so large oversampling factors are easily
realized. If the sigma DPCM converter structure of Figure 2.27 is realized with
a flash converter element, it can be used with a high oversampling factor. Figure
2.28(c) shows that this class of converter has a rising noise floor. If the highly
oversampled output is fed to a digital low-pass filter which has the same
frequency response as an analog anti-aliasing filter used for Nyquist rate
sampling, the result is a disproportionate reduction in noise because the majority
of the noise was outside the audio band. A high-resolution converter can be
obtained using this technology without requiring unattainable component
tolerances.

Information theory predicts that if an audio signal is spread over a much wider
bandwidth by, for example, the use of an FM broadcast transmitter, the SNR of
the demodulated signal can be higher than that of the channel it passes through,
and this is also the case in digital systems. The concept is illustrated in Figure
2.29. At ( a) 4 bit samples are delivered at sampling rate F. As 4 bits have 16
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Figure 2.29 Information rate can be held constant when frequency doubles by removing 1 bit
from each word. In all cases here it is 16F. Note bit rate of (c) is double that of (a). Data storage
In oversampled form is inefficient.
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Figure 2.30 The amount of information per bit increases disproportionately as wordlength
increases. It is always more efficient to use the longest words possible at the lowest word rate. It
will be evident that 16 bit PCM is 2048 times as efficient as delta modulation. Oversampled data
are also inefficient for storage.

combinations, the information rate is 16F. At (b) the same information rate is
obtained with 3 bit samples by raising the sampling rate to 2F and at (c) 2 bit
samples having four combinations require to be delivered at a rate of 4F. Whilst
the information rate has been maintained, it will be noticed that the bit rate of (c)
is twice that of a). The reason for this is shown in Figure 2.30. A single binary
digit can only have two states; thus it can only convey two pieces of information,
perhaps ‘yes’ or ‘no’. Two binary digits together can have four states, and can
thus convey four pieces of information, perhaps ‘spring summer autumn of
winter’, which is two pieces of information per bit. Three binary digits grouped
together can have eight combinations, and convey eight pieces of information,
perhaps ‘doh re mi fah so lah te or doh’, which is nearly three pieces of
information per digit. Clearly the further this principle is taken, the greater the
benefit. In a 16 bit system, each bit is worth 4K pieces of information. It is always
more efficient, in information-capacity terms, to use the combinations of long
binary words than to send single bits for every piece of information. The greatest
efficiency is reached when the longest words are sent at the slowest rate which
must be the Nyquist rate. This is one reason why PCM recording is more
common than delta modulation, despite the simplicity of implementation of the
latter type of converter. PCM simply makes more efficient use of the capacity of
the binary channel.

As a result, oversampling is confined to converter technology where it gives
specific advantages in implementation. The storage or transmission system will
usually employ PCM, where the sampling rate is a little more than twice the
audio bandwidth. Figure 2.31 shows a digital audio tape recorder such as RDAT
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Figure 2.31 A recorder using oversampling in the converters overcomes the shortcomings of
analog anti-aliasing and reconstruction filters and the converter elements are easier to construct;
the recording is made with Nyquist rate PCM which minimizes tape consumption.

using oversampling converters. The ADC runs at n times the Nyquist rate, but
once in the digital domain the rate needs to be reduced in a type of digital filter
called a decimator. The output of this is conventional Nyquist rate PCM,
according to the tape format, which is then recorded. On replay the sampling rate
is raised once more in a further type of digital filter called an interpolator. The
system now has the best of both worlds: using oversampling in the converters
overcomes the shortcomings of analog anti-aliasing and reconstruction filters and
the wordlength of the converter elements is reduced making them easier to
construct; the recording is made with Nyquist rate PCM which minimizes tape
consumption. Digital filters have the characteristic that their frequency response
is proportional to the sampling rate. If a digital recorder is played at a reduced
speed, the response of the digital filter will reduce automatically and prevent
images passing the reconstruction process. If oversampling were to become
universal, there would then be no need for the 48 kHz sampling rate.

Oversampling is a method of overcoming practical implementation problems
by replacing a single critical element or bottleneck by a number of elements
whose overall performance is what counts. As Hauser?® properly observed,
oversampling tends to overlap the operations which are quite distinct in a
conventional converter. In earlier sections of this chapter, the vital subjects of
filtering, sampling, quantizing and dither have been treated almost independ-
ently. Figure 2.32(a) shows that it is possible to construct an ADC of predictable
performance by taking a suitable anti-aliasing filter, a sampler, a dither source
and a quantizer and assembling them like building bricks. The bricks are
effectively in series and so the performance of each stage can only limit the
overall performance. In contrast Figure 2.32(b) shows that with oversampling the
overlap of operations allows different processes to augment one another allowing
a synergy which is absent in the conventional approach.

If the oversampling factor is n, the analog input must be bandwidth limited to
n.Fy/2 by the analog anti-aliasing filter. This unit need only have flat frequency
response and phase linearity within the audio band. Analog dither of an
amplitude compatible with the quantizing interval size is added prior to sampling
at n.F, and quantizing.
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Figure 2.32 A conventional ADC performs each step in an identifiable location as in (a). With
oversampling, many of the steps are distributed as shown in (b).

Next, the anti-aliasing function is completed in the digital domain by a low-
pass filter which cuts off at F /2. Using an appropriate architecture this filter can
be absolutely phase linear and implemented to arbitrary accuracy. Such filters are
discussed in Chapter 4. The filter can be considered to be the demodulator of
Figure 2.28 where the SNR improves as the bandwidth is reduced. The
wordlength can be expected to increase. As Chapter 3 illustrates, the
multiplications taking place within the filter extend the wordlength considerably
more than the bandwidth reduction alone would indicate. The analog filter serves
only to prevent aliasing into the audio band at the oversampling rate; the audio
spectrum is determined with greater precision by the digital filter.

With the audio information spectrum now Nyquist limited, the sampling
process is completed when the rate is reduced in the decimator. One sample in
n is retained.

The excess wordlength extension due to the anti-aliasing filter arithmetic must
then be removed. Digital dither is added, completing the dither process, and the
quantizing process is completed by requantizing the dithered samples to the
appropriate wordlength which will be greater than the wordlength of the first
quantizer. Alternatively noise shaping may be employed.

Figure 2.33(a) shows the building brick approach of a conventional DAC. The
Nyquist rate samples are converted to analog voltages and then a steep-cut analog
low-pass filter is needed to reject the sidebands of the sampled spectrum.

Figure 2.33(b) shows the oversampling approach. The sampling rate is raised
in an interpolator which contains a low-pass filter which restricts the baseband
spectrum to the audio bandwidth shown. A large frequency gap now exists
between the baseband and the lower sideband. The multiplications in the
interpolator extend the wordlength considerably and this must be reduced within
the capacity of the DAC element by the addition of digital dither prior to
requantizing. Again noise shaping may be used as an alternative.
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Figure 2.33 A conventional DAC in (a) is compared with the oversampling implementation in
(b).

2.18 Noise shaping

Very large oversampling factors are needed to obtain useful resolution extension,
but they still realize some advantages, particularly the elimination of the steep-
cut analog filter. In order to construct high-resolution converters, the division of
the noise by a larger factor is the only route left open, since all the other
parameters are fixed by the signal bandwidth required. The reduction of noise
power resulting from a reduction in bandwidth is only proportional if the noise
is white, i.e. it has uniform power spectral density (PSD). If the noise from the
quantizer is made spectrally non-uniform, the oversampling factor will no longer
be the factor by which the noise power is reduced. The goal is to concentrate
noise power at high frequencies, so that after low-pass filtering in the digital
domain down to the audio input bandwidth, the noise power will be reduced by
more than the oversampling factor.

Noise shaping dates from the work of Cutler?® in the 1950s. It is a feedback
technique applicable to quantizers and requantizers in which the quantizing
process of the current sample is modified in some way by the quantizing error of
the previous sample.

When used with requantizing, noise shaping is an entirely digital process
W_hich is used, for example, following word extension due to the arithmetic in
digital mixers or filters in order to return to the required wordlength. It will be
found in this form in oversampling DACs. When used with quantizing, part of
the noise-shaping circuitry will be analog. As the feedback loop is placed around
an ADC it must contain a DAC. When used in converters, noise shaping is
primarily an implementation technology. It allows processes which are
conveniently available in integrated circuits to be put to use in audio conversion.
Once integrated circuits can be employed, complexity ceases to be a drawback
and low-cost mass production is possible.
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It has been stressed throughout this chapter that a series of numerical values or
samples is just another analog of an audio waveform. All analog processes such
as mixing, attenuation or integration all have exact numerical parallels. It has
been demonstrated that digitally dithered requantizing is no more than a digital
simulation of analog quantizing. In this section noise shaping will be treated in
the same way. Noise shaping can be performed by manipulating analog voltages
or numbers representing them or both. If the reader is content to make a
conceptual switch between the two, many obstacles to understanding fall, not just
in this topic, but in digital audio in general.

The term noise shaping is idiomatic and in some respects unsatisfactory
because not all devices which are called noise shapers produce true noise. The
caution which was given when treating quantizing error as noise is also relevant
in this context. Whilst ‘quantizing-error-spectrum shaping’ is a bit of a mouthful,
it is useful to keep in mind that noise shaping means just that in order to avoid
some pitfalls. Some noise-shaper architectures do not produce a signal-
decorrelated quantizing error and need to be dithered.

Figure 2.34(a) shows a requantizer using a simple form of noise shaping. The
low-order bits which are lost in requantizing are the quantizing error. If the value
of these bits is added to the next sample before it is requantized, the quantizing
error will be reduced. The process is somewhat like the use of negative feedback
in an operational amplifier except that it is not instantaneous, but encounters a
one-sample delay. With a constant input, the mean or average quantizing error
will be brought to zero over a number of samples, achieving one of the goals of
additive dither. The more rapidly the input changes, the greater the effect of the
delay and the less effective the error feedback will be. Figure 2.34(b) shows the
equivalent circuit seen by the quantizing error, which is created at the requantizer
and subtracted from itself one sample period later. As a result the quantizing error
spectrum is not uniform, but has the shape of a raised sine wave shown in (c);
hence the term noise shaping. The noise is very small at DC and rises with
frequency, peaking at the Nyquist frequency at a level determined by the size of
the quantizing step. If used with oversampling, the noise peak can be moved
outside the audio band.

Figure 2.35 shows a simple example in which two low-order bits need to be
removed from each sample. The accumulated error is controlled by using the
bits which were neglected in the truncation, and adding them to the next
sample. In this example, with a steady input, the roundoff mechanism will
produce an output of 01110111.... If this is low-pass filtered, the three ones and
one zero result in a level of three-quarters of a quantizing interval, which is
precisely the level which would have been obtained by direct conversion of the
full digital input. Thus the resolution is maintained even though 2 bits have
been removed.

The noise-shaping technique was used in first-generation Philips CD players
which oversampled by a factor of four. Starting with 16 bit PCM from the disc,
the 4 X oversampling will in theory permit the use of an ideal 14 bit converter,
but only if the wordlength is reduced optimally. The oversampling DAC system
used is shown in Figure 2.36.2” The interpolator arithmetic extends the
wordlength to 28 bits, and this is reduced to 14 bits using the error feedback loop
of Figure 2.34. The noise floor rises slightly towards the edge of the audio band,
but remains below the noise level of a conventional 16 bit DAC which is shown
for comparison.
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Figure 2.36 The noise-shaping system of the first generation of Philips CD players.

The 14 bit samples then drive a DAC using dynamic element matching. The
aperture effect in the DAC is used as part of the reconstruction filter response, in
conjunction with a third-order Bessel filter which has a response 3 dB down at
30kHz. Equalization of the aperture effect within the audio passband is achieved
by giving the digital filter which produces the oversampled data a rising
response. The use of a digital interpolator as part of the reconstruction filter
results in extremely good phase linearity.

Noise shaping can also be used without oversampling. In this case the noise
cannot be pushed outside the audio band. Instead the noise floor is shaped or
weighted to complement the unequal spectral sensitivity of the ear to noise.
Unless we wish to violate Shannon’s theory, this psychoacoustically optimal
noise shaping can only reduce the noise power at certain frequencies by
increasing it at others. Thus the average log PSD over the audio band remains the
same, although it may be raised slightly by noise induced by imperfect
processing.

Figure 2.36 shows noise shaping applied to a digitally dithered requantizer.
Such a device might be used when, for example, making a CD master from a 20
bit recording format. The input to the dithered requantizer is subtracted from the
output to give the error due to requantizing. This error is filtered (and inevitably
delayed) before being subtracted from the system input. The filter is not designed
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to be the exact inverse of the perceptual weighting curve because this would
cause extreme noise levels at the ends of the band. Instead the perceptual curve
is levelled off28 such that it cannot fall more than, for example, 40 dB below the

ak.
pePsychoacoustically optimal noise shaping can offer nearly 3 bits of increased
dynamic range when compared with optimal spectrally flat dither. Enhanced
Compact Discs recorded using these techniques are now available.

2.19 A 1 bit DAC

It might be thought that the waveform from a 1 bit DAC is simply the same as
the digital input waveform. In practice this is not the case. The input signal is a
logic signal which need only be above or below a threshold for its binary value
to be correctly received. It may have a variety of waveform distortions and a duty
cycle offset. The area under the pulses can vary enormously. In the DAC output
the amplitude needs to be extremely accurate. A 1 bit DAC uses only the binary
information from the input, but reclocks to produce accurate timing and uses a
reference voltage to produce accurate levels. The area of pulses produced is then
constant. One bit DACs will be found in noise-shaping ADCs as well as in the
more obvious application of producing analog audio.

Figure 2.37(a) shows a 1 bit DAC which is implemented with MOS field-
effect switches and a pair of capacitors. Quanta of charge are driven into or out

CL P+
-—.,-Lr c1
] - | L
11 1T
——ANVW———
Reference ~T _
voltage cL CL— — P
_ L =~ 1
CL - = P— + Analog
C2 out
1 | L 1
i J B
{a) cL cL P+
Input—=; 0 | 1 o 1 ;1 70 1

(b)

Figure 2.37 In (a) the operation of a 1 bit DAC relies on switched capacitors. The switching
waveforms are shown in (b).
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of a virtual earth amplifier configured as an integrator by the switched capacitor
action. Figure 2.37(b) shows the associated waveforms. Each data bit period is
divided into two equal portions: that for which the clock is high, and that for
which it is low. During the first half of the bit period, pulse P+ is generated if the
data bit is a 1, or pulse P- is generated if the data bit is a 0. The reference input
is a clean voltage corresponding to the gain required.

Cl is discharged during the second half of every cycle by the switches driven
from the complemented clock. If the next bit is a 1, during the next high period
of the clock the capacitor will be connected between the reference and the virtual
earth. Current will flow into the virtual earth until the capacitor is charged. If the
next bit is not a 1, the current through C1 will flow to ground.

C2 is charged to reference voltage during the second half of every cycle by the
switches driven from the complemented clock. On the next high period of the
clock, the reference end of C2 will be grounded, and so the op-amp end will
assume a negative reference voltage. If the next bit is a 0, this negative reference
will be switched into the virtual earth; if not the capacitor will be discharged.

Thus on every cycle of the clock, a quantum of charge is either pumped into
the integrator by C1 or pumped out by C2. The analog output therefore precisely
reflects the ratio of ones to zeros.

2.20 One bit noise-shaping ADCs

In order to overcome the DAC accuracy constraint of the sigma DPCM
converter, the sigma-delta converter can be used as it has only 1 bit internal
resolution. A 1 bit DAC cannot be non-linear by definition as it defines only two
points on a transfer function. It can, however, suffer from other deficiencies such
as DC offset and gain error although these are less offensive in audio. The 1 bit
ADC is a comparator.

As the sigma-delta converter is only a 1 bit device, clearly it must use a high
oversampling factor and high-order noise shaping in order to have sufficiently
good SNR for audio.?® In practice the oversampling factor is limited not so much
by the converter technology as by the difficulty of computation in the decimator.
A sigma-delta converter has the advantage that the filter input ‘words’ are 1 bit
long and this simplifies the filter design as multiplications can be replaced by
selection of constants.

Conventional analysis of loops falls down heavily in the 1 bit case. In
particular the gain of a comparator is difficult to quantify, and the loop is highly
non-linear, so that considering the quantizing error as additive white noise in
order to use a linear loop model gives rather optimistic results. In the absence of
an accurate mathematical model, progress has been made empirically, with
listening tests and by using simulation.

Single-bit sigma-delta converters are prone to long idling patterns because the
low resolution in the voltage domain requires more bits in the time domain to be
integrated to cancel the error. Clearly the longer the period of an idling pattern
the more likely it is to enter the audio band as an objectionable whistle or
‘birdie’. They also exhibit threshold effects or deadbands where the output fails
to react to an input change at certain levels. The problem is reduced by the order
of the filter and the wordlength of the embedded DAC. Second- and third-order
feedback loops are still prone to audible idling patterns and threshold effect.>®
The traditional approach to linearizing sigma-delta converters is to use dither.
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Unlike conventional quantizers, the dither used was of a frequency outside the
audio band and of considerable level. Square-wave dither has been used and it is
advantageous to choose a frequency which is a multiple of the final output
sampling rate as then the harmonics will coincide with the troughs in the
stopband ripple of the decimator. Unfortunately the level of dither needed to
linearize the converter is high enough to cause premature clipping of high-level
signals, reducing the dynamic range. This problem is overcome by using in-band
white-noise dither at low level.?!

An advantage of the 1 bit approach is that in the 1 bit DAC, precision
components are replaced by precise timing in switched capacitor networks. The
same approach can be used to implement the loop filter in an ADC. Figure 2.38
shows a third-order sigma-delta modulator incorporating a DAC based on the
principle of Figure 2.37. The loop filter is also implemented with switched
capacitors.

2.21 Factors affecting converter gquality

In theory the quality of a digital audio system comprising an ideal ADC followed
by an ideal DAC is determined at the ADC. The ADC parameters such as the
sampling rate, the wordlength and any noise shaping used put limits on the
quality which can be achieved. Conversely the DAC itself may be transparent,
because it only converts data whose quality is already determined back to the
analog domain. In other words, the ADC determines the system quality and the
DAC does not make things any worse.

In practice both ADCs and DACs can fall short of the ideal, but with modern
converter components and attention to detail the theoretical limits can be
approached very closely and at reasonable cost. Shortcomings may be the result
of an inadequacy in an individual component such as a converter chip, or due to
incorporating a high-quality component in a poorly thought-out system. Poor
system design can destroy the performance of a converter. Whilst oversampling
is a powerful technique for realizing high-quality converters, its use depends on
digital interpolators and decimators whose quality affects the overall conversion
quality.>?

ADCs and DACs have the same transfer function, since they are only
distinguished by the direction of operation, and therefore the same terminology
can be used to classify the possible shortcomings of both.

Figure 2.39 shows the transfer functions resulting from the main types of
converter error:

(a) Offset error. A constant appears to have been added to the digital signal.
This has no effect on sound quality, unless the offset is gross, when the symptom
would be premature clipping. DAC offset is of little consequence, but ADC offset
is undesirable since it can cause an audible thump if an edit is made between two
signals having different offsets. Offset error is sometimes cancelled by digitally
averaging the converter output and feeding it back to the analog input as a small
control voltage. Alternatively, a digital high-pass filter can be used.

(b) Gain error. The slope of the transfer function is incorrect. Since converters
are referred to one end of the range, gain error causes an offset error. The gain
stability is probably the least important factor in a digital audio converter, since
ears, meters and gain controls are logarithmic.
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(c)

Figure 2.39 Main converter errors (solid line) compared with perfect transfer line. These graphs
hold for ADCs and DACs, and the axes are interchangeable. If one is chosen to be analog, the
other will be digital.
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(c) Integral linearity. This is the deviation of the dithered transfer function
from a straight line. It has exactly the same significance and consequences as
linearity in analog circuits, since if it is inadequate, harmonic distortion will be
caused.

(d) Differential non-linearity is the amount by which adjacent quantizing
intervals differ in size. This is usually expressed as a fraction of a quantizing
interval. In audio applications the differential non-linearity requirement is quite
stringent. This is because, with properly employed dither, an ideal system can
remain linear under low-level signal conditions. When low levels are present,
only a few quantizing intervals are in use. If these change in size, clearly
waveform distortion will take place despite the dither as can be seen in the figure.
Enhancing the subjective quality of converters using noise shaping will only
serve to reveal such shortcomings.

(¢) Monotonicity is a special case of differential non-linearity. Non-
monotonicity means that the output does not increase for an increase in input.
Figure 2.40 shows how this can happen in a DAC. With a converter input code
of 01111111 (127 decimal), the seven low-order current sources of the converter

(b)
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Figure 2.40 (a) Equivalent circuit of DAC with 127,4 input. (b) DAC with 128,; input. On a
major overflow, here from 27, to 128, one current source (1287) must be precisely I greater
than the sum of all the lower-order sources. If 1281 is too small, the result shown in (c) will
occur. This is non-monotonicity.
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will be on. The next code is 10000000 (128 decimal), where only the eighth
current source is operating. If the current it supplies is in error on the low side,
the analog output for 128 may be less than that for 127. In an ADC non-
monotonicity can result in missing codes. This means that certain binary
combinations within the range cannot be generated by any analog voltage. If a
device has better than %Q linearity it must be monotonic. It is not possible for a
1 bit converter to be non-monotonic.

(f) Absolute accuracy. This is the difference between actual and ideal output
for a given input. For audio it is rather less important than linearity. For example,
if all the current sources in a converter have good thermal tracking, linearity will
be maintained, even though the absolute accuracy drifts.

Clocks which are free of jitter are a critical requirement in converters as was
shown in Section 2.8. The effects of clock jitter are proportional to the slewing
rate of the audio signal rather than depending on the sampling rate, and as a result
oversampling converters are no more prone to jitter than conventional converters.
Clock jitter is a form of frequency modulation with a small modulation index.
Sinusoidal jitter produces sidebands which may be audible. Random jitter raises
the noise floor which is more benign but still undesirable. As clock jitter
produces artifacts proportional to the audio slew rate, it is quite easy to detect. A
spectrum analyser is connected to the converter output and a low audio frequency
signal is input. The test is then repeated with a high audio frequency. If the noise
floor changes, there is clock jitter. If the noise floor rises but remains
substantially flat, the jitter is random. If there are discrete frequencies in the
spectrum, the jitter is periodic. The spacing of the discrete frequencies from the
input frequency will reveal the frequencies in the jitter.

Aliasing of audio frequencies is not generally a problem, especially if
oversampling is used. However, the nature of aliasing is such that it works in the
frequency domain only and translates frequencies to new values without
changing amplitudes. Aliasing can occur for any frequency above one-half the
sampling rate. The frequency to which it aliases will be the difference frequency
between the input and the nearest sampling-rate multiple. Thus in a non-
oversampling converter, all frequencies above half the sampling rate alias into
the audio band. This includes radio frequencies which have entered via audio or
power wiring or directly. RF can leapfrog an analog anti-aliasing filter
capacitively. Thus good RF screening is necessary around ADCs, and the manner
of entry of cables to equipment must be such that the RF energy on them is
directed to earth.

Oversampling converters respond to RF on the input in a different manner.
Although all frequencies above half the sampling rate are folded into the
baseband, only those which fold into the audio band will be audible. Thus an
unscreened oversampling converter will be sensitive to RF energy on the input at
frequencies within +20 kHz of integer multiples of the sampling rate. Fortunately
interference from the digital circuitry at exactly the sampling rate will alias to DC
and be inaudible.

Convertors are also sensitive to unwanted signals superimposed on the
references. In fact the multiplicative nature of a converter means that reference
noise amplitude-modulates the audio to create sidebands. Power supply ripple on
the reference due to inadequate regulation or decoupling causes sidebands 50, 60,
100 or 120 Hz away from the audio frequencies, yet do not raise the noise floor



78 Conversion

when the input is quiescent. The multiplicative effect reveals how to test for it.
Once more a spectrum analyser is connected to the converter output. An audio
frequency tone is input, and the level is changed. If the noise floor changes with
the input signal level, there is reference noise. RF interference on a converter
reference is more insidious, particularly in the case of noise-shaped devices.
Noise-shaped converters operate with signals which must contain a great deal of
high-frequency noise just beyond the audio band. RF on the reference amplitude-
modulates this noise and the sidebands can enter the audio band, raising the noise
floor or causing discrete tones depending on the nature of the pickup.

Noise-shaped converters are particularly sensitive to a signal of half the
sampling rate on the reference. When a small DC offset is present on the input,
the bit density at the quantizer must change slightly from 50%. This results in idle
patterns whose spectrum may contain discrete frequencies. Ordinarily these are
designed to occur near half the sampling rate so that they are beyond the audio
band. In the presence of half-sampling-rate interference on the reference, these
tones may be demodulated into the audio band.

Although the faithful reproduction of the audio band is the goal, the nature of
sampling is such that converter design must respect RF engineering principles if
quality is not to be lost. Clean references, analog inputs, outputs and clocks are
all required, despite the potential radiation from digital circuitry within the
equipment and uncontrolled electromagnetic interference outside.

Unwanted signals may be induced directly by ground currents, or indirectly by
capacitive or magnetic coupling. It is good practice to separate grounds for
analog and digital circuitry, connecting them in one place only.

Capacitive coupling uses stray capacitance between the signal source and the
point where the interference is picked up. Increasing the distance or conductive
screening helps. Coupling is proportional to frequency and the impedance of the
receiving point. Lowering the impedance at the interfering frequency will reduce
the pickup. If this is done with capacitors to ground, it need not reduce the
impedance at the frequency of wanted signals.

Magnetic or inductive coupling relies upon a magnetic field due to the source
current flow inducing voltages in a loop. A reduction in inductive coupling
requires the size of any loops to be minimized. Digital circuitry should always
have ground planes in which return currents for the logic signals can flow. At
high frequency, return currents flow in the ground plane directly below the signal
tracks and this minimizes the area of the transmitting loop. Similarly ground
planes in the analog circuitry minimize the receiving loop whilst having no effect
on baseband audio. A further weapon against inductive coupling is to use ground
fill between all traces on the circuit board. Ground fill will act like a shorted turn
to alternating magnetic fields. Ferrous screening material will reduce inductive
coupling as well as capacitive coupling.

The reference of a converter should be decoupled to ground as near to the
integrated circuit as possible. This does not prevent inductive coupling to the lead
frame and the wire to the chip itself. In the future converters with on-chip
references may be developed to overcome this problem.

In summary, the spectral analysis of converters gives a useful insight into
design weaknesses. If the noise floor is affected by the signal level, reference
noise is a possibility. If the noise floor is affected by signal frequency, clock jitter
is likely. Should the noise floor be unaffected by both, the noise may be inherent
in the signal or in analog circuit stages.
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2.22 Operating levels in digital audio

Analog tape recorders use operating levels which are some way below saturation.
The range between the operating level and saturation is called the headroom. In
this range, distortion becomes progressively worse and sustained recording in the
headroom is avoided. However, transients may be recorded in the headroom as
the ear cannot respond to distortion products unless they are sustained. The PPM
level meter has an attack time constant which simulates the temporal distortion
sensitivity of the ear. If a transient is too brief to deflect a PPM into the
headroom, the distortion will not be heard either.

Operating levels are used in two ways. On making a recording from a
microphone, the gain is increased until distortion is just avoided, thereby
obtaining a recording having the best SNR. In post production the gain will be
set to whatever level is required to obtain the desired subjective effect in the
context of the program material. This is particularly important to broadcasters
who require the relative loudness of different material to be controlled so that the
listener does not need to make continuous adjustments to the volume control.

In order to maintain level accuracy, analog recordings are traditionally
preceded by line-up tones at standard operating level. These are used to adjust the
gain in various stages of dubbing and transfer along landlines so that no level
changes occur to the program material.

Unlike analog recorders, digital recorders do not have headroom, as there is no
progressive onset of distortion until converter clipping, the equivalent of
saturation, occurs at 0 dBFs. Accordingly many digital recorders have level
meters which read in dBFs. The scales are marked with 0 at the clipping level and
all operating levels are below that. This causes no difficulty provided the user is
aware of the consequences.

However, in the situation where a digital copy of an analog tape is to be made,
it is very easy to set the input gain of the digital recorder so that line-up tone from
the analog tape reads OdB. This lines up digital clipping with the analog
operating level. When the tape is dubbed, all signals in the headroom suffer
converter clipping.

In order to prevent such problems, manufacturers and broadcasters have
introduced artificial headroom on digital level meters, simply by calibrating the
scale and changing the analog input sensitivity so that 0 dB analog is some way
below clipping. Unfortunately there has been little agreement on how much
artificial headroom should be provided, and machines which have it are seldom
labelled with the amount. There is an argument which suggests that the amount
of headroom should be a function of the sample wordlength, but this causes
difficulties when transferring from one wordlength to another. The EBU*?
concluded that a single relationship between analog and digital level was desirable.
In 16 bit working, 12dB of headroom is a useful figure, but now that 18 and 20

bit converters are available, the new EBU draft recommendation specifies
18dB.
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CHAPTER 3
Some essential principles

The conversion process expresses the analog input as a numerical code. The
choice of code for audio will be shown to be governed by the requirements of the
processing. Within the digital domain, all signal processing must be performed
by arithmetic manipulation of the code values in suitable logic circuits. Simple
processes such as gain control and filters are considered, leading up to more
complex subjects such as data reduction.

3.1 Pure binary code

For digital audio use, the prime purpose of binary numbers is to express the
values of the samples which represent the original analog sound-velocity or
sound-pressure waveform. Figure 3.1 shows some binary numbers and their
equivalent in decimal. Symbols to the right of the radix point represent one-half,
one-quarter and so on. The octal and hexadecimal notations are both used for
writing binary since conversion is so simple. Figure 3.1 also shows that a binary
number is split into groups of three or four digits starting at the least significant
end, and the groups are individually converted to octal or hexadecimal digits. In
hex the letters A—F are used for the numbers above nine.

In the 16 bit samples used in much digital audio equipment, there are 65 536
different numbers. Each number represents a different analog signal voltage, and
care must be taken during conversion to ensure that the signal does not go outside
the converter range, or it will be clipped.

Figure 3.2 shows that an audio signal voltage is referred to midrange. The level
of the signal is measured by how far the waveform deviates from midrange, and
attenuation, gain and mixing all take place around that midrange. What is needed
is a numbering system which operates symmetrically with reference to the centre
of the range. Audio mixing is achieved by adding sample values from two or
more different sources, but unless all of the quantizing intervals are of the same
size, the sum of two sample values will not represent the sum of the two original
analog voltages. Thus sample values which have been obtained by non-uniform
quantizing cannot readily be processed.

3.2 Two’s complement

In the two’s complement system, the upper half of the pure binary number range
has been redefined to represent negative quantities. If a pure binary counter is
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Radix point

Decimal number 9 5 ! 1 2 5

P AN

nine five one two five
tens units tenth hundredths thousandths

Radux point

Binary number 1 1 ‘ 1 101

/m///\&

one no one one one
eight  four one half quarter eighth sixteenth
- . = 15
101, =5y 1111 - 1111, 15ﬁ10
(a)
Binary Hex Decimal
0000 0 0
0001 1 1
0010 2 2
0011 3 3
0100 4 4
101
Binary Octal 81?0 2 g
000000 00 0111 7 7
000001 01 1000 8 8
000010 02 1001 9 9
838?&‘) gz 1010 A 10
1011 B 11
000101 05 1100 c 12
g::? 8‘75 1101 D 13
001000 10 -— Overflow 1110 E 14
1111 F 15
001001 1"
etc. ete. 1100 0000 1111 1111 1110 1110 Binary
10101 011- 011 Binary T FOE O E Hex
25 3+ 3 Octl / / o !
¢y x x 15 14 14
648 1 1 v
-1713 65536 4096 256 16
810
There is no 8 or 9 in Octal 12
x
1048576 = 12648430,
{b) {c)

Figure 3.1 (a) Binary and decimal. (b) In octal, groups of 3 bits make one symbol 0-7. (c) In
hex, groups of 4 bits make one symbol 0-F. Note how much shorter the number is in hex.
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Figure 3.2 Attenuation of an audio signal takes place with respect to midrange.

4

-4 -5
Figure 3.3 In this example of a 4 bit two’s complement code, the number range is from —8 to +7.
Note that the MSB determines polarity.
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i
I

{a) Analog signal of (b) Analog signal is
Vo_p max. now V,_, but
symmetrically goes from O
disposed about voits to V
0 volts

{c) Positive-only
binary numbers

— Invert MSB

{d) Two’s
complement

output
\ Pure binary LSB

3V (a) Add offset of ADC
2
Figure 3.4 A two’s complement ADC. At (a) an analog offset voltage equal to one-half the
quantizing range is added to the bipolar analog signal in order to make it unipolar as at (b). The

ADC produces positive-only numbers at (c), but the MSB is then inverted at (d) to give a two’s
complement output.

constantly incremented and allowed to overflow, it will produce all the numbers
in the range permitted by the number of available bits, and these are shown for
a 4 bit example drawn around the circle in Figure 3.3. In two’s complement, the
quantizing range represented by the circle of numbers does not start at zero, but
starts on the diametrically opposite side of the circle. Zero is midrange, and all
numbers with the MSB (Most Significant Bit) set are considered negative. The
MSB is thus the equivalent of a sign bit where 1 = minus. Two’s complement
notation differs from pure binary in that the MSB is inverted in order to achieve
the half-circle rotation.

Figure 3.4 shows how a real ADC is configured to produce two’s complement
output. At (a) an analog offset voltage equal to one-half the quantizing range is
added to the bipolar analog signal in order to make it unipolar as at (b). The ADC
produces positive-only numbers at (c) which are proportional to the input
voltage. The MSB is then inverted at (d) so that the all-zeros code moves to the
centre of the quantizing range.

Figure 3.5 shows how the two’s complement system allows two sample values
to be added, or mixed in audio parlance, in a manner analogous to adding analog
signals in an operational amplifier. The waveform of input A is depicted by solid
black samples, and that of B by samples with a solid outline. The result of mixing
is the linear sum of the two waveforms obtained by adding pairs of sample
values. The dashed lines depict the output values. Beneath each set of samples is
the calculation which will be seen to give the correct result. Note that the
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Figure 3.5 Using two’s complement arithmetic, single values from two waveforms are added
together with respect to midrange to give a correct mixing function.

calculations are pure binary. No special arithmetic is needed to handle two’s
complement numbers.

Figure 3.6 shows some audio waveforms at various levels with respect to the
coding values. Where an audio waveform just fits into the quantizing range
without clipping it has a level which is defined as 0 dBFs where Fs indicates full
scale. Reducing the level by 6.02 dB makes the signal half as large and results in
the second bit in the sample becoming the same as the sign bit. Reducing the

01111 —— — Max. positive
code
————————— 00111 —— — Half max. positive
00000 — —— Zero
— — 11000— — — Half max. negative
10000 — — — Max. negative
code

Figure 3.6 0 dBFs is defined as the level of the largest sinusoid which will fit into the quantizing
range without clipping.
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level by a further 6.02dB to —12 dBFs will make the second and third bits the
same as the sign bit and so on.

It is often necessary to phase-reverse or invert an audio signal, for example a
microphone input to a mixer. The process of inversion in two’s complement is
simple. All bits of the sample value are inverted to form the one’s complement,
and one is added. This can be checked by mentally inverting some of the values
in Figure 3.3. The inversion is transparent and performing a second inversion
gives the original sample values. Using inversion, signal subtraction can be
performed using only adding logic. The inverted input is added to perform a
subtraction, just as in the analog domain.

3.3 Introduction to digital logic

However complex a digital process, it can be broken down into smaller stages
until finally one finds that there are really only two basic types of element in use.
Figure 3.7 shows that the first type is a logical element. This produces an output
which is a logical function of the input with minimal delay. The second type is
a storage element which samples the state of the input(s) when clocked and holds

Storage element

Logic elements Q out
u
ﬁsl——— ) D I:j j D
. | f
|
l |

Propagation T
delay —* =~
| I
|
(T
I
—+) |
|
|
—*——

Reclocked
logic output

Figure 3.7 Logic elements have a finite propagation delay between input and output and
cascading them delays the signal an arbitrary amount. Storage elements sample the input on a
clock edge and can retumn a signal to near coincidence with the system clock. This is known as
reclocking. Reclocking eliminates variations in propagation delay in logic elements.
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or delays that state. The strength of binary logic is that the signal has only two
states, and considerable noise and distortion of the binary waveform can be
tolerated before the state becomes uncertain. At every logical element, the signal
is compared with a threshold, and can thus can pass through any number of
stages without being degraded. In addition, the use of a storage element at regular
locations throughout logic circuits eliminates time variations or jitter. Figure 3.7
shows that if the inputs to a logic element change, the output will not change until
the propagation delay of the element has elapsed. However, if the output of the
logic element forms the input to a storage element, the output of that element will
not change until the input is sampled at the next clock edge. In this way the signal
edge is aligned to the system clock and the propagation delay of the logic
becomes irrelevant. The process is known as reclocking.

Positive logic Boolean Positive logic Positive logic Plain
name expression symbol truth table English

Al Q Output is

{nverter - A a i
Q-4 _.{>°_ opposite of
or NOT gate o input

1 0
A B | Q
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gate - ] 0 1|0 inputsare
B 1 01}0 trueonly
1 1 1
A B | Q
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Figure 3.8 The basic logic gates compared.
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The two states of the signal when measured with an oscilloscope are simply
two voltages, usually referred to as high and low. As there are only two states,
there can only be true or false meanings. The true state of the signal can be
assigned by the designer to either voltage state. When a high voltage represents
a true logic condition and a low voltage represents a false condition, the system
is known as positive logic or high true logic. This is the usual system, but
sometimes the low voltage represents the true condition and the high voltage
represents the false condition. This is known as negative logic or low true logic.
Provided that everyone is aware of the logic convention in use, both work equally
well.

In logic systems, all logical functions, however complex, can be configured
from combinations of a few fundamental logic elements or gates. Figure 3.8
shows the important simple gates and their derivatives, and introduces the logical
expressions to describe them, which can be compared with the truth-table
notation. The figure also shows the important fact that when negative logic is
used, the OR gate function interchanges with that of the AND gate.

If numerical quantities need to be conveyed down the two-state signal paths
described here, then the only appropriate numbering system is binary, which has
only two symbols, 0 and 1. Just as positive or negative logic could be used for
the truth of a logical binary signal, it can also be used for a numerical binary
signal. Normally, a high voltage level will represent a binary 1 and a low voltage
will represent a binary 0, described as a ‘high for a one’ system. Clearly a ‘low
for a one’ system is just as feasible. Decimal numbers have several columns, each
of which represents a different power of ten; in binary the column position
specifies the power of two.

Several binary digits or bits are needed to express the value of a binary audio
sample. These bits can be conveyed at the same time by several signals to form
a parallel system, which is most convenient inside equipment because it is fast,
or one at a time down a single signal path, which is slower, but convenient for
cables between pieces of equipment because the connectors require fewer pins.
When a binary system is used to convey numbers in this way, it can be called a
digital system.

The basic memory element in logic circuits is the latch, which is constructed
from two gates as shown in Figure 3.9(a), and which can be set or reset. A more
useful variant is the D-type latch shown in (b) which remembers the state of the
input at the time a separate clock either changes state for an edge-triggered
device, or after it goes false for a level-triggered device. A shift register can be
made from a series of latches by connecting the Q output of one latch to the D
input of the next and connecting all of the clock inputs in parallel. Data are
delayed by the number of stages in the register. Shift registers are also useful for
converting between serial and parallel data transmissions.

In large random access memories (RAMs), the data bits are stored as the
presence or absence of charge in a tiny capacitor as shown in Figure 3.9(c). The
capacitor is formed by a metal electrode, insulated by a layer of silicon dioxide
from a semiconductor substrate; hence the term MOS (Metal Oxide Semi-
conductor). The charge will suffer leakage, and the value would become
indeterminate after a few milliseconds. Where the delay needed is less than this,
decay is of no consequence, as data will be read out before they have had a
chance to decay. Where longer delays are necessary, such memories must be
refreshed periodically by reading the bit value and writing it back to the same
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Figure 3.9 Digitat semiconductor memory types. In (a), one data bit can be stored in a simple
set-reset latch, which has little application because the D-type latch in (b) can store the statc of
the single data input when the clock occurs. These devices can be implemented with bipolar
transistors or FETs, and are called static memories because they can store indefinitely. They

consume a lot of power.

In (c), a bit is stored as the charge in a potential well in the substrate of a chip. It is accessed
b}' connecting the bit line with the field effect from the word line. The single well where the two
lines cross can then be written or read. These devices are called dynamic RAMs because the
charge decays, and they must be read and rewritten (refreshed) periodically.
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place. Most modern MOS RAM chips have suitable circuitry built in. Large
RAMs store thousands of bits, and it is clearly impractical to have a connection
to each one. Instead, the desired bit has to be addressed before it can be read or
written. The size of the chip package restricts the number of pins available, so
that large memories use the same address pins more than once. The bits are
arranged internally as rows and columns, and the row address and the column
address are specified sequentially on the same pins.

(5]

Latch Out

/ o —1

n—2,n-1,nmn+1n+2, ... Latch

Complement
(n—1)—-(n=-2),
) (n) —(n—1),
(n+ 1) —(n),

(n+2)—(n+1),...

(b}

Figure 3.11 Two configurations which are common in processing. In (a) the feedback around the
adder adds the previous sum to each input to perform accumulation or digital integration. In (b)

an inverter allows the difference between successive inputs to be computed. This is
differentiation.
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The binary circuitry necessary for adding two’s complement numbers is shown
in Figure 3.10. Addition in binary requires 2 bits to be taken at a time from the
same position in each word, starting at the least significant bit. Should both be
ones, the output is zero, and there is a carry-out generated. Such a circuit is called
a half adder, shown in Figure 3.10(a) and is suitable for the least significant bit
of the calculation. All higher stages will require a circuit which can accept a carry
input as well as two data inputs. This is known as a full adder (Figure
3.10(b)).

When mixing by adding sample values, care has to be taken to ensure that if
the sum of the two sample values exceeds the number range the result will be
clipping rather than wraparound. In two’s complement, the action necessary
depends on the polarities of the two signals. Clearly if one positive and one
negative number are added, the result cannot exceed the number range. If two
positive numbers are added, the symptom of positive overflow is that the most
significant bit seis, causing an erroneous negative result, whereas a negative
overflow results in the most significant bit clearing. The overflow control circuit
will be designed to detect these two conditions, and override the adder output. If
the MSB of both inputs is zero, the numbers are both positive; thus if the sum has
the MSB set, the output is replaced with the maximum positive code (0111 .. .).
If the MSB of both inputs is set, the numbers are both negative, and if the sum
has no MSB set, the output is replaced with the maximum negative code (1000
...). These conditions can also be connected to warning indicators.

A storage element can be combined with an adder to obtain a number of useful
functional blocks which will crop up frequently in audio equipment. Figure
3.11(a) shows that a latch is connected in a feedback loop around an adder. The
latch contents are added to the input each time it is clocked. The configuration is
known as an accumulator in computation because it adds up or accumulates
values fed into it. In filtering, it is known as a discrete-time integrator. If the input
is held at some constant value, the output increases by that amount on each clock.
The output is thus a sampled ramp.

Figure 3.11(b) shows that the addition of an inverter allows the difference
between successive inputs to be obtained. This is digital differentiation. The
output is proportional to the slope of the input.

3.4 Digital mixing

During post production, digital recordings may be played back and mixed with
other recordings, and the desired effect can only be achieved if the level of each
can be controlled independently. Gain is controlled in the digital domain by
multiplying each sample value by some fixed coefficient. If that coefficient is
less than one, attenuation will result; if it is greater than one, amplification can
be obtained.

Multiplication in binary circuits is difficult. It can be performed by repeated
adding, but this is too slow to be of any use. In fast multiplication, one of the
inputs will be simultaneously multiplied by one, two, four, etc., by hard-wired bit
shifting. Figure 3.12 shows that the other input bits will determine which of these
powers will be added to produce the final sum, and which will be neglected. If
multiplying by five, the process is the same as multiplying by four, multiplying
by one, and adding the two products. This is achieved by adding the input to itself
shifted two places. As the wordlength of such a device increases, the complexity
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Figure 3.12 Structure of fast multiplier. The input A is multiplied by 1, 2, 4, 8, etc., by bit
shifting. The digits of the B input then determine which multiples of A should be added together
by enabling AND gates between the shifters and the adder. For long wordlengths, the number of
gates required becomes enormous, and the device is best implemented in a chip.

increases exponentially, so this is a natural application for an integrated
circuit.

In a digital mixer, the gain coefficients will originate in hand-operated faders,
just as in analog. Analog mixers having automated mixdown employ a system
similar to the one shown in Figure 3.13. Here, the faders produce a varying
voltage and this is converted to a digital code or gain coefficient in an ADC and
recorded alongside the audio tracks. On replay the coefficients are converted
back to analog voltages which control VCAs (Voltage-Controlled Amplifiers) in
series with the analog audio channels. A digital mixer has a similar structure, and
the coefficients can be obtained in the same way. However, on replay, the
coefficients are not converted back to analog, but remain in the digital domain
and control multipliers in the digital audio channels directly. As the coefficients
are digital, it is quite easy to add automation to a digital mixer. In fact there is
not much point in building one without.

Whilst gain coefficients can be obtained by digitizing the output of an analog
fader, it is also possible to obtain coefficients directly in digital faders. Digital
faders are a form of displacement transducer in which the mechanical position of
the knob is converted directly to a digital code. The position of other controls,
such as for equalizers or scrub wheels, will also need to be digitized. Controls can
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Figure 3.13 The automated mixdown system of an audio console digitizes fader positions for
storage and uses the coefficients later to drive VCAs via converters.

be linear or rotary, and absolute or relative. In an absolute control, the position
of the knob determines the output directly. These are inconvenient in automated
systems because unless the knob is motorized, the operator does not know the
setting the automation system has selected. In a relative control, the knob can be
moved to increase or decrease the output, but its absolute position is meaningless.
The absolute setting is displayed on a bar LED nearby. In a rotary control, the bar
LED may take the form of a ring of LEDs around the control. The automation
system setting can be seen on the display and no motor is needed. In a relative
linear fader, the control may take the form of an endless ridged belt like a
caterpillar track. If this is transparent, the bar LED may be seen through it.
Figure 3.14 shows an absolute linear fader. A grating is moved with respect to
several light beams, one for each bit of the coefficient required. The interruption

Transparent belt

Markings on belt

Figure 3.14 An absolute linear fader uses 2 number of light beams which are interrupted in

various combinations according to the position of a grating. A Gray code shown in Figure 3.15
must be used to prevent false codes.
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of the beams by the grating determines which photocells are illuminated. It is not
possible to use a pure binary pattern on the grating because this results in
transient false codes due to mechanical tolerances. Figure 3.15 shows some
examples of these false codes. For example, on moving the fader from 3 to 4, the
MSB goes true slightly before the middle bit goes false. This results in a
momentary value of 4 + 2 = 6 between 3 and 4. The solution is to use a code in
which only 1 bit ever changes in going from one value to the next. One such code

MSB

LSB

6 4
False False
code code
{a)
9 1 0 1 0
t

8 1 1 1 0
1
7 1 1 1 1

t
6 1 1 0 1
t
5 1 1 0 0

t

4 0 1 0 0
T
3 0 1 0 1

t
2 0 1 1 1
t
1 0 1 1 0

t
0 0 0 1 0
(b)

Figure 3.15 (a) Binary cannot be used for position encoders because mechanical tolerances_ cause
false codes to be produced. (b) In Gray code, only 1 bit (arrowed) changes in between positions,
80 no false codes can be generated.
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Figure 3.16 The fixed and rotating gratings produce moiré fringes which are detected by two
light paths as quadrature sinusoids. The relative phase determines the direction, and the frequency
is proportional to speed of rotation.

2

is the Gray code which was devised to overcome timing hazards in relay logic but
is now used extensively in position encoders.

Gray code can be converted to binary in a suitable PROM or gate array. These
are available as industry-standard components.

Figure 3.16 shows a rotary incremental encoder. This produces a sequence of
pulses whose number is proportional to the angle through which it has been
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turned. The rotor carries a radial grating over its entire perimeter. This turns over
a second fixed radial grating whose bars are not parallel to those of the first
grating. The resultant moiré fringes travel inwards or outwards depending on the
direction of rotation. Two suitably positioned light beams falling on photocells
will produce outputs in quadrature. The relative phase determines the direction
and the frequency is proportional to speed. The encoder outputs can be connected
to a counter whose contents will increase or decrease according to the direction
the rotor is turned. The counter provides the coefficient output and drives the
display.

For audio use, a logarithmic characteristic is required in gain control. Linear
coefficients can conveniently be converted to logarithmic in a PROM. The
wordlength of the gain coefficients requires some thought as they determine the
number of discrete gains available. If the coefficient wordlength is inadequate,
the gain control becomes ‘steppy’, particularly towards the end of a fadeout. This
phenomenon is quite noticeable on some low-cost home studio equipment. A
compromise between performance and the expense of high-resolution faders is to
insert a digital interpolator having a low-pass characteristic between the fader
and the gain control stage. This will compute intermediate gains to higher
resolution than the coarse fader scale so that the steps cannot be heard. Digital
filters used for equalization can also be sensitive to sudden step changes to their
control coefficients.! Again the solution is to filter the coefficients.

The signal path of a simple digital mixer is shown in Figure 3.17. The two
inputs are multiplied by their respective coefficients, and added together in two’s
complement to achieve the mix with peak limiting as required. The sampling rate
of the two inputs must be exactly the same, and in the same phase, or the circuit
will not be able to add on a sample-by-sample basis. If the two inputs have come
from different sources, they must be synchronized by the same master clock, and/
or timebase correction must be provided on the inputs. Synchronization of audio
sources follows the principle long established in video in which a reference
signal is fed to all devices which then slave or genlock to it. This process will be
covered in detail in Chapter 5.

Some thought must be given to the wordlength of the system. If a sample is
attenuated, it will develop bits which are below the radix point. For example, if
an 8 bit sample is attenuated by 24 dB, the sample value will be shifted four
places down. Extra bits must be available within the mixer to accommodate this
shift. Digital mixers can have an internal wordlength of up to 32 bits. When
several attenuated sources are added together to produce the final mix, the result
will be a stream of 32 bit or longer samples. As the output will generally need to
be of the same format as the input, the wordlength must be shortened using
digital dither as described in Chapter 2. In digital signal processor (DSP) chips,
all of the processes shown above can be implemented in software.

3.5 Digital filters

Filtering is inseparable from digital audio. Analog or digital filters, and
sometimes both, are required in ADCs, DACsS, in the data channels of digital
recorders and transmission systems and in sampling-rate converters and
equalizers. The main difference between analog and digital filters is that in the
digital domain very complex architectures can be constructed at low cost in LSI
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Figure 3.18 Group delay time-displaces signals as a function of frequency.

and that arithmetic calculations are not subject to component tolerance or
drift.

Filtering may modify the frequency response of a system and/or the phase
response. Every combination of frequency and phase response determines the
impulse response in the time domain. Figure 3.18 shows that impulse response
testing tells a great deal about a filter. In a perfect filter, all frequencies should
experience the same time delay. As an impulse contains an infinite spectrum, a
filter suffering from group-delay error will separate the different frequencies of
an impulse along the time axis.

A pure delay will cause a phase shift proportional to frequency, and a filter
with this characteristic is said to be phase linear. The impulse response of a
phase-linear filter is symmetrical. If a filter suffers from group-delay error it
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Figure 3,19 (a) The impulse response of a simple RC network is an exponential decay. This can
be used to calculate the response to a square wave, as in (b).
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cannot be phase-linear. It is almost impossible to make a perfectly phase lineay
analog filter, and many filters have a group-delay equalization stage following
them which is often as complex as the filter itself. In the digital domain it ig
straightforward to make a phase-linear filter, and phase equalization becomes
unnecessary. ‘

Because of the sampled nature of the signal, whatever the response at low
frequencies may be, all digital channels (and sampled analog channels) act ag
low-pass filters cutting off at the Nyquist limit, or half the sampling
frequency.

Figure 3.19(a) shows a simple RC network and its impulse response. This is
the familiar exponential decay due to the capacitor discharging through the
resistor (in series with the source impedance which is assumed here to be
negligible). The figure also shows the response to a square wave in (b). These
responses can be calculated because the inputs involved are relatively simple.
When the input waveform and the impulse response are complex functions, this
approach becomes almost impossible.

In any filter, the time-domain output waveform represents the convolution of
the impulse response with the input waveform. Convolution can be followed by
reference to a graphic example in Figure 3.20. Where the impulse response is
asymmetrical, the decaying tail occurs after the input. As a result it is necessary
to reverse the impulse response in time so that it is mirrored prior to sweeping it
through the input waveform. The output voltage is proportional to the shaded
area shown where the two impulses overlap.

The same process can be performed in the sampled, or discrete, time domain
as shown in Figure 3.21. The impuise and the input are now a set of discrete
samples which clearly must have the same sample spacing. The impulse response
only has value where impulses coincide. Elsewhere it is zero. The impulse
response is therefore stepped through the input one sample period at a time. At
each step, the area is still proportional to the output, but as the time steps are of
uniform width, the area is proportional to the impulse height and so the output is
obtained by adding up the lengths of overlap. In mathematical terms, the output
samples represent the convolution of the input and the impulse response by
summing the coincident cross-products.

As a digital filter works in this way, perhaps it is not a filter at all, but just a
mathematical simulation of an analog filter. This approach is quite useful in
visualizing what a digital filter does.

Somewhere between the analog filter and the digital filter is the switched
capacitor filter. This uses analog quantities, namely the charges on capacitors, bu
the time axis is discrete because the various charges are routed using electronic
switches which close during various phases of the sampling-rate clock. Switched
capacitor filters have the same characteristics as digital filters with infinite
precision. They are often used in preference to continuous-time analog filters in
integrated circuit converters because they can be implemented with the same
integration techniques. Figure 3.22(a) shows a switched capacitor delay. There
are two clock phases and during the first the input voltage is transferred to the
capacitor. During the second phase the capacitor voltage is transferred to the
output. Combining delay with operational amplifier summation allows fre-
quency-dependent circuitry to be realized. Figure 3.22(b) shows a simpl
switched capacitor filter. The delay causes a phase shift which is dependent or
frequency. The frequency response is sinusoidal.
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Figure 3.20 In the convolution of two continuous signals (the impulse response with the input),
the impulse must be time reversed or mirrored. This is necessary because the impulse will be
moved from left to right, and mirroring gives the impulse the correct time-domain response when
it is moved past a fixed point. As the impulse response slides continuously through the input
waveform, the area where the two overlap determines the instantaneous output amplitude. This is
shown for five different times by the crosses on the output waveform.
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Figure 3.21 In time discrete convolution, the mirrored impulse response is stepped through the
input one sample period at a time. At each step, the sum of the cross-products is used to form an
output value. As the input in this example is a constant-height pulse, the output is simply

proportional to the sum of the coincident impulse response samples. This figure should be
compared with Figure 3.20.
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Figure 3.22 In a switched capacitor delay (a), there are two clock phases, and during the first the
input voltage is transferred to the capacitor. During the second phase the capacitor voltage is
transferred to the output. (b) A simple switched capacitor filter. The delay causes a phase shift
which is dependent on frequency and the resultant frequency response is sinusoidal.

3.6 Transforms

Convolution is a lengthy process to perform on paper. It is much easier to work
in the frequency domain. Figure 3.23 shows that if a signal with a spectrum or
frequency content a is passed through a filter with a frequency response b the
result will be an output spectrum which is simply the product of the two. If the
frequency responses are drawn on logarithmic scales (i.e. calibrated in decibels)
the two can be simply added because the addition of logarithms is the same as
multiplication. Multiplying the spectra of the responses is a much simpler
process than convolution.

In order to move to the frequency domain or spectrum from the time domain
or waveform, it is necessary to use the Fourier transform, or in sampled systems,
the discrete Fourier transform (DFT). Fourier analysis holds that any waveform
can be reproduced by adding together an arbitrary number of harmonically
related sinusoids of various amplitudes and phases. Figure 3.24 shows hovy a
square wave can be built up of harmonics. The spectrum can be drawn by Plotpng
the amplitude of the harmonics against frequency. It will be seen that this gives
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Figure 3.23 In the frequency domain, the response of two series devices is the product of their
individual responses at each frequency. On a logarithmic scale the responses are simply added.

a spectrum which is a decaying wave. It passes through zero at all even multiples
of the fundamental. The shape of the spectrum is a sin x/x curve. If a square wave
has a sin x/x spectrum, it follows that a filter with a rectangular impulse response
will have a sinx/x spectrum.

A low-pass filter has a rectangular spectrum, and this has a sinx/x impulse
response. These characteristics are known as a transform pair. In transform pairs,
if one domain has one shape of the pair, the other domain will have the other
shape. Thus a square wave has a sinx/x spectrum and a sinx/x impulse has a
square spectrum. Figure 3.25 shows a number of transform pairs. Note the pulse
pair. A time-domain pulse of infinitely short duration has a flat spectrum. Thus
a flat waveform, i.e. DC, has only zero in its spectrum. Interestingly the
transform of a Gaussian response in still Gaussian. The impulse response of the
optics of a laser disk has a (sinx)?4* function, and this is responsible for the
triangular falling frequency response of the pickup.
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Figure 3.24 Fourier analysis of a square wave into fundamental and harmonics. A, amplitude; 3,
phase of fundamental wave in degrees; 1, first harmonic (fundamental); 2, odd harmonics 3-15;
3, sum of harmonics 1-15; 4, ideal square wave.

3.7 FIR and IIR filters compared

Filters can be described in two main classes, as shown in Figure 3.26, according
to the nature of the impulse response. Finite-impulse response (FIR) filters are
always stable and, as their name suggests, respond to an impulse once, as they
have only a forward path. In the temporal domain, the time for which the filter
responds to an input is finite, fixed and readily established. The same is therefore
true about the distance over which an FIR filter responds in the spatial domain.
FIR filters can be made perfectly phase linear if required. Most filters used for
sampling-rate conversion and oversampling fall into this category.

Infinite-impulse response (IIR) filters respond to an impulse indefinitely and
are not necessarily stable, as they have a return path from the output to the input.
For this reason they are also called recursive filters. As the impulse response is
not symmetrical, IIR filters are not phase linear. Digital reverberators and
equalizers employ recursive filters.

An FIR filter works by graphically constructing the impulse response for every
input sample. It is first necessary to establish the correct impulse response. Figure
3.27(a) shows an example of a low-pass filter which cuts off at one-quarter of the
sampling rate. The impulse response of a perfect low-pass filter is a sin x/x curve,
where the time between the two central zero crossings is the reciprocal of the cut-
off frequency. According to the mathematics, the waveform has always existed,
and carries on for ever. The peak value of the output coincides with the input
impulse. This means that the filter is not causal, because the output has changed
before the input is known. Thus in all practical applications it is necessary to
truncate the extreme ends of the impulse response, which causes an aperture
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Figure 3.25 The concept of transform pairs illustrates the duality of the frequency (including
spatial frequency) and time domains.
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Figure 3.26 An FIR filter (a) responds only to an input, whereas the output of an IIR filter (b)
continues indefinitely rather like a decaying echo.
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Figure 3.27 (a) The impulse response of an LPF is a sinx/x curve which stretches from —oo to +c
in time. The ends of the response must be neglected, and a delay introduced to make the filter
causal.
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Figure 3.27 (b) The structure of an FIR LPF. Input samples shift across the register and at each
point are multiplied by different coefficients.
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Figure 3.27 (c) When a single unit sample shifts across the circuit of Figure 3.27(b), the impulse
response is created at the output as the impulse is multiplied by each coefficient in turn.

effect, and to introduce a time delay in the filter equal to half the duration of the
truncated impulse in order to make the filter causal. As an input impulse is shifted
through the series of registers in Figure 3.27(b), the impulse response is created,
because at each point it is multiplied by a coefficient as in Figure 3.27(c). These
coefficients are simply the result of sampling and quantizing the desired impulse
response. Clearly the sampling rate used to sample the impulse must be the same
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as the sampling rate for which the filter is being designed. In practice the
coefficients are calculated, rather than attempting to sample an actual impulse
response. The coefficient wordlength will be a compromise between cost and
performance. Because the input sample shifts across the system registers to
create the shape of the impulse response, the configuration is also known as a
transversal filter. In operation with real sample streams, there will be several
consecutive sample values in the filter registers at any time in order to convolve
the input with the impulse response.

Simply truncating the impulse response causes an abrupt transition from input
samples which matter and those which do not. Truncating the filter superimposes
a rectangular shape on the time-domain impulse response. In the frequency
domain the rectangular shape transforms to a sinx/x characteristic which is
superimposed on the desired frequency response as a ripple. One consequence of
this is known as Gibb’s phenomenon: a tendency for the response to peak just
before the cut-off frequency.?> As a result, the length of the impulse which must
be considered will depend not only on the frequency response, but also on the
amount of ripple which can be tolerated. If the relevant period of the impulse is
measured in sample periods, the result will be the number of points or
multiplications needed in the filter. Figure 3.28 compares the performance of
filters with different numbers of points. A typical digital audio FIR filter may
need as many as 96 points.

N=11 N=21 N=31
1 1 1
0.5 0.5 0.5
i .
] i
0 0 1 0 -~
) 0.4 ! 0 0.4 0 0.4
Nyquist —_— —
Frequency jimit F F

Figure 3.28 The truncation of the impulse in an FIR filter caused by the use of a finite number of
points (N) results in ripple in the response. Shown here are three different numbers of points for
the same impulse response. The filter is an LPF which rolls off at 0.4 of the fundamental interval.
(Courtesy Philips Technical Review)

Rather than simply truncate the impulse response in time, it is better to make
a smooth transition from samples which do not count to those that do. This can
be done by multiplying the coefficients in the filter by a window function which
peaks in the centre of the impulse.

In the example of Figure 3.29, the low-pass filter of Figure 3.27 is shown with
a Bartlett window. Acceptable ripple determines the number of significant sample
periods embraced by the impulse. This determines in turn both the number of
points in the filter and the filter delay. For the purposes of illustration, the number
of points is much smaller than would normally be the case in an audio
application. As the impulse is symmetrical, the delay will be half the impulse
period. The impulse response is a sin x/x function, and this has been calculated in



Some essential principles 109

o\ o

0.64
1.00
0.64
[
o
0.127>
o

0.127

-0.21 -0.21

og.é

0.125

—0.011
04
0.04

—0.011

—
[x2)
-
o
[

-0.131

Figure 3.29 A truncated sin x/x impulse (top) is multiplied by a Bartlett window function (centre)
to produce the actual coefficients used (bottomn)

the figure. The sin x/x response is next multiplied by the window function to give
the windowed impulse response.

If the coefficients are not quantized finely enough, it will be as if they had been
calculated inaccurately, and the performance of the filter will be less than
expected. Figure 3.30 shows an example of quantizing coefficients. Conversely,
raising the wordlength of the coefficients increases cost.

The frequency response of the filter can be changed at will by changing the
coefficients. A programmable filter only requires a series of PROMs to supply
the coefficients; the address supplied to the PROMs will select the response. The
frequency response of a digital filter will also change if the clock rate is changed,
s0 it is often less ambiguous to specify a frequency of interest in a digital filter
in terms of a fraction of the fundamental interval rather than in absolute terms.
The configuration shown in Figure 3.27 serves to illustrate the principle. The
units used on the diagrams are sample periods and the response is proportional
to these periods or spacings, and so it is not necessary to use actual figures.
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Figure 3.30 Frequency response of a 49 point transversal filter with infinite precision (solid line)
shows ripple due to finite window size. Quantizing coefficients to 12 bits reduces attenuation in
the stopband. (Responses courtesy Philips Technical Review)
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Figure 3.31 In (a) an FIR filter is supplied with exponentially decaying coefficient to simulate an
RC response. In (b) the configuration of an IIR or recursive filter uses much less hardware (or
computation) to give the same response, shown in (c).
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Figure 3.31 is an FIR filter which has been adapted in an attempt to simulate
an RC network. Because an RC network is causal, i.e. the output cannot appear
before the input, the impulse response is asymmetrical and represents an
exponential decay, as shown in Figure 3.31(a). The asymmetry of the impulse
response confirms the expected result that this filter will not be phase linear. The
implementation of the filter is exactly the same as the examples given earlier;
only the coefficients have been changed. The simulation of RC networks is
common in digital audio for the purposes of equalization or provision of tone
controls. A large number of points are required in an FIR filter to create the long
exponential decays necessary, and the FIR filter is at a disadvantage here because
an exponential decay can be computed as every output sample is a fixed
proportion of the previous one. Figure 3.31(b) shows a much simpler hardware
configuration, where the output is returned in attenuated form to the input. The
response of this circuit to a single sample is a decaying series of samples, in
which the rate of decay is controlled by the gain of the multiplier. If the gain is
one, the output can carry on indefinitely. For this reason, the configuration is
known as an infinite-impulse response (IIR) filter. If the gain of the multiplier is
slightly more than one, the output will increase exponentially after a single non-
zero input until the end of the number range is reached. Unlike FIR filters, IIR
filters are not necessarily stable. FIR filters are easy to understand, but difficult
to make in audio applications; IIR filters are easier to make, because less
hardware is needed, but they are harder to understand.

One major consideration when recursive techniques are to be used is that the
accuracy of the coefficients must be much higher. This is because an impulse
response is created by making each output some fraction of the previous one, and
a small error in the coefficient becomes a large error after several recursions. This
error between what is wanted and what results from using truncated coefficients
can often be enough to make the actual filter unstable whereas the theoretical
model is not.

By way of introduction to this class of filters, the characteristics of some useful
configurations will be discussed. It will be seen that parallels can be drawn with
some classical analog circuits.

The terms phase lag and phase lead are used to describe analog circuit
characteristics, and they are also applicable to digital circuits. Figure 3.32(a)
shows a first-order lag network containing two multipliers, a register to provide
one sample period of delay, and an adder. As might be expected, the
characteristics of the circuit can be transformed by changing the coefficients. If
K2 is greater than unity, the circuit is unstable, as any non-zero input causes the
output to increase exponentially. Making K2 equal to unity (Figure 3.32(b))
produces a digital integrator, because the current value in the latch is added to the
input to form the next value in the latch. The coefficient K1 determines the time
constant in the same way that the RC network does for the analog circuit. Figure
3.32(c) shows the case where K1 + K2 = 1; the response will be the same as an
RC lag network. In this case it will be more economical to construct a different
configuration shown in Figure 3.32(d) having the same characteristics but
eliminating one stage of multiplication. The operation of these configurations can
be verified by computing their responses to an input step. This is simply done by
applying some constant input value, and deducing how the output changes for
each applied clock pulse to the register. This has been done for two cases in
Figure 3.33 where the linear integrator response and the exponential response can
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Figure 3.32 (a) First-order lag network IIR filter. Note recursive path integral through single
sample delay latch.
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Figure 3.32 (b) The arrangement of (a) becomes an integrator if K2 = 1, since the output is
always added to the next sample.
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Figure 3.32 (c) When the time coefficients sum to unity, the system behaves as an RC lag
network.
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Figure 3.32 (d) The same performance as in (c) can be realized with only one multiplier by
reconfiguring as shown here.
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Figure 3.33 The response of the configuration of Figure 3.32 to a unit step. With K2 = 1, the
system is an integrator, and the straight line shows the output with K1 = 0.1. With K1 = 0.1 and
K2 = 0.9, Ki + K2 =1 and the exponential response of an RC network is simulated.

be seen. It is interesting to experiment with different coefficients to see how the
results change.

Figure 3.34(a) shows a first-order lead network using the same basic building
blocks. Again, the coefficient values have dramatic power. If K2 is made zero,
the circuit simply subtracts the previous sample value from the current one, and
so becomes a true differentiator as in Figure 3.34(b). K1 determines the time
constant. If K2 is made unity, the configuration acts as a high-pass filter as in
Figure 3.34(c).

3.8 Structure of digital mixing desks

Having dealt with a considerable amount of digital processing theory, it is

appropriate to look now at the implementation of practical digital audio mixing
desks.*>

for performance reasons; thus one control knob is needed for every variable, and
the control panel is physically large. Remote control is difficult with such
construction. The order in which the signal passes through the various stages of
the mixer is determined at the time of design, and any changes are difficult.

In a digital mixer, all the filters are controlled by simply changing the
coefficients, and remote control is easy. Since control is by digital parameters, it
is possible to use assignable controls, such that there need only be one set of filter



114 Some essential principles

| o

z X

—

n z-! - ‘
K1
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Figure 3.34 (b) When K2 of (a) is made zero, the configuration subtracts successive samples, and
thus acts as a differentiator.

AAAA
\AAAL

z >» Out

K1 _In Out

Figure 3.34 (c) Setting K2 of (a) to unity gives the high-pass filter response shown here.

and equalizer controls, whose setting is conveyed to any channel chosen by the
operator.5 The use of digital processing allows the console to include a video
display of the settings. This was seldom attempted in analog desks because the
magnetic field from the scan coils tended to break through into the audio
circuitry.

Since the audio processing in a digital mixer is by program control, the
conﬁguratlon of the desk can be changed at will by running the programs for the
various functions in-a different order. The operator can configure the desk to his
or her own requirements by entering symbols on a block diagram on the video
display, for example. The configuration and the setting of all the controls can be
stored in memory or, for a longer term, on disk, and recalled instantly. Such a
desk can be in almost constant use, because it can be put back exactly to a known
state easily after someone else has used it.

A further advantage of working in the digital domain is that delay can be
controlled individually in the audio channels.” This allows for the time of arrival
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Figure 3.35 Digital mixer installation. The convenience of digital transmission without
degradation allows the control panel to be physically remote from the processor.

of wavefronts at various microphones to be compensated despite their physical
position.
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cabling can be kept short. The input umts communicate with the signal processor
using digital fibre-optic links.

The sampling rate of a typical digital audio signal is low compared with the
speed at which typical logic gates can operate. It is sensible to minimize the
quantity of hardware necessary by making each perform many functions in one
sampling period. Although general-purpose computers can be programmed to
process digital audio, they are not really suitable for the following reasons:

(1) The number of arithmetic operations in audio processing, particularly
multiplications, is far higher than in data processing.

(2) Audio processing is done in real time; data processors do not generally
work in real time.

(3) The program needed for an audio function generally remains constant for
the duration of a session, or changes slowly, whereas a data processor rapidly
jumps between many programs.

(4) Data processors can suspend a program on receipt of an interrupt; audio
processors must work continuously for long periods.

(5) Data processors tend to be I/O limited, in that their operating speed is
limited by the problems of moving large quantities of data and instructions into
the CPU. Audio processors in contrast have a relatively small input and output
rate, but compute intensively.
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The above is a sufficient case for the development of specialized digital audio
signal processors.®~'? These units are implemented with more internal registers
than data processors to facilitate multipoint filter algorithms. The arithmetic unit
will be designed to offer high-speed multiply/accumulate using techniques such
as pipelining, which allows operations to overlap.!! The functions of the register
set and the arithmetic unit are controlled by a microsequencer.

External control of a DSP will generally be by a smaller processor, often in the
operator’s console, which passes coefficients to the DSP as the operator moves
the controls. In large systems, it is possible for several different consoles to
control different sections of the DSP.'?

3.9 Effects

In addition to equalization and mixing, modem audio production requires
numerous effects, and these can be performed in the digital domain by simply
mimicking the analog equivalent.

One of the oldest effects is the use of a tape loop to produce an echo, and this
can be implemented with memory or, for longer delays, with a disk drive. Figure
3.36(a) shows the basic configuration necessary for echo. If the delay period is
dynamically changed from zero to about 10 ms, the result is flanging, where a
notch sweeps through the audio spectrum. This was originally done by having
two identical analog tapes running, and modifying the capstan speed with hand
pressure! A relative of echo is reverberation, which is used to simulate ambience
on an acoustically dry recording. Figure 3.36(b) shows that reverberation actually
consists of a series of distinct early reflections, followed by the reverberation
proper, which is due to multiple reflections. The early reflections are simply
provided by short delays, but the reverberation is more difficult. A recursive
structure is a natural choice for a decaying response, but simple recursion sounds
artificial. The problem is that, in a real room, standing waves and interference
effects cause large changes in the frequency response at each reflection. The
effect can be simulated in a digital reverberator by adding various comb-filter
sections which have the required effect on the response.

3.10 Sampling-rate conversion

The topic of sampling-rate conversion will become increasingly important as
digital audio equipment becomes more common and attempts are made to create
large interconnected systems. Many of the circumstances in which a change of
sampling rate is necessary are set out here:

(1) To realize the advantages of oversampling converters, an increase in

i i prior to DACs and a reduction in sampling rate is

necessary following ADCs. In oversampling the factors by which the rates are
changed are very much higher than in other applications.

(2) When a digital recorder is played back at other than the correct speed to
achieve some effect or to correct pitch, the sampling rate of the reproduced signal
changes in proportion. If the playback samples are to be fed to a digital mixing
console which works at some standard frequency, rate conversion will be
necessary.
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Figure 3.36 (a) A simple configuration to obtain digital echo. The delay would normally be
several tens of milliseconds. If the delay is made about 10 ms, the configuration acts as a comb
filter, and if the delay is changed dynamically, a notch will sweep the audio spectrum resulting in
flanging.
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Figure 3.36 (b) In a reverberant room, the signal picked up by a microphone is a mixture of
direct sound, early reflections and a highty confused reverberant tail. A digital reverberator will
simulate this with various combinations of recursive delay and attenuation.

(3) In the past, many different sampling rates were used on recorders which are
now becoming obsolete. With sampling-rate conversion, recordings made on
such machines can be played back and transferred to more modern formats at
standard sampling rates.

(4) Different sampling rates exist today for different purposes. Rate conversion
allows material to be exchanged freely between rates. For example, master tapes
made at 48 kHz on multitrack recorders may be digitally mixed down to two
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tracks at that frequency, and then converted to 44.1kHz for Compact Disc or
DCC mastering, or to 32kHz for broadcast use.

(5) When digital audio is used in conjunction with film or video, difficulties
arise because it is not always possible to synchronize the sampling rate with the
frame rate. An example of this is where the digital audio recorder uses its
internally generated sampling rate, but also records studio timecode. On
playback, the timecode can be made the same as on other units, or the sampling
rate can be locked, but not both. Sampling-rate conversion allows a recorder to
play back an asynchronous recording locked to timecode.

(6) When programs are interchanged over long distances, there is no guarantee
that source and destination are using the same timing source. In this case the
sampling rates at both ends of a link will be nominally identical, but drift in
reference oscillators will cause the relative sample phase to be arbitrary.

In items (5) and (6) above, the difference of rate between input and output is
small, and the process is then referred to as synchronization.
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Figure 3.37 Categories of rate conversion. (a) Integer-ratio conversion, where the lower-rate
samples are always coincident with those of the higher rate. There are a small number of phases
needed. (b) Fractional-ratio conversion, where sample coincidence is periodic. A larger number of
phases are required. Example here is conversion from 50.4kHz to 44.1kHz (%). (c) Variable-ratio
conversion, where there is no fixed relationship, and a large number of phases are required.
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There are three basic but related categories of rate conversion, as shown in
Figure 3.37. The most straightforward (a) changes the rate by an integer ratio, up
or down. The timing of the system is thus simplified because all samples (input
and output) are present on edges of the higher-rate sampling clock. Such a system
is generally adopted for oversampling converters; the exact sampling rate
immediately adjacent to the analog domain is not critical, and will be chosen to
make the filters easier to implement.

Next in order of difficulty is the category shown in (b) where the rate is
changed by the ratio of two small integers. Samples in the input periodically
time-align with the output. Many of the early proposals for professional sampling
rates were based on simple fractional relationships to 44.1 kHz such as 8/7 so that
this technique could be used. This technique is not suitable for variable-speed
replay or for asynchronous operation.

The most complex rate-conversion category is where there is no simple
relationship between input and output sampling rates, and indeed they are
allowed to vary. This situation, shown in (c), is known as variable-ratio
conversion. The time relationship of input and output samples is arbitrary, and
independent clocks are necessary. Once it was established that variable-ratio
conversion was feasible, the choice of a professional sampling rate became very
much easier, because the simple fractional relationships could be abandoned. The
conversion fraction between 48 kHz and 44.1 kHz is 160:147 which is indeed not
simple.

3.11 Integer-ratio conversion

As the technique of integer-ratio conversion is used almost exclusively for
oversampling in digital audio it will be discussed in that context. Sampling-rate
reduction by an integer factor is dealt with first.

Figure 3.38(a) shows the spectrum of a typical sampled system where the
sampling rate is a little more than twice the analog bandwidth. Attempts to reduce
the sampling rate by simply omitting samples, a process known as decimation,
will result in aliasing, as shown in Figure 3.38(b); this is the same as if the
original sampling rate was lower. It is necessary to incorporate low-pass filtering
into the system where the cut-off frequency reflects the new, lower, sampling
rate. An FIR-type low-pass filter could be installed immediately prior to
decimation, but this would be wasteful, because for much of its time the FIR
filter would be calculating sample values which are to be discarded. The more
effective method is to combine the low-pass filter with the decimator so that the
filter only calculates values to be retained in the output sample stream. Figure
3.38(c) shows how this is done. The filter makes one accumulation for every
output sample, but that accumulation is the result of muitiplying all relevant input
samples in the filter window by an appropriate coefficient. The number of points
in the filter is determined by the number of input samples in the period of the
filtler window, but the number of multiplications per second is obtained by
multiplying that figure by the output rate. If the filter is not integrated with the
decimator, the number of points has to be multiplied by the input rate. The larger
the rate-reduction factor the more advantageous the decimating filter ought to be,
but this is not quite the case, as the greater the reduction in rate, the longer the
filter window will need to be to accommodate the broader impulse response.
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Figure 3.38 The spectrum of a typical digital audio sample stream in (a) will be subject to
aliasing as in (b) if the baseband width is not reduced by an LPF. In (c) an FIR low-pass filter
prevents aliasing. Samples are clocked transversely across the filter at the input rate, but the filter
only computes at the output sample rate. Clearly this will only work if the two rates are related
by an integer factor.

When the sampling rate is to be increased by an integer factor, additional
samples must be created at even spacing beiween the existing ones. There is no
need for the bandwidth of the input samples to be reduced since, if the original
sampling rate was adequate, a higher one must also be adequate.

Figure 3.39 shows that the process of sampling-rate increase can be thought of
in two stages. First the correct rate is achieved by inserting samples of zero value
at the correct instant, and then the additional samples are given meaningful
values by passing the sample stream through a low-pass filter which cuts off at
the Nyquist frequency of the original sampling rate. This filter is known as an
interpolator, and one of its tasks is to prevent images of the lower input-sampling
spectrum from appearing in the extended baseband of the higher-rate output
spectrum.

How do interpolators work? Remember that, according to sampling theory, all
sampled systems have finite bandwidth. An individual digital sample value is
obtained by sampling the instantaneous voltage of the original analog waveform,
and because it has zero duration, it must contain an infinite spectrum. However,
such a sample can never be heard in that form because of the reconstruction
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Figure 3.39 In integer-ratio sampling, rate increase cane obtained in two stages. Firstly,
zero-value samples are inserted to increase the rate, and then filtering is used to give the extra

samples real values. The filier necessary will be an LPF with a response which cuts off at the
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Figure 3.40 A single sample results in a sinx/x waveform after filtering in the analog domain. At
a new, higher, sampling rate, the same waveform after filtering will be obtained if the numerous
samples of differing size shown here are used. It follows that the value of these new samples can
be calculated from the input samples in the digital domain in an FIR filter.
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process, which limits the spectrum of the impulse to the Nyquist limit. After
reconstruction, one infinitely short digital sample ideally represents a sin x/x
pulse whose central peak width is determined by the response of the
reconstruction filter, and whose amplitude is proportional to the sample value.
This implies that, in reality, one sample value has meaning over a considerable

Input

A B

samples T *
|

|

I

|

|

I

Contribution
from sample B

Contribution 4064, C
from sample C

Sample
D value

"“/ﬂﬁ it s

Contribution B
from sample D ~6.21-D “

Interpolated sample vailue
= -0.21A + 0.64B + 0.64C — 0.21D

Figure 3.41 A 2X oversampling interpolator. To compute an intermediate sample, the input
samples are imagined to be sin x/x impulses, and the contributions from each at the point of
interest can be calculated. In practice, rather more samples on either side need to be taken into
account.
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timespan, rather than just at the sample instant. If this were not true, it would be
jmpossible to build an interpolator. o .

As in rate reduction, performing the steps separately is inefficient. The
bandwidth of the information is unchanged when the sampling rate is increased;
therefore the original input samples will pass through the filter unchanged, and
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Figure 3.42 In 4% oversampling, for each set of input samples, four phases of coefficients are
necessary, each of which produces one of the oversampled values.
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it is superfluous to compute them. The combination of the two processes into an
interpolating filter minimizes the amount of computation.

As the purpose of the system is purely to increase the sampling rate, the filter
must be as transparent as possible, and this implies that a linear-phase
configuration is mandatory, suggesting the use of an FIR structure. Figure 3.40
shows that the theoretical impulse response of such a filter is a sinx/x curve
which has zero value at the position of adjacent input samples. In practice this
impulse cannot be implemented because it is infinite. The impulse response used
will be truncated and windowed as described earlier. To simplify this discussion,
assume that a sinx/x impulse is to be used. To see how the process of
interpolation works, recall the principle of the reconstruction filter described in
Chapter 2. The analog voltage is returned to the time-continuous state by
summing the analog impulses due to each sample. In a digital interpolating filter,
this process is duplicated.'?

If the sampling rate is to be doubled, new samples must be interpolated exactly
half-way between existing samples. The necessary impulse response is shown in
Figure 3.41; it can be sampled at the output sample period and quantized to form
coefficients. If a single input sample is multiplied by each of these coefficients
in turn, the impulse response of that sample at the new sampling rate will be
obtained. Note that every other coefficient is zero, which confirms that no
computation is necessary on the existing samples; they are just transferred to the
output. The intermediate sample is computed by adding together the impulse
responses of every input sample in the window. The figure shows how this
mechanism operates. If the sampling rate is to be increased by a factor of four,
three sample values must be interpolated between existing input samples. Figure
3.42 shows that it is only necessary to sample the impulse response at one-quarter
the period of input samples to obtain three sets of coefficients which will be used
in turn. In hardware-implemented filters, the input sample which is passed
straight to the output is transferred by using a fourth filter phase where all
coefficients are zero except the central one which is unity.

3.12 Fractional-ratio conversion

Figure 3.37 showed that when the two sampling rates have a simple fractional
relationship m/n, there is a periodicity in the relationship between samples in the
two streams. It is possible to have a system clock running at the least common
multiple frequency which will divide by different integers to give each sampling
rate.' The existence of a common clock frequency means that a fractional-ratio
converter could be made by arranging two integer-ratio converters in series. This
configuration is shown in Figure 3.43(a). The input sampling rate is multiplied by
m in an interpolator, and the result is divided by » in a decimator. Although this
system would work, it would be grossly inefficient, because only one in n of the
interpolator’s-outputs-would be used. A decimator followed by an interpolator
would also offer the correct sampling rate at the output, but the intermediate
sampling rate would be so low that the system bandwidth would be quite
unacceptable.

As has been seen, a more efficient structure results from combining the
processes. The result is exactly the same structure as an integer-ratio interpolator,
and requires an FIR filter. The impulse response of the filter is determined by the
lower of the two sampling rates, and as before it prevents aliasing when the rate
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is being reduced, and prevents images when the rate is being increased. The
interpolator has sufficient coefficient phases to interpolate m output samples for
every input sample, but not all of these values are computed; only interpolations
which coincide with an output sample are performed. It will be seen in Figure
3.43(b) that input samples shift across the transversal filter at the input sampling
rate, but interpolations are only performed at the output sample rate. This is
possible because a different filter phase will be used at each interpolation.

3.13 Variable-ratio conversion

In the previous examples, the sample rate of the filter output had a constant
relationship to the input, which meant that the two rates had to be phase locked.
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This is an undesirable constraint in some applications, including sampling-rate
converters used for variable-speed replay. In a variable-ratio converter, values
will exist for the instants at which input samples were made, but it is necessary
to compute what the sample values would have been at absolutely any time
between available samples. The general concept of the interpolator is the same as
for the fractional-ratio converter, except that an infinite number of filter phases
is necessary. Since a realizable filter will have a finite number of phases, it is
necessary to study the degradation this causes. The desired continuous-time axis
of the interpolator is quantized by the phase spacing, and a sample value needed
at a particular time will be replaced by a value for the nearest available filter
phase. The number of phases in the filter therefore determines the time accuracy
of the interpolation. The effects of calculating a value for the wrong time are
identical to sampling with jitter, in that an error occurs proportional to the slope
of the signal. The result is program-modulated noise. The higher the noise
specification, the greater the desired time accuracy and the greater the number of
phases required. The number of phases is equal to the number of sets of
coefficients available, and should not be confused with the number of points in
the filter, which is equal to the number of coefficients in a set (and the number
of multiplications needed to calculate one output value).

In Chapter 2 the sampling jitter accuracy necessary for 16 bit working was
shown to be a few hundred picoseconds. This implies that something like 2'°
filter phases will be required for adequate performance in a 16 bit sampling-rate
converter.'® The direct provision of so many phases is difficult, since more than
a million different coefficients must be stored; so alternative methods have been
devised. When several interpolators are cascaded, the number of phases available
is the product of the number of phases in each stage. For example, if a filter
which could interpolate sample values half-way between existing samples were

X 2 rate

increase

X 4 rate

i increase

Mo - e

Figure 3.44 Cascading interpolators multiplies the factor of sampling-rate increase of each stage.
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followed by a filter which could interpolate at one-quarter, one-half and three-
quarters the input period, the overall number of phases available would be eight.
This is illustrated in Figure 3.44. For a practical converter, four filters in series
might be needed. To increase the sampling rate, the first two filters interpolate at
fixed points between samples input to them, effectively multiplying the input
sampling rate by some large factor as well as removing images from the
spectrum; the second two work with variable coefficients, like the fractional-ratio
converter described earlier, so that only samples coincident with the output clock
are computed. To reduce the sampling rate, the positions of the two pairs of filters
are reversed, so that the fixed-response filters perform the anti-aliasing function
at the output sampling frequency.

As mentioned earlier, the response of a digital filter is always proportional to
the sampling rate. When the sampling rate on input or output varies, the phase of
the interpolators must change dynamically. The necessary phase must be selected
to the stated accuracy, and this implies that the position of the relevant clock edge
must be measured in time to the same accuracy. This is not possible because, in
real systems, the presence of noise on binary signals of finite rise time shifts the
time where the logical state is considered to have changed. The only way to
measure the position of clocks in time without jitter is to filter the measurement
digitally, and this can be done with a digital phase-locked loop. In a DPLL, some
stable high-frequency clock is divided by a factor which depends on the phase
error between the divider output and the sampling-clock input. After a settling
period, the divider output will assume the same frequency as the sampling clock.
If damping is provided by restricting the rate at which the division ratio can
change in response to a phase error, the jitter on the sampling clock will be
filtered out of the divider output, which can be used for measurement purposes.
Two such DPLLs will be required, one for the input sampling clock and one for
the output. A jitter-free measurement can then be made of the phase of the output
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Figure 3.45 (a) In a variable-ratio converter, the phase relationship of input and output clo.ck )
edges must be measured to determine the coefficients needed. Jitter on clocks prevents their direct
use, and phase-locked loops must be used to average the jitter over many sample clocks.
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sample relative to the input samples. The penalty of using a damped phase-locked
loop is that when either sampling rate changes, the loop will lag slightly behind
the actual sampling clock. This implies that a phase error will occur, which will
cause program-modulated noise. In a well-engineered unit the phase error
changes so slowly that it cannot be classed as jitter; the resultant noise is subsonic
and less objectionable than the effects of sampling-clock jitter. Figure 3.45 shows
the essential stages of a variable-ratio converter of this kind.
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Figure 3.45 (b) The clock relationships in (a) determine the relative phases of output and input
samples, which in conjunction with the filter impulse response determine the coefficients
necessary.
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Figure 3.45 (c) The coefficients determined in (b) are fed to the configuration shown (or the
equivalent implemented in software) to compute the output sample at the correct interpolated
position. Note that actual filter will have many more points than this simple example shows.

When suitable processing speed is available, a digital computer can act as a
filter, since each multiplication can be executed serially, and the results
accumulated to produce an output sample. For simple filters, the coefficients
would be stored in memory, but the number of coefficients needed for rate
conversion precludes this. However, it is possible to compute what a set of
coefficients should be algorithmically, and this approach permits single-stage
conversion.

The two sampling clocks are compared as before, to produce an accurate
relative-phase parameter. The lower sampling rate is measured to determine what
the impulse response of the filter should be to prevent aliasing or images, and this
is fed, along with the phase parameter, to a processor which computes a set of
coefficients and multipties them by a window function. These coefficients are then
used by the single-filter stage to compute one output sample. The process then
repeats for the next output sample.

3.14 Timebase compression and correction

A strength of digital technology is the ease with which delay can be provided.
Accurate control of delay is the essence of timebase correction, necessary
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whenever the instantaneous time of arrival or rate from a data source does not
match the destination. In digital audio, the destination will almost always have
perfectly regular timing, namely the sampling-rate clock of the final DAC.
Timebase correction consists of aligning jittery signals from storage media or
transmission channels with that stable reference. In this way, wow and flutter are
rendered unmeasurable.

A further function of timebase correction is to reverse the time compression
applied prior to recording or transmission. As was shown in Section 1.8, digital
audio recorders compress data into blocks to facilitate editing and error
correction as well as to permit head switching between blocks in rotary-head
machines.

Figure 1.7 showed that the addressing of the timebase corrector RAM is by a
counter that overflows endlessly from the end of the memory back to the
beginning, giving the memory a ring-like structure. The write address is
determined by the incoming data, and the read address is determined by the
outgoing data. This means that the RAM has to be able to read and write at the
same time. The switching between read and write involves not only a data
multiplexer but also an address multiplexer. In general the arbitration between
read and write will be done by signals from the stable side of the TBC as Figure
3.46 shows. In the replay case the stable clock will be on the read side. The stable
side of the RAM will read a sample when it demands, and the writing will be
locked out for that period. The input data cannot be interrupted in many
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Figure 3.46 In a RAM-based TBC, the RAM is reference synchronous, and an arbitrator decides
when it will read and when it will write. During reading, asynchronous input data back up in the
input silo, asserting a write request to the arbitrator. Arbitrator will then cause a write cycle
between read cycles.
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applications, however, so a small buffer silo is installed before the memory,
which fills up as the writing is locked out, and empties again as writing is
permitted. Alternatively, the memory will be split into blocks as was shown in
Chapter 1, such that when one block is reading a different block will be writing
and the problem does not arise.

3.15 Introduction to audio data reduction

Where there is a practical or economic restriction on channel bandwidth or
storage capacity, data reduction becomes essential. In broadcasting, bandwidth is
at a premium as sound radio has to share the spectrum with other services. In
DCC it was a goal that the cassette would use conventional oxide tape for low
cost, and a simple transport mechanism was a requirement. In MiniDisc data
reduction allows a smaller player for portable use.

All audio data reduction relies on an understanding of the hearing mechanism
and so is a form of perceptual coding. The ear is only able to extract a certain
proportion of the information in a given sound. This could be called the
perceptual entropy, and all additional sound is redundant. An ideal system would
remove all redundancy, leaving only the entropy. Reducing the data rate further
must reduce the entropy; thus there is a limit to the degree of data reduction
which can be achieved even with an ideal coder. Interestingly, the data rate out
of a coder is virtually independent of the input sampling rate. This is because the
entropy of the sound is in the waveform, not in the number of samples carrying
1t.

The basilar membrane in the ear behaves as a kind of spectrum analyser; the
part of the basilar membrane which resonates as a result of an applied sound is
a function of frequency. The high frequencies are detected at the end of the
membrane nearest to the eardrum and the low frequencies are detected at the
opposite end. The ear analyses with frequency bands, known as critical bands,
about 100 Hz wide below 500 Hz and from one-sixth to one-third of an octave
wide, proportional to frequency, above this. The ear fails to register energy in
some bands when there is more energy in a nearby band. The vibration of the
membrane in sympathy with a single frequency cannot be localized to an
infinitely small area, and nearby areas are forced to vibrate at the same frequency
with an amplitude that decreases with distance. Other frequencies are excluded
unless the amplitude is high enough to dominate the local vibration of the
membrane. Thus the membrane has an effective Q factor which is responsible for
the phenomenon of auditory masking, defined as the decreased audibility of one
sound in the presence of another. Above the masking frequency, masking is more
pronounced, and its extent increases with acoustic level. Below the masking
frequency, the extent of masking drops sharply at as much as 90 dB per octave.
Clearly very sharp filters are required if noise at frequencies below the masker is
to be confined within the masking threshold. Owing to the resonant nature of the
membrane, it cannot start or stop vibrating rapidly; masking can take place even
when the masking tone begins after and ceases before the masked sound. This is
referred to as forward and backward masking.

A detailed model of the masking properties of the ear is essential to the design
of audio data reduction systems. The greater the degree of reduction required, the
more precise the model must be. If the masking model is inaccurate, or not
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Figure 3.47 The noise-to-masking ratio is derived as shown here.

properly implemented, equipment may produce audible artifacts. The develop-
ment of data reduction units requires careful listening tests with a wide range of
source material, but these are expensive and time consuming, and the noise-to-
masking ratio (NMR) measurement has been developed as an alternative. Figure
3.47 shows how NMR is measured. Input audio signals are fed simultaneously to
a data reduction coder and decoder in tandem (known as a codec) and to a
compensating delay. The coding error is obtained by subtracting the codec output
from the delayed original. The original signal is spectrum-analysed into critical
bands in order to derive the masking threshold of the input audio, and this is
compared with the critical band spectrum of the error. The NMR in each critical
band is the ratio between the masking threshold and the quantizing error due to
the codec.

Practical systems should have a finite NMR in order to give a degree of
protection against difficult signals which have not been anticipated and against
the use of post codec equalization or several tandem codecs which could change
the masking threshold. There is a strong argument for production devices having
a greater NMR than consumer or program delivery devices.

The compression factor of a coder is only part of the story. All codecs cause
delay, and in general the greater the compression the longer the delay. In some
applications where the original sound may be heard at the same time as sound
which has passed through a codec, a long delay is unacceptable.

There are many different types of data reduction, each allowing a different
compression factor to be obtained before degradations become noticeable.
Applications such as DCC and DAB require a figure of 0.25. In MiniDisc it is
0.2. Sending audio over ISDN requires even more compression which can only
be realized with sophisticated techniques.

Predictive coding uses circuitry which uses a knowledge of previous samples
to predict the value of the next. It is then only necessary to send the difference
between the prediction and the actual value. The receiver contains an identical
predictor to which the transmitted difference is added to give the original value.
Predictive coders have the advantage that they work on the signal waveform in
the time domain and need a relatively short signal history to operate. They cause
a relatively short delay in the coding and decoding stages and the differential data
are actually less sensitive to bit errors than PCM. However, there is little band
limiting of the requantizing noise and this is not as well masked as in later
techniques.
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Sub-band coding splits the audio spectrum up into many different frequency
bands to exploit the fact that most bands will contain lower-level signals than the
loudest one.

In spectral coding, a Fourier transform of the waveform is computed
periodically. Since the transform of an audio signal changes slowly, it need be
sent much less often than audio samples. The receiver performs an inverse
transform.

Most practical data reduction units use some combination of sub-band or
spectral coding to mask requantizing of sub-band samples or transform
coefficients.

3.16 Sub-band coding

Sub-band data reduction takes advantage of the fact that real sounds do not have
uniform spectral energy. The wordlength of PCM audio is based on the dynamic
range required. When a signal with an uneven spectrum is conveyed by PCM, the
whole dynamic range is occupied only by the loudest spectral component, and all
of the other components are coded with excessive headroom. In its simplest form,
sub-band coding works by splitting the audio signal into a number of frequency
bands and companding each band according to its own level. Bands in which
there is little energy result in small amplitudes which can be transmitted with
short wordlength. Thus each band results in variable-length samples, but the sum
of all the sample wordlengths is less than that of PCM and so a coding gain can
be obtained.

The number of sub-bands to be used depends upon what other reduction
technique is to be combined with the sub-band coding. If it is intended to use
reduction based on auditory masking, the sub-bands should preferably be
narrower than the critical bands of the ear, and therefore a large number will be
required; ISO/MPEG and PASC, for example, use 32 sub-bands. Figure 3.48
shows the critical condition where the masking tone is at the top edge of the sub-
band. It will be seen that the narrower the sub-band, the higher the requantizing
noise that can be masked. The use of an excessive number of sub-bands will,
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Figure 3.48 In sub-band coding the worst case occurs when the masking tone is at the fop edge
of the sub-band. The narrower the band, the higher the noise level which can be masked:
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however, raise complexity and the coding delay, as well as risking pre-echo on
transients exceeding the temporal masking.

The band-splitting process is complex and requires a lot of computation. One
band-splitting method which is useful is quadrature mirror filtering. The QMF is
is a kind of twin FIR filter which converts a PCM sample stream into two sample
streams of half the input sampling rate, so that the output data rate equals the
input data rate. The frequencies in the lower half of the audio spectrum are
carried in one sample stream, and the frequencies in the upper half of the
spectrum are heterodyned or aliased into the other.

An inverse QMF will recombine the bands into the original broadband signal.
It is a feature of a QMF/inverse QMF pair that any energy near the band edge
which appears in both bands due to inadequate selectivity in the filtering
reappears at the correct frequency in the inverse filtering process provided that
there is uniform quantizing in all of the sub-bands. In practical coders, this
criterion is not met, but any residual artifacts are sufficiently small to be
masked.

3.17 Transform coding

Fourier analysis allows any waveform to be represented by a set of harmonically
related components of suitable amplitude and phase. The transform of a typical
audio waveform changes relatively slowly. The slow speech of an organ pipe or
a violin string, or the slow decay of most musical sounds, allows the rate at which
the transform is sampled to be reduced, and a coding gain results. A further
coding gain will be achieved if the components which will experience masking
are quantized more coarsely.

Practical transforms require blocks of samples rather than an endless stream.
The solution is to cut the waveform into short overlapping segments and then to
transform each individually as shown in Figure 3.49. Thus every input sample
appears in just two transforms, but with variable weighting depending upon its
position along the time axis.

The DFT (Discrete Frequency Transform) requires intensive computation,
owing to the requirement to use complex arithmetic to render the phase of the
components as well as the amplitude. An alternative is to use the discrete cosine
transforms (DCT). These are advantageous when used with overlapping
windows. In the modified discrete cosine transform (MDCT), windows with 50%
overlap are used. Thus twice as many coefficients as necessary are produced.
These are subsampled by a factor of two to give a critically sampled transform,
which results in potential aliasing in the frequency domain. However, by making
a slight change to the transform, the alias products in the second half of a given
window are equal in size but of opposite polarity to the alias products in the first
half of the next window, and so will be cancelled on reconstruction. This is the
principle of time-domain aliasing cancellation (TDAC).
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Figure 3.49 Transform coding can only be practically performed on short blocks. These are
overlapped using window functions in order to handle continuous waveforms.
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Figure 3.50 If a transient occurs towards the end of a transform block, the quantizing noise will
still be present at the beginning of the block and may result in a pre-echo where the noise is
audible before the transient.

The requantizing in the coder raises the quantizing noise in the frequency bin,
but it does so over the entire duration of the block. Figure 3.50 shows that if a
transient occurs towards the end of a block, the decoder will reproduce the
waveform correctly, but the quantizing noise will start at the beginning of the
block and may result in a pre-echo where the noise is audible before the
transient.

The solution is to use a variable time window according to the transient
content of the audio waveform. When musical transients occur, short blocks are
necessary and the frequency resolution and hence the coding gain will be low. At
other times the blocks become longer and the frequency resolution of the
transform rises, allowing a greater coding gain.

The transform of an audio signal is computed in the main signal path in a
transform coder, and has sufficient frequency resolution to drive the masking
model directly. However, in certain sub-band coders the frequency resolution of
the filter bank is good enough to offer a high coding gain, but not good enough
to drive the masking model accurately, particularly in respect of the steep slope
on the low-frequency side of the masker. In order to overcome this problem, a
transform will often be computed for control purposes in a side chain rather than
in the main audio path, and so the accuracy in respects other than frequency
resolution need not be so high. This approach also permits the use of equal-width
sub-bands in the main path.

3.18 A simple sub-band coder

Figure 3.51 shows the block diagram of a simple sub-band coder. At the input,
the frequency range is split into sub-bands by a filter bank such as a quadrature
mirror filter. The decomposed sub-band data are then assembled into blocks of
fixed size, prior to reduction. Whilst all sub-bands may use blocks of the same
length, some coders may use blocks which get longer as the sub-band frequency
becomes lower. Sub-band blocks are also referred to as frequency bins.
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Figure 3.51 A simple sub-band coder. The bit allocation may come from analysis of the sub-band
energy, or, for greater reduction, from a spectral analysis in a side chain.

The coding gain is obtained as the waveform in each band passes through a
requantizer. The requantization is achieved by multiplying the sample values by
a constant and rounding up or down to the required wordlength. For example, if
in a given sub-band the waveform is 36 dB down on full scale, there will be at
least 6 bits in each sample which merely replicate the sign bit. Multiplying by 64
will bring the high-order bits of the sample into use, allowing bits to be lost at
the lower end by rounding to a shorter wordlength. The shorter the wordlength,
the greater the coding gain, but the coarser the quantization steps and therefore
the level of quantization error.

If a fixed data reduction factor is employed, the size of the coded output block
will be fixed. The requantization wordlengths will have to be such that the sum
of the bits from each sub-band equals the size of the coded block. Thus some sub-
bands can have long wordlength coding if others have short wordlength coding.
The process of determining the requantization step size, and hence the
wordlength in each sub-band, is known as bit allocation. The bit allocation may
be performed by analysing the power in each sub-band, or by a side chain which
performs a spectral analysis or transform of the audio. The complexity of the bit
allocation depends upon the degree of compression required. The spectral content



Some essential principles 137

0O 1 2 3 4 5 6 71 8 9 10 1
Subband T T T [ 1 1T T T T T T J12x32-384

samples per channel

From these are calculated:

7771 32 allocation information units, one for each sub-band
32 x 4 bits = 128 bits
([

32 scale factor indices, one for each sub-band transferred
32 x 6 bits = 192 bits max.

BN\\Y 32 x 12 PASC coded sub-band samples
0... 15 bits/sample

Synchronization pattern and coding info. {sample freq., emphasis) are added

B D
PASC  EITVZ ZZITTTITETTITTTTTTTENNNNNNNNNNNNNNNNNNNNWWY

frame

Figure 3.52 The PASC data frame showing the allocation codes, the scale factors and the
sub-band samples.

is compared with an auditory masking model to determine the degree of masking
which is taking place in certain bands as a result of higher levels in other bands.
Where masking takes place, the signal is quantized more coarsely until the
quantizing noise is raised to just below the masking level. The coarse
quantization requires shorter wordlengths and allows a coding gain. The bit
allocation may be iterative as adjustments are made to obtain the best NMR
within the allowable data rate.

The samples of differing wordlength in each bin are then assembled into the
output coded block. Figure 3.52 shows the format of the PASC data stream. The
frame begins with a sync pattern to reset the phase of deserialization, and a
header which describes the sampling rate and any use of pre-emphasis.
Following this is a block of 32 4 bit allocation codes. These specify the
wordlength used in each sub-band and allow the PASC decoder to deserialize the
sub-band sample block. This is followed by a block of 32 6 bit scale factor
indices, which specify the gain given to each band during normalization. The last
block contains 32 sets of 12 samples. These samples vary in wordlength from one
block to the next, and can be from O to 15 bits long. The PASC deserializer has
to use the 32 allocation information codes to work out how to deserialize the
sample block into individual samples of variable length. Once all of the samples
are back in their respective frequency bins, the level of each bin is returned to the
original value. This is achieved by reversing the gain increase which was applied
before the requantizer in the coder. The degree of gain reduction to use in each
bin comes from the scale factors. The sub-bands can then be recombined into a
continuous audio spectrum in the output filter which produces conventional PCM
of the original wordlength.

The degree of compression is determined by the bit allocation system. It is not
difficult to change the output block size parameter to obtain a different
compression. The bit allocator simply iterates until the new block size is filled.
Similarly the decoder need only deserialize the larger block correctly into coded
samples and then the expansion process is identical except for the fact that
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expanded words contain less noise. Thus codecs with varying degrees of
compression are available which can perform different bandwidth/performance
tasks with the same hardware.
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Qhapter 4
Digital coding principles

Recording and transmission are quite different tasks, but they have a great deal
in common. Digital transmission consists of converting data into a waveform
suitable for the path along which it is to be sent. Digital recording is basically the
process of recording a digital transmission waveform on a suitable medium. In
this chapter the fundamentals of digital recording and transmission are
introduced along with descriptions of the coding and error-correction techniques
used in practical applications.

4.1 Introduction to the channel

Data can be recorded on many different media and conveyed using many forms
of transmission. The generic term for the path down which the information is sent
is the channel. In a transmission application, the channel may be no more than
a length of cable. In a recording application the channel will include the record
head, the medium and the replay head. In analog systems, the characteristics of
the channel affect the signal directly. It is a fundamental strength of digital audio
that by pulse code modulating an audio waveform the quality can be made
independent of the channel.

In digital circuitry there is a great deal of noise immunity because the signal
has only two states, which are widely separated compared with the amplitude of
noise. In both digital recording and transmission this is not always the case. In
magnetic recording, noise immunity is a function of track width, and a reduction
of the working SNR of a digital track allows the same information to be carried
in a smaller area of the medium, improving economy of operation. In
broadcasting, the noise immunity is a function of the transmitter power, and a
reduction of the working SNR allows lower power to be used with consequent
economy. These reductions also increase the random error rate, but, as was seen
in Chapter 1, an error-correction system may already be necessary in a practical
system and it is simply made to work harder.

In real channels, the signal may originate with discrete states which change at
discrete times, but the channel will treat it as an analog waveform and so it will
not be received in the same form. Various frequency-dependent loss mechanisms
will reduce the amplitude of the signal. Noise will be picked up in the channel
as a result of stray electric fields or magnetic induction. As a result the voltage
received at the end of the channel will have an infinitely varying state along with
a degree of uncertainty due to the noise. Different frequencies can propagate at
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different speeds in the channel; this is the phenomenon of group delay. An
alternative way of considering group delay is that there will be frequency-
dependent phase shifts in the signal and these will result in uncertainty in the
timing of pulses.

In digital circuitry, the signals are generally accompanied by a separate clock
signal which reclocks the data to remove jitter as was shown in Chapter 1. In
contrast, it is generally not feasible to provide a separate clock in recording and
transmission applications. In the transmission case, a separate clock line would
not only raise cost, but is impractical because at high frequency it is virtually
impossible to ensure that the clock cable propagates signals at the same speed as
the data cable except over short distances. In the recording case, provision of a
separate clock track is impractical at high density because mechanical tolerances
cause phase errors between the tracks. The result is the same: timing differences
between parallel channels which are known as skew.

The solution is to use a self-clocking waveform and the generation of this is
a further essential function of the coding process. Clearly if data bits are simply
clocked serially from a shift register in so-called direct recording or transmission,
this characteristic will not be obtained. If all the data bits are the same, for
example all zeros, there is no clock when they are serialized.

It is not the channel which is digital; instead the term describes the way in
which the received signals are interpreted. When the receiver makes discrete
decisions from the input waveform it attempts to reject the uncertainties in
voltage and time. The technique of channel coding is one where transmitted
waveforms are restricted to those which still allow the receiver to make discrete
decisions despite the degradations caused by the analog nature of the channel.

4.2 Types of transmission channel

Transmission can be by electrical conductors, radio or optical fibre. Although
these appear to be completely different, they are in fact just different examples
of electromagnetic energy travelling from one place to another. If the energy is
made to vary in some way, information can be carried.

Electromagnetic energy propagates in a manner which is a function of
frequency, and our partial understanding requires it to be considered as electrons,
waves or photons so that we can predict its behaviour in given circumstances.

At DC and at the low frequencies used for power distribution, electromagnetic
energy is called electricity and it is remarkably aimless stuff which needs to be
transported completely inside conductors. It has to have a complete circuit to
flow in, and the resistance to current flow is determined by the cross-sectional
area of the conductor. The insulation around the conductor and the spacing
between the conductors have no effect on the ability of the conductor to pass
current. At DC an inductor appears to be a short circuit, and a capacitor appears
to be an open circuit.

As frequency rises, resistance is exchanged for impedance. Inductors display
increasing impedance with frequency, capacitors show falling impedance.
Electromagnetic energy becomes increasingly desperate to leave the conductor.
The first symptom is the skin effect: the current flows only in the outside layer
of the conductor effectively causing the resistance to rise.

As the energy is starting to leave the conductors, the characteristics of the
space between them become important. This determines the impedance. A
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change of impedance causes reflections in the energy flow and some of it heads
back towards the source. Constant impedance cables with fixed conductor
spacing are necessary, and these must be suitably terminated to prevent
reflections. The most important characteristic of the insulation is its thickness as
this determines the spacing between the conductors.

As frequency rises still further, the energy travels less in the conductors and
more in the insulation between them, and their composition becomes important
and they begin to be called dielectrics. A poor dielectric like PVC absorbs high-
frequency energy and attenuates the signal. So-called low-loss dielectrics such as
PTFE are used, and one way of achieving low loss is to incorporate as much air
in the dielectric as possible by making it in the form of a foam or extruding it
with voids.

This frequency-dependent behaviour is the most important factor in deciding
how best to harness electromagnetic energy flow for information transmission. It
is obvious that the higher the frequency, the greater the possible information rate,
but in general, losses increase with frequency, and flat frequency response is
elusive. The best that can be managed is that over a narrow band of frequencies,
the response can be made reasonably constant with the help of equalization.
Unfortunately raw data when serialized have an unconstrained spectrum. Runs of
identical bits can produce frequencies much lower than the bit rate would
suggest. One of the essential steps in a transmission system is to modify the
spectrum of the data into something more suitable.

At moderate bit rates, say a few megabits per second, and with moderate cable
lengths, say a few metres, the dominant effect will be the capacitance of the cable
due to the geometry of the space between the conductors and the dielectric
between. The capacitance behaves under these conditions as if it were a single
capacitor connected across the signal. The effect of the series source resistance
and the parallel capacitance is that signal edges or transitions are turned into
exponential curves as the capacitance is effectively being charged and discharged
through the source impedance. This effect can be observed on the AES/EBU
interface with short cables. Although the position where the edges cross the
centreline is displaced, the signal eventually reaches the same amplitude as it
would at DC.

As cable length increases, the capacitance can no longer be lumped as if it
were a single unit; it has to be regarded as being distributed along the cable. With
rising frequency, the cable inductance also becomes significant, and it too is
distributed.

The cable is now a transmission line and pulses travel down it as current loops
which roll along as shown in Figure 4.1. If the pulse is positive, as it is launched
along the line, it will charge the dielectric locally as in (a). As the pulse moves
along, it will continue to charge the local dielectric as in (b). When the driver
finishes the pulse, the trailing edge of the pulse follows the leading edge along
the line. The voltage of the dielectric charged by the leading edge of the pulse is
now higher than the voltage on the line, and so the dielectric discharges into the
line as in (c¢). The current flows forward as it is in fact the same current which
is flowing into the dielectric at the leading edge. There is thus a loop of current
rolling down the line flowing forward in the ‘hot* wire and backwards in the
return.

The constant to-ing and fro-ing of charge in the dielectric results in the
dielectric loss of signal energy. Dielectric loss increases with frequency and so a
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Figure 4.1 A transmission line conveys energy packets which appear to alternate with respect to
the dielectric. In (a) the driver launches a pulse which charges the dielectric at the beginning of
the line. As it propagates the dielectric is charged further along as in (b). When the driver ends
the pulse, the charged dielectric discharges into the line. A current loop is formed where the
current in the return loop flows in the opposite direction to the current in the *hot’ wire.

long transmission line acts as a filter. Thus the term ‘low-loss‘ cable refers
primarily to the kind of dielectric used.

Transmission lines which transport energy in this way have a characteristic
impedance caused by the interplay of the inductance along the conductors with
the parallel capacitance. One consequence of that transmission mode is that
correct termination or matching is required between the line and both the driver
and the receiver. When a line is correctly matched, the rolling energy rolls
straight out of the line into the load and the maximum energy is available. If the
impedance presented by the load is incorrect, there will be reflections from the
mismatch. An open circuit will reflect all of the energy back in the same polarity
as the original, whereas a short circuit will reflect all of the energy back in the
opposite polarity. Thus impedances above or below the correct value will have a
tendency towards reflections whose magnitude depends upon the degree of
mismatch and whose polarity depends upon whether the load is too high or too
low. In practice it is the need to avoid reflections which is the most important
reason to terminate correctly.

A perfectly square pulse contains an indefinite series of harmonics, but the
higher ones suffer progressively more loss. A square pulse at the driver becomes
less and less square with distance as Figure 4.2 shows. The harmonics are
progressively lost until in the extreme case all that is left is the fundamental. A
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Figure 4.2 A signal may be square at the transmitter, but losses increase with frequency and as
the signal propagates, more of the harmonics are lost until only the fundamental remains. The
amplitude of the fundamental then falls with further distance.

transmitted square wave is received as a sine wave. Fortunately data can still be
recovered from the fundamental signal component.

Once all the harmonics have been lost, further losses cause the amplitude of
the fundamental to fall. The effect worsens with distance and it is necessary to
ensure that data recovery is still possible from a signal of unpredictable level.

4.3 Types of recording medium

Digital media do not need to have linear transfer functions, nor do they need to
be noise free or continuous. All they need to do is to allow the player to be able
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to distinguish the presence or absence of replay events, such as the generation of
pulses, with reasonable (rather than perfect) reliability. In a magnetic medium,
the event will be a flux change from one direction of magnetization to another.
In an optical medium, the event must cause the pickup to perceive a change in
the intensity of the light falling on the sensor. In CD, the apparent contrast is
obtained by interference. In some discs it will be through selective absorption of
light by dyes. In magneto-optical disks the recording itself is magnetic, but it is
made and read using light.

4.4 Magnetic recording

Magnetic recording relies on the hysteresis of certain magnetic materials. After
an applied magnetic field is removed, the material remains magnetized in the
same direction. By definition the process is non-linear, and analog magnetic
recorders have to use bias to linearize it. Digital recorders are not concerned with
the non-linearity, and HF bias is unnecessary.
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Figure 4.3 A digital record head is similar in principle to an analog head but uses much narrower
tracks.

Figure 4.3 shows the construction of a typical digital record head, which is not
dissimilar to an analog record head. A magnetic circuit carries a coil through
which the record current passes and generates flux. A non-magnetic gap forces
the flux to leave the magnetic circuit of the head and penetrate the medium. The
current through the head must be set to suit the coercivity of the tape, and is
arranged almost to saturate the track. The amplitude of the current is constant,
and recording is performed by reversing the direction of the current with respect
to time. As the track passes the head, this is converted to the reversal of the
magnetic field left on the tape with respect to distance. The magnetic recording
is therefore bipolar. Figure 4.4 shows that the recording is actually made just
after the trailing pole of the record head where the flux strength from the gap is
falling. As in analog recorders, the width of the gap is generally made quite large
to ensure that the full thickness of the magnetic coating is recorded, although this
cannot be done if the same head is intended to replay.
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Figure 4.4 The recording is actually made near the trailing pole of the head where the head flux
falls below the coercivity of the tape.

Figure 4.5 shows what happens when a conventional inductive head, i.e. one
having a normal winding, is used to replay the bipolar track made by reversing
the record current. The head output is proportional to the rate of change of flux
and so only occurs at flux reversals. In other words, the replay head differentiates
the flux on the track. The polarity of the resultant pulses alternates as the flux
changes and changes back. A circuit is necessary which locates the peaks of the
pulses and outputs a signal corresponding to the original record current
waveform. There are two ways in which this can be done.
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Figure 4.5 Basic digital recording. At (a) the write current in the head is reversed from time to
time, leaving a binary magnetization pattern shown at (b). When replayed, the waveform at (c)

results because an output is only produced when flux in the head changes. Changes are referred
to as transitions.
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The amplitude of the replay signal is of no consequence and often an AGC
system is used to keep the replay signal constant in amplitude. What matters is
the time at which the write current, and hence the flux stored on the medium,
reverses. This can be determined by locating the peaks of the replay impulses,
which can conveniently be done by differentiating the signal and looking for zero
crossings. Figure 4.6 shows that this results in noise between the peaks. This
problem is overcome by the gated peak detector, where only zero crossings from
a pulse which exceeds the threshold will be counted. The AGC system allows the
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Figure 4.7 Integration method for re-creating write-current waveform.
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thresholds to be fixed. As an alternative, the record waveform can also be
resttl)red by integration, which opposes the differentiation of the head as in Figure
4.7.

The head shown in Figure 4.3 has a frequency response shown in Figure 4.8.
At DC there is no change of flux and no output. As a result inductive heads are
at a disadvantage at very low speeds. The output rises with frequency until the
rise is halted by the onset of thickness loss. As the frequency rises, the recorded
wavelength falls and flux from the shorter magnetic patterns cannot be picked up
so far away. At some point, the wavelength becomes so short that flux from the
back of the tape coating cannot reach the head and a decreasing thickness of tape
contributes to the replay signal.? In digital recorders using short wavelengths to
obtain high density, there is no point in using thick coatings. As wavelength
further reduces, the familiar gap loss occurs, where the head gap is too big to
resolve detail on the track. The construction of the head results in the same action
as that of a two-point transversal filter, as the two poles of the head see the tape
with a small delay interposed due to the finite gap. As expected, the head
response is like a comb filter with the well-known nulls where flux cancellation
takes place across the gap. Clearly the smaller the gap the shorter the wavelength
of the first null. This contradicts the requirement of the record head to have a
large gap. In quality analog audio recorders, it is the norm to have different
record and replay heads for this reason, and the same will be true in digital
machines which have separate record and playback heads. Clearly where the
same pair of heads are used for record and play, the head gap size will be
determined by the playback requirement.

As can be seen, the frequency response is far from ideal, and steps must be
taken to ensure that recorded data waveforms do not contain frequencies which
suffer excessive losses.

A more recent development is the magnetoresistive (MR) head. This is a head
which measures the flux on the tape rather than using it to generate a signal
directly. Flux measurement works down to DC and so offers advantages at low
tape speeds. Unfortunately flux-measuring heads are not polarity conscious but
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Figure 4.9 The sensing element in a magnetoresistive head is not sensitive to the polarity of the
flux, only the magnitude. At (a) the track magnetization is shown and this causes a bidirectional
flux variation in the head as at (b), resulting in the magnitude output at (c). However, if the flux
in the head due to the track is biased by an additional field, it can be made unipolar as at (d) and
the correct output waveform is obtained.

sense the modulus of the flux and if used directly they respond to positive and
negative flux equally, as shown in Figure 4.9. This is overcome by using a small
extra winding in the head carrying a constant current. This creates a steady bias
field which adds to the flux from the tape. The flux seen by the head is now
unipolar and changes between two levels and a more useful output waveform
results.

Recorders which have low head-to-medium speed, such as DCC (Digital
Compact Cassette), use MR heads, whereas recorders with high speeds, such as
DASH (Digital Audio Stationary Head), RDAT (Rotary-head Digital Audio
Tape) and magnetic disk drives use inductive heads.

Heads designed for use with tape work in actual contact with the magnetic
coating. The tape is tensioned to pull it against the head. There will be a wear
mechanism and a need for periodic cleaning.

In the hard disk, the rotational speed is high in order to reduce access time, and
the drive must be capable of staying on line for extended periods. In this case the
heads do not contact the disk surface, but are supported on a boundary layer of
air. The presence of the air film causes spacing loss, which restricts the
wavelengths at which the head can replay. This is the penalty of rapid access.

Digital audio recorders must operate at high density in order to offer a
reasonable playing time. This implies that the shortest possible wavelengths will
be used. Figure 4.10 shows that when two flux changes, or transitions, are
recorded close together, they affect each other on replay. The amplitude of the
composite signal is reduced, and the position of the peaks is pushed outwards.
This is known as intersymbol interference, or peak-shift distortion, and it occurs
in all magnetic media.
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the effect is that the peaks of the waveform are moved outwards. This is known as peak-shift
distortion and equalization is necessary to reduce the effect.

The effect is primarily due to high-frequency loss and it can be reduced by
equalization on replay, as is done in most tapes, or by pre-compensation on
record as is done in hard disks.

4.5 Azimuth recording and rotary heads

Figure 4.11(a) shows that in azimuth recording, the transitions are laid down at
an angle to the track by using a head which is tilted. Machines using azimuth
recording must always have an even number of heads, so that adjacent tracks can
be recorded with opposite azimuth angle. The two track types are usually referred
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Figure 4.11 In azimuth recording (a), the head gap is tilted. If the track is played with the same
head, playback is normal, but the response of the reverse azimuth head is attenuated (b).
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to as A and B. Figure 4.11(b) shows the effect of playing a track with the wrong
type of head. The playback process suffers from an enormous azimuth error. The
effect of azimuth error can be understood by imagining the tape track to be made
from many identical parallel strips. In the presence of azimuth error, the strips at
one edge of the track are played back with a phase shift relative to strips at the
other side. At some wavelengths, the phase shift will be 180°, and there will be
no output; at other wavelengths, especially long wavelengths, some output will
reappear. The effect is rather like that of a comb filter and serves to attenuate
crosstalk due to adjacent tracks so that no guard bands are required. Since no tape
is wasted between the tracks, more efficient use is made of the tape. The term
guard-band-less recording is often used instead of, or in addition to, the term
azimuth recording. The failure of the azimuth effect at long wavelengths is a
characteristic of azimuth recording, and it is necessary to ensure that the
spectrum of the signal to be recorded has a small low-frequency content. The
signal will need to pass through a rotary transformer to reach the heads, and
cannot therefore contain a DC component.

In recorders such as RDAT there is no separate erase process, and erasure is
achieved by overwriting with a new waveform. Overwriting is only successful
when there are no long wavelengths in the earlier recording, since these penetrate
deeper into the tape, and the short wavelengths in a new recording will not be
able to erase them. In this case the ratio between the shortest and longest
wavelengths recorded on tape should be limited.

Restricting the spectrum of the code to allow erasure by overwrite also eases
the design of the rotary transformer.

4.6 Optical disks

Optical recorders have the advantage that light can be focused at a distance
whereas magnetism cannot. This means that there need be no physical contact
between the pickup and the medium and no wear mechanism.

In the same way that the recorded wavelength of a magnetic recording is
limited by the gap in the replay head, the density of optical recording is limited
by the size of light spot which can be focused on the medium. This is controlled
by the wavelength of the light used and by the aperture of the lens. When the light
spot is as small as these limits allow, it is said to be diffraction limited.

Figure 4.12 shows the principle of readout of the Compact Disc which is a
read-only disk manufactured by pressing. The track consists of raised bumps
separated by flat areas. The entire surface of the disk is metallized, and the bumps
are one-quarter of a wavelength in height. The player spot is arranged so that half
of its light falls on top of a bump, and half on the surrounding surface. Light
returning from the flat surface has travelled half a wavelength further than light
returning from the top of the bump, and so there is a phase reversal between the
two components of the reflection. This causes destructive interference, and light
cannot return to the pickup. It must reflect at angles which are outside the
aperture of the lens and be lost. Conversely, when light falls on the flat surface
between bumps, the majority of it is reflected back to the pickup. The pickup thus
sees a disk apparently having alternately good or poor reflectivity. The sensor in
the pickup responds to the incident intensity and so the replay signal is unipolar
and varies between two levels in a manner similar to the output of an MR
head.
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Figure 4.12 CD readout principle and dimensions. The presence of a bump causes destructive
interference in the reflected light.

Some disks can be recorded once, but not subsequently erased or re-recorded.
These are known as WORM (Write Once Read Many) disks. One type of WORM
disk uses a thin metal layer which has holes punched in it on recording by heat
from a laser. Others rely on the heat raising blisters in a thin metallic layer by
decomposing the plastic material beneath. Yet another alternative is a layer of
photochemical dye which darkens when struck by the high-powered recording
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Figure 4.13 Frequency response of laser pickup. Maximum operating frequency is about half of
cut-off frequency F_.
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beam. Whatever the recording principle, light from the pickup is reflected more
or less, or absorbed more or less, so that the pickup senses a change in
reflectivity. Certain WORM disks can be read by conventional CD players and
are thus called recordable CDs, or CD-R, whereas others will only work ina
particular type of drive.

All optical disks need mechanisms to keep the pickup following the track and
sharply focused on it, and these will be discussed in Chapter 9.

The frequency response of an optical disk is shown in Figure 4.13. The
response is best at DC and falls steadily to the optical cut-off frequency. Although
the optics work down to DC, this cannot be used for the data recording. DC and
low frequencies in the data would interfere with the focus and tracking servos
and, as will be seen, difficulties arise when attempting to demodulate a unipolar
signal. In practice the signal from the pickup is split by a filter. Low frequencies
go to the servos, and higher frequencies go to the data circuitry. As a result the
optical disk channel has the same inability to handle DC as does a magnetic
recorder, and the same techniques are needed to overcome it.

4.7 Magneto-optical disks

When a magnetic material is heated above its Curie temperature, it becomes
demagnetized, and on cooling will assume the magnetization of an applied field
which would be too weak to influence it normally. This is the principle of
magneto-optical recording used in the Sony MiniDisc. The heat is supplied by a
finely focused laser, and the field is supplied by a coil which is much larger.
Figure 4.14 shows that the medium is initially magnetized in one direction
only. In order to record, the coil is energized with a current in the opposite
direction. This is too weak to influence the medium in its normal state, but when
it is heated by the recording laser beam the heated area will take on the
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Figure 4.14 The thermomagneto-optical disk uses the heat from a laser to allow magnetic field to
record on the disk.
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magnetism from the coil when it cools. Thus a magnetic recording with very
small dimensions can be made even though the magnetic circuit involved is quite
large in comparison.

Readout is obtained using the Kerr effect or the Faraday effect, which are
phenomena whereby the plane of polarization of light can be rotated by a
magnetic field. The angle of rotation is very small and needs a sensitive pickup.
The pickup contains a polarizing filter before the sensor. Changes in polarization
change the ability of the light to get through the polarizing filter and result in an
intensity change which once more produces a unipolar output.

The magneto-optical recording can be erased by reversing the current in the
coil and operating the laser continuously as it passes along the track. A new
recording can then be made on the erased track.

A disadvantage of magneto-optical recording is that all materials having a
Curie point low enough to be useful are highly corrodible by air and need to be
kept under an effectively sealed protective layer.

The magneto-optical channel has the same frequency response as that shown
in Figure 4.13.

4.8 Equalization

The characteristics of most channels are that signal loss occurs which increases
with frequency. This has the effect of slowing down rise times and thereby
sloping off edges. If a signal with sloping edges is sliced, the time at which the
waveform crosses the slicing level will be changed, and this causes jitter. Figure
4.15 shows that slicing a sloping waveform in the presence of baseline wander
causes more jitter.
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Figure 4.15 A DC offset can cause timing errors.

On a long cable, high-frequency rolloff can cause sufficient jitter to move a
transition into an adjacent bit period. This is called intersymbol interference and
the effect becomes worse in signals which have greater asymmetry, i.e. short
pulses alternating with long ones. The effect can be reduced by the application of
equalization, which is typically a high-frequency boost, and by choosing a
channel code which has restricted asymmetry.

Compensation for peak-shift distortion in recording requires equalization of
the channel,? and this can be done by a network after the replay head, termed an
equalizer or pulse sharpener,* as in Figure 4.16(a). This technique uses
transversal filtering to oppose the inherent transversal effect of the head. As an
alternative, pre-compensation in the record stage can be used as shown in Figure
4.16(b). Transitions are written in such a way that the anticipated peak shift will
move the readout peaks to the desired timing.
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Figure 4.16 Peak-shift distortion is due to the finite width of replay pulses. The effect can be
reduced by the pulse slimmer shown in (a) which is basically a transversal filter. The use of a
linear operational amplifier emphasizes the analog nature of channels. Instead of replay pulse

slimming, transitions can be written with a displacement equal and opposite to the anticipated
peak shift as shown in (b).

4.9 Data separation

The important step of information recovery at the receiver or replay circuit i
known as data separation. The data separator is rather like an analog-to-digita
converter because the two processes of sampling and quantizing are both present
In the time domain, the sampling clock is derived from the clock content of the
channel waveform. In the voltage domain, the process of slicing converts th
analog waveform from the channel back into a binary representation. The slice
is thus a form of quantizer which has only 1 bit resolution. The slicing proces:
makes a discrete decision about the voltage of the incoming signal in order t«
reject noise. The sampler makes discrete decisions along the time axis in order t
reject jitter. These two processes will be described in detail.
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4.10 Slicing

The slicer is implemented with a comparator which has analog inputs but a
binary output. In a cable receiver, the input waveform can be sliced directly. In
an inductive magnetic replay system, the replay waveform is differentiated and
must first pass through a peak detector (Figure 4.6) or an integrator (Figure 4.7).
The signal voltage is compared with the midway voltage, known as the threshold,
baseline or slicing level, by the comparator. If the signal voltage is above the
threshold, the comparator outputs a high level; if below, a low level results.

Figure 4.17 shows some waveforms associated with a slicer. In (a) the
transmitted waveform has an uneven duty cycle. The DC component, or average
level, of the signal is received with high amplitude, but the pulse amplitude falls
as the pulse gets shorter. Eventually the waveform cannot be sliced.
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Figure 4.17 Slicing a signal which has suffered losses works well if the duty cycle is even. If the
duty cycle is uneven, as in (a), timing errors will become worse until slicing fails. With the
opposite duty cycle, the slicing fails in the opposite direction as in (b). If, however, the signal is
DC free, correct slicing can continue even in the presence of serious losses, as (c) shows.
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In (b) the opposite duty cycle is shown. The signal level drifts to the opposite
polarity and once more slicing is impossible. The phenomenon is called baseline
wander and will be observed with any signal whose average voltage is not the
same as the slicing level.

In (c) it will be seen that if the transmitted waveform has a relatively constant
average voltage, slicing remains possible up to high frequencies even in the
presence of serious amplitude loss, because the received waveform remains
symmetrical about the baseline.

It is clearly not possible simply to serialize data in a shift register for so-called
direct transmission, because successful slicing can only be obtained if the
number of ones is equal to the number of zeros; there is little chance of this
happening consistently with real data. Instead, a modulation code or channel
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Figure 4.18 (a) Slicing a unipolar signal requires a non-zero threshold. (b) If the signal amplitude
changes, the threshold will then be incorrect. (c) If a DC-free code is used, a unipolar waveform
can be converted to a bipolar waveform using a series capacitor. A zero threshold can be used
and slicing continues with amplitude variations.
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code is necessary. This converts the data into a waveform which is DC free or
nearly so for the purpose of transmission.

The slicing threshold level is naturally zero in a bipolar system such as
magnetic inductive replay or a cable. When the amplitude falls it does so
symmetrically and slicing continues. The same is not true of M-R heads and
optical pickups, which both respond to intensity and therefore produce a unipolar
output. If the replay signal is sliced directly, the threshold cannot be zero, but
must be some level approximately half the amplitude of the signal as shown in
Figure 4.18(a). Unfortunately when the signal level falls it falls towards zero and
not towards the slicing level. The threshold will no longer be appropriate for the
signal as can be seen at (b). This can be overcome by using a DC-free coded
waveform. If a series capacitor is connected to the unipolar signal from an optical
pickup, the waveform is rendered bipolar because the capacitor blocks any DC
component in the signal. The DC-free channel waveform passes through
unaltered. If an amplitude loss is suffered, Figure 4.18(c) shows that the resultant
bipolar signal now reduces in amplitude about the slicing level and slicing can
continue.

In —< 3—@}— Out

Adaptive
slice
level - — = _.'

T\

Figure 4.19 An adaptive slicer uses delay lines to produce a threshold from the waveform itself.
Correct slicing will then be possible in the presence of baseline wander. Such a slicer can be used
with codes which are not DC free.
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Whilst cables and optical recording channels need to be DC free, some channel
waveforms used in magnetic recording have a reduced DC component, but are
not completely DC free. As a result the received waveform will suffer from
baseline wander. If this is moderate, an adaptive slicer which can move its
threshold can be used. As Figure 4.19 shows, the adaptive slicer consists of a pair
of delays. If the input and output signals are linearly added together with equal
weighting, when a transition passes, the resultant waveform has a plateau which
is at the half-amplitude level of the signal and can be used as a threshold voltage
for the slicer. The coding of the DASH format is not DC free and a slicer of this
kind is employed.

4.11 Jitter rejection

The binary waveform at the output of the slicer will be a replica of the
transmitted waveform, except for the addition of jitter or time uncertainty in the
position of the edges due to noise, baseline wander, intersymbol interference and
imperfect equalization.

Binary circuits reject noise by using discrete voltage levels which are spaced
further apart than the uncertainty due to noise. In a similar manner, digital coding
combats time uncertainty by making the time axis discrete using events, known
as transitions, spaced apart at integer multiples of some basic time period, called
a detent, which is larger than the typical time uncertainty. Figure 4.20 shows how
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centre of detent,
rejects jitter
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Figure 4.20 A certain amount of jitter can be rejected by changing the signal at multiples of the
basic detent period T4.

this jitter rejection mechanism works. All that matters is to identify the detent in
which the transition occurred. Exactly where it occurred within the detent is of
no consequence.

As ideal transitions occur at multiples of a basic period, an oscilloscope, which
is repeatedly triggered on a channel-coded signal carrying random data, will
show an eye pattern if connected to the output of the equalizer. Study of the eye
pattern reveals how well the coding used suits the channel. In the case of
transmission, with a short cable, the losses will be small, and the eye opening will
be virtually square except for some edge sloping due to cable capacitance. As
cable length increases, the harmonics are lost and the remaining fundamental
gives the eyes a diamond shape. The same eye pattern will be obtained with a
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Figure 4.21 A transmitted waveform which is generated according to the principle of Figure 4.20
will appear like this on an oscilloscope as successive parts of the waveform are superimposed on
the tube. When the waveform is rounded off by losses, diamond-shaped eyes are left in the
centre, spaced apart by the detent period.

recording channel where it is uneconomic to provide bandwidth much beyond the
fundamental.

Noise closes the eyes in a vertical direction, and jitter closes the eyes in a
horizontal direction, as in Figure 4.21. If the eyes remain sensibly open, data
separation will be possible. Clearly more jitter can be tolerated if there is less
noise, and vice versa. If the equalizer is adjustable, the optimum setting will be
where the greatest eye opening is obtained.

In the centre of the eyes, the receiver must make binary decisions at the
channel bit rate about the state of the signal, high or low, using the slicer output.
As stated, the receiver is sampling the output of the slicer, and it needs to have
a sampling clock in order to do that. In order to give the best rejection of noise
and jitter, the clock edges which operate the sampler must be in the centre of the
eyes.

As has been stated, a separate clock is not practicable in recording or
transmission. A fixed-frequency clock at the receiver is of no use as even if it was
sufficiently stable, it would not know what phase to run at.

The only way in which the sampling clock can be obtained is to use a phase-
locked loop to regenerate it from the clock content of the self-clocking channel-
coded waveform. In phase-locked loops, the voltage-controlled oscillator is
driven by a phase error measured between the output and some reference, such
that the output eventually has the same frequency as the reference. If a divider is
placed between the VCO and the phase comparator, as in Figure 4.22, the VCO
frequency can be made to be a multiple of the reference. This also has the effect
of making the loop more heavily damped. If a channel-coded waveform is used
as a reference to a PLL, the loop will be able to make a phase comparison
whenever a transition arrives and will run at the channel bit rate. When there are
several detents between transitions, the loop will flywheel at the last known
frequency and phase until it can rephase at a subsequent transition. Thus a
continuous clock is re-created from the clock content of the channel waveform.
In a recorder, if the speed of the medium should change, the PLL will change
frequency to follow. Once the loop is locked, clock edges will be phased with the
average phase of the jittering edges of the input waveform. If, for example, rising
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Figure 4.22 A typical phase-locked loop where the VCO is forced to run at a multiple of the
input frequency. If the input ceases, the output will continue for a time at the same frequency
until it drifts.

edges of the clock are phased to input transitions, then falling edges will be in the
centre of the eyes. If these edges are used to clock the sampling process, the
maximum jitter and noise can be rejected. The output of the slicer when sampled
by the PLL edge at the centre of an eye is the value of a channel bit. Figure 4.23
shows the complete clocking system of a channel code from encoder to data
separator. Clearly data cannot be separated if the PLL is not locked, but it cannot
be locked until it has seen transitions for a reasonable period. In recorders, which
have discontinuous recorded blocks to allow editing, the solution is to precede
each data block with a pattern of transitions whose sole purpose is to provide a
timing reference for synchronizing the phase-locked loop. This pattern is known
as a preamble. In interfaces, the transmission can be continuous and there is no
difficulty remaining in lock indefinitely. There will simply be a short delay on
first applying the signal before the receiver locks to it.

One potential problem area which is frequently overlooked is to ensure that the
VCO in the receiving PLL is correctly centred. If it is not, it will be running with
a static phase error and will not sample the received waveform at the centre of
the eyes. The sampled bits will be more prone to noise and jitter errors. VCO
centring can simply be checked by displaying the control voltage. This should not
change significantly when the input is momentarily interrupted.

4.12 Channel coding

In summary, it is not practicable simply to serialise raw data in a shift register for
the purpose of recording or for transmission except over relatively short
distances. Practical systems require the use of a modulation scheme, known as a
channel code, which expresses the data as waveforms which are self-clocking in
order to reject jitter, to separate the received bits and to avoid skew on separate
clock lines. The coded waveforms should further be DC free or nearly so to
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enable slicing in the presence of losses and have a narrower spectrum than the
raw data to make equalization possible.

Jitter causes uncertainty about the time at which a particular event occurred.
The frequency response of the channel then places an overall limit on the spacing
of events in the channel. Particular emphasis must be placed on the interplay of
bandwidth, jitter and noise, which will be shown here to be the key to the design
of a successful channel code.

Figure 4.24 shows that a channel coder is necessary prior to the record stage,
and that a decoder, known as a data separator, is necessary after the replay stage.
The output of the channel coder is generally a logic level signal which contains
a ‘high’ state when a transition is to be generated. The waveform generator
produces the transitions in a signal whose level and impedance is suitable for
driving the medium or channel. The signal may be bipolar or unipolar as
appropriate.

Some codes eliminate DC entirely, which is advantageous for optical media
and for rotary-head recording. Some codes can reduce the channel bandwidth
needed by lowering the upper spectral limit. This permits higher linear density,
usually at the expense of jitter rejection. Other codes narrow the spectrum by
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Figure 4.24 The major components of a channel coding system. See text for details.
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raising the lower limit. A code with a narrow spectrum has a number of
advantages. The reduction in asymmetry will reduce peak shift and data
separators can lock more readily because the range of frequencies in the code is
smaller. In theory the narrower the spectrum the less noise will be suffered, but
this is only achieved if filtering is employed. Filters can easily cause phase errors
which will nullify any gain.

A convenient definition of a channel code (for there are certainly others) is: ‘A
method of modulating real data such that they can be reliably received despite the
shortcomings of a real channel, while making maximum economic use of the
channel capacity.’

The basic time periods of a channel-coded waveform are called positions or
detents, in which the transmitted voltage will be reversed or stay the same. The
symbol used for the units of channel time is Tg.

There are many ways of creating such a waveform, but the most convenient is
to convert the raw data bits to a larger number of channel bits which are output
from a shift register to the waveform generator at the detent rate. The coded
waveform will then be high or low according to the state of a channel bit which
describes the detent.

Channel coding is the art of converting real data into channel bits. It is
important to appreciate that the convention most commonly used in coding is one
in which a channel bit one represents a voltage change, whereas a zero represents
no change. This convention is used because it is possible to assemble sequential
groups of channel bits together without worrying about whether the polarity of
the end of the last group matches the beginning of the next. The polarity is
unimportant in most codes and all that matters is the length of time between
transitions. It should be stressed that channel bits are not recorded. They exist
only in a circuit technique used to control the waveform generator. In many
media, for example CD, the channel bit rate is beyond the frequency response of
the channel and so it cannot be recorded.

One of the fundamental parameters of a channel code is the density ratio (DR).
One definition of density ratio is that it is the worst-case ratio of the number of
data bits recorded to the number of transitions in the channel. It can also be
thought of as the ratio between the Nyquist rate of the data (one-half the bit rate)
and the frequency response required in the channel. The storage density of data
recorders has steadily increased due to improvements in medium and transducer
technology, but modern storage densities are also a function of improvements in
channel coding.

As jitter is such an important issue in digital recording and transmission, a
parameter has been introduced to quantify the ability of a channel code to reject
time instability. This parameter, the jitter margin, also known as the window
margin or phase margin (T,), is defined as the permitted range of time over
which a transition can still be received correctly, divided by the data bit-cell
period (T).

Since equalization is often difficult in practice, a code which has a large jitter
margin will sometimes be used because it resists the effects of intersymbol
interference well. Such a code may achieve a better performance in practice than
a code with a higher density ratio but poor jitter performance.

A more realistic comparison of code performance will be obtained by taking
into account both density ratio and jitter margin. This is the purpose of the figure
of merit (FoM), which is defined as DR X T,
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4.13 Simple codes

In magnetic recording, the first digital recordings were developed for early
computers and used very simple techniques. Figure 4.25(a) shows that in return
to zero (RZ) recording, the record current has a zero state between bits and flows
in one direction to record a one and in the opposite direction to record a zero.
Thus every bit contains two flux changes which replay as a pair of pulses, one
positive and one negative. The signal is self-clocking because pulses always
occur. The order in which they occur determines the state of the bit. RZ recording
cannot erase by overwrite because there are times when no record current flows,
Additionally the signal amplitude is only one-half of what is possible. These
problems were overcome in the non-return to zero (NRZ) code shown in Figure
4.25(b). As the name suggests, the record current does not cease between bits, but
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Figure 4.25 Early magnetic recording codes. RZ shown at (a) had poor signal-to-noise ratic and
poor overwrite capability. NRZ at (b) overcame these problems but suffered error propagation.
NRZI at (c) was the final result where a transition represented a one. NRZI is not self-clocking.

flows at all times in one direction or the other depending on the state of the bit
to be recorded. This results in a replay pulse only when the data bits change from
one state to another. As a result if one pulse was missed, the subsequent bits
would be inverted. This was avoided by adapting the coding such that the record
current would change state or invert whenever a data one occurred, leading to the
term non-return to zero invert or NRZI shown in Figure 4.25(c). In NRZI a replay
pulse occurs whenever there is a data one. Clearly neither NRZ nor NRZI are
self-clocking, but require a separate clock track. Skew between tracks can only
be avoided by working at low density and so the system cannot be used for digital
audio. However, virtually all of the codes used for magnetic recording are based
on the principle of reversing the record current to produce a transition.

In cable transmission, also known as line signalling, and in telemetry, the
starting point was often the speech bandwidth available in existing telephone
lines and radio links. There was no DC response, just a range of frequencies
available. Figure 4.26(a) shows that a pair of frequencies can be used, one for
each state of a data bit. The result is frequency shift keying (FSK) which is the
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Figure 4.26 Various communications-oriented codes are shown here: at (a) frequency shift keying
(FSK), at (b) phase encoding and at (c) differential quadrature phase shift keying (DQPSK).

same as would be obtained from an analog frequency modulator fed with a two-
level signal. This is exactly what happens when two-level pseudo-video from a
PCM adaptor is fed to a VCR and is the technique used in units such as the PCM
F-1 and the PCM-1630. PCM adaptors have also been used to carry digital audio
over a video landline or microwave link. Clearly FSK is DC free and self-
clocking.

Instead of modulating the frequency of the signal, the phase can be modulated
or shifted instead, leading to the generic term of phase shift keying or PSK. This
method is highly suited to broadcast as it is easily applied to a radio frequency
carrier. The simplest technique is selectively to invert the carrier phase according
to the data bit as in Figure 4.26(b). There can be many cycles of carrier in each
bit period. This technique is known as phase encoding (PE) and is used in GPS
(Global Positioning System) broadcasts. The receiver in a PE system is a well-
damped phase-locked loop which runs at the average phase of the transmission.
Phase changes will then result in phase errors in the loop and so the phase error
is the demodulated signal.

If the two frequencies in an FSK system are one octave apart, the limiting case
in which the highest data rate is obtained is when there is one half cycle of the
lower frequency or a whole cycle of the high frequency in one bit period. This
gives rise to the frequency modulation (FM). In the same way, the limiting case
of phase encoding is where there is only one cycle of carrier per bit. In recording,
this technique is what is meant by the same term. These can be contrasted in
Figure 4.27.
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The FM code, also known as Manchester code or bi-phase mark code, shown
in Figure 4.27(a), was the first practical self-clocking binary code and it is
suitable for both transmission and recording. It is DC free and very easy to
encode and decode. It is the code specified for the AES/EBU digital audio
interconnect standard which will be described in Chapter 5. In the field of
recording it remains in use today only where density is not of prime importance,
for example in SMPTE/EBU timecode for professional audio and video recorders
and in floppy disks.

In FM there is always a transition at the bit-cell boundary which acts as a
clock. For a data one, there is an additional transition at the bit-cell centre. Figure
4.27(a) shows that each data bit can be represented by two channel bits. For a
data zero, they will be 10, and for a data one they will be 11. Since the first bit
is always one, it conveys no information, and is responsible for the density ratio
of only one-half. Since there can be two transitions for each data bit, the jitter
margin can only be half a bit, and the resulting FoM is only 0.25. The high clock
content of FM does, however, mean that data recovery is possible over a wide
range of speeds; hence the use for timecode. The lowest frequency in FM is due
to a stream of zeros and is equal to half the bit rate. The highest frequency is due
to a streamn of ones, and is equal to the bit rate. Thus the fundamentals of FM are
within a band of one octave. Effective equalization is generally possible over
such a band. FM is not polarity conscious and can be inverted without changing
the data.

Figure 4.27(b) shows how an FM coder works. Data words are loaded into the
input shift register which is clocked at the data bit rate. Each data bit is converted
to two channel bits in the codebook or lookup table. These channel bits are
loaded into the output register. The output register is clocked twice as fast as the
input register because there are twice as many channel bits as data bits. The ratio
of the two clocks is called the code rate; in this case it is a rate one-half code.
Ones in the serial channel bit output represent transitions whereas zeros represent
no change. The channel bits are fed to the waveform generator which is a 1 bit
delay, clocked at the channel bit rate, and an exclusive OR gate. This changes
state when a channel bit one is input. The result is a coded FM waveform where
there is always a transition at the beginning of the data bit period, and a second
optional transition whose presence indicates a one.

In PE there is always a transition in the centre of the bit but Figure 4.27(c)
shows that the transition between bits is dependent on the data values. Although
its origins were in line coding, phase encoding can be used for optical and
magnetic recording as it is DC free and self-clocking. It has the same DR and T,,
as FM, and the waveform can also be described using channel bits, but with a
different notation. As PE is polarity sensitive, the channel bits determine the level
of the encoded signal rather than causing a transition. Figure 4.27(d) shows that
the allowable channel bit patterns are now 10 and 01.

4.14 Group codes

Further improvements in coding rely on converting patterns of real data to
patterns of channel bits with more desirable characteristics using a conversion
table known as a codebook. If a data symbol of m bits is considered, it can have
2™ different combinations. As it is intended to discard undesirable patterns to
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improve the code, it follows that the number of channel bits » must be greater
than m. The number of patterns which can be discarded is:

2"__2"1

One name for the principle is group code recording (GCR), and an important
parameter is the code rate, defined as:

It will be evident that the jitter margin T,, is numerically equal to the code rate,
and so a code rate near to unity is desirable. The choice of patterns which are
used in the codebook will be those which give the desired balance between clock
content, bandwidth and DC content.

417'4‘— T4 = channel bit period
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Figure 4.28 A channel code can control its spectrum by placing limits on T, (M) and Ty
which define upper and lower frequencies. The ratio of Ty /Tpmin determines the asymmetry of
waveform and predicts DC content and peak shift. Example shown is EFM.

Figure 4.28 shows that the upper spectral limit can be made to be some
fraction of the channel bit rate according to the minimum distance between ones
in the channel bits. This is known as Ty, also referred to as the minimum
transition parameter M, and in both cases it is measured in data bits 7. It can be
obtained by multiplying the number of channel detent periods between
transitions by the code rate. Unfortunately, codes are measured by the number of
consecutive zeros in the channel bits, given the symbol d, which is always one
less than the number of detent periods. In fact Ty, is numerically equal to the
density ratio:

d+1D)Xm
Tpin =M =DR = ————
n
It will be evident that choosing a low code rate could increase the density ratio,
but it will impair the jitter margin. The figure of merit is:

d+1) xXm?

n2

FoM = DR X T,, =

since:
T, = mn
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Figure 4.28 also shows that the lower spectral limit is influenced by the
maximum distance between transitions T,,,,. This is also obtained by multiplying
the maximum number of detent periods between transitions by the code rate.
Again, codes are measured by the maximum number of zeros between channel
ones, k, and so:

k+1D)Xm
max — —
n
and the maximum/minimum ratio P is:
k+1)

T d+1)

The length of time between channel transitions is known as the run length.
Another name for this class is the run-length-limited (RLL) codes.> Since m data
bits are considered as one symbol, the constraint length L. will be increased in
RLL codes to at least m. It is, however, possible for a code to have run-length
limits without it being a group code.

In practice, the junction of two adjacent channel symbols may violate run-
length limits, and it may be necessary to create a further codebook of symbol size
2n which converts violating code pairs to acceptable patterns. This is known as
merging and follows the golden rule that the substitute 27 symbol must finish
with a pattern which eliminates the possibility of a subsequent violation. These
patterns must also differ from all other symbols.

Substitution may also be used to different degrees in the same nominal code
in order to allow a choice of maximum run length, e.g. 3PM.® The maximum
number of symbols involved in a substitution is denoted by r.”-8 There are many
RLL codes and the parameters d, k, m, n, and r are a way of comparing them.

Sometimes the code rate forms the name of the code, as in 2/3, 8/10 and EFM;
at other times the code may be named after the d, k parameters, as in 2,7 code.
Varoius examples of group codes will be given to illustrate the principles
involved.

4.15 The 4/5 code of MADI

In the MADI (Multichannel Audio Digital Interface) standard,’ a four-fifths rate
code is used where groups of four data bits are represented by groups of five
channel bits.

Now, 4 bits have 16 combinations whereas 5 bits have 32 combinations.
Clearly only 16 out of these 32 are necessary to convey all the possible data.
Figure 4.29 shows that the 16 channel bit patterns chosen are those which have
the least DC component combined with a high clock content. Adjacent ones are
permitted in the channel bits, so there can be no violation of T, at the boundary
of two symbols. T,,, is determined by the worst-case run of zeros at a symbol
boundary and as k = 3, T, is 16/5 = 3.2 T. The code is thus described as
0,3,4,5,1 and L_ = 4T.

The jitter resistance of a group code is equal to the code rate. For example, in
4/5 transitions cannot be closer than 0.8 of a data bit apart and so this represents
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4 bit data 5 bit encoded data
0000 11110
0001 01001
0010 10100
0011 10101
0100 01010
0101 01011
0110 01110
0111 011
1000 10010
1001 10011
1010 10110
1011 10111
1100 11010
1101 1101
1110 11100
1111 11101

11000
SYNC { 10001

Figure 4.29 The codebook of the 4/5 code of MADI. Note that a one represents a transition in
the channel.

the peak-to-peak jitter which can be rejected. The density ratio is also 0.8, so the
FoM is 0.64, an improvement over FM.

A further advantage of group coding is that it is possible to have codes which
have no data meaning. In MADI further channel bit patterns are used for packing
and synchronizing. Packing is where dummy data are sent when the real data rate
is low in order to keep the channel frequencies constant. This is necessary so that
fixed equalization can be used. The packing pattern does not decode to data and
so it can be easily discarded at the receiver.

Further details of MADI can be found in Chapter 5.

4.16 EFM code in CD

This section is concerned solely with the channel coding of CD. A more
comprehensive discussion of how the coding is designed to suit the specific
characteristics of an optical disc is given in Chapter 9. Figure 4.30 shows the 8,14
code (EFM) used in the Compact Disc. Here 8 bit symbols are represented by 14
bit channel symbols.!? There are 256 combinations of eight data bits, whereas 14
bits have 16K combinations. Of these only 267 satisfy the criteria that the
maximum run-length shall not exceed 11 channel bits (k = 10) nor be less than
thre channel bits (d = 2). A section of the codebook is shown in the figure. In fact
258 of the 267 possible codes are used because two unique patterns are used to
synchronize the subcode blocks (see Chapter 9). It is not possible to prevent
violations betwen adjacent symbols by substitution, and extra merging bits
having no data meaning are placed between the symbols. Two merging bits
would be adequate to prevent violations, but in practice three are used because
a further task of the merging bits is to control the DC content of the waveform.
The merging bits are selected by computing the digital sum value (DSV) of the
waveform. The DSV is computed as shown in Figure 4.31(a). One is added to a
count for every channel bit period where the waveform is in a high state, and one
is subtracted for every channel bit period spent in a low state. Figure 4.31(b)
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Invalid .,
codes _ﬁ A 1 Invalid 7 > 11
100 01100100 01000100100010
101 01100101 00000000 100010
102 01100110 01000000100100
103 01100111 00100100100C10
104 01101000 01001001000010
105 01101001 10000001000010
106 ° 01101010 10010001000010
107 01101011 10001001000010
108 01101100 01000001000010
109 01101101 00000001000010
110 01101110 00010001000010
11 01101111 00100001000010
12 01110000 10000000100010
Part of 113 01110001 100000 10000010 ~=
code book 44 01110010 10010010000010
115 01110011 00100000100010
116 01110100 01000010000010
117 01110101 00000010000010
118 01110110 00010010000010
119 01110111 00100010000010
120 01111000 01001000000010
121 01111001 00001001001000
122 01111010 10010000000010
123 01111011 0001000000010
124 01111100 01000000000010 —~at—————————
125 01111101 00001000000010
126 01111110 00010000000010
127 01111111 00100000000010

Figure 4.30 EFM code: d = 2, k = 10. Eight data bits produce 14 channel bits plus three packing
bits. Code rate is 8/17. DR = (3 X 8)/17 = 1.41.

shows that if two successive channel symbols have the same sense of DC offset,
these can be made to cancel one another by placing an extra transition in the
merging period. This has the effect of inverting the second pattern and reversing
its DC content. The DC-free code can be high-pass filtered on replay and the
lower-frequency signals are then used by the focus and tracking servos without
noise due to the DC content of the audio data. Encoding EFM is complex, but
was acceptable when CD was launched because only a few encoders are
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Figure 4.31 (a) Digital sum value example calculated from EFM waveform. (b) Two successive
14 T symbols without DC control (upper) give DSV of —16. Additional transition (*) results in
DSV of +2, anticipating negative content of next symbol.

necessary in comparison with the number of players. Decoding is simpler as no
DC content decisions are needed and a lookup table can be used. The codebook
was computer optimized to permit the implementation of a programmable logic
array (PLA) decoder with the minimum complexity.

Owing to the inclusion of merging bits, the code rate become 8/17, and the
density ratio becomes:

3X8
— = 141
17
and the FoM is:
3 x 82
= 0.66
172

The code is thus a 2,10,8,17,r system where r has meaning only in the context
of DC control.!! The constraints d and k can still be met with r = 1 because of
the merging bits. The figure of merit is less useful for optical media because the
straight line frequency response does not produce peak shift and the rigid, non-
contact medium has good speed stability. The density ratio and the freedom from
DC are the most important factors.

4.17 The 8/10 group code of RDAT

The essential feature of the channel code of RDAT is that it must be able to work
well in an azimuth recording system. There are many channel codes available,
but few of them are suitable for azimuth recording because of the large amount
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Eight-bit Ten-bit Alternative ,
dataword codeword bsv codeword Dsv
00010000 1101010010 0
00010001 0100010010 2 1100010010 -2
00010010 0101010010 0
00010011 0101110010 0
00010100 1101110001 2 0101110001 -2
00010101 1101110011 2 0101110011 -2
00010110 1101110110 2 0101110110 -2
00010111 1101110010 0

Figure 4.32 Some of the 8/10 codebook for non-zero DSV symbols (two entries) and zero DSV
symbols (one entry).

of crosstalk. The crosstalk cancellation of azimuth recording fails at low
frequencies, so a suitable channel code must not only be free of DC, but suppress
low frequencies as well. A further issue is that erasure is by overwriting, and as
the heads are optimized for short-wavelength working, best erasure will be when
the ratio between the longest and shortest wavelengths in the recording is
small.

In Figure 4.32, some examples from the 8/10 group code of RDAT are
shown.!? Clearly a channel waveform which spends as much time high as low
has no net DC content, and so all 10 bit patterns which meet this criterion of zero
disparity can be found. For every bit the channel spends high, the DSV will
increase by one; for every bit the channel spends low, the DSV will decrease by
one. As adjacent channel ones are permitted, the window margin and DR will be
0.8, comparing favourably with the figure of 0.5 for MFM, giving an FoM of
0.64. Unfortunately there are not enough DC-free combinations in ten channel
bits to provide the 256 patterns necessary to record eight data bits. A further
constraint is that it is desirable to restrict the maximum run length to improve
overwrite capability and reduce peak shift. In the 8/10 code of RDAT, no more
than three channel zeros are permitted between channel ones, which makes the
longest wavelength only four times the shortest. There are only 153 10 bit
patterns which are within this maximum run length and which have a DSV of
Zero.

The remaining 103 data combinations are recorded using channel patterns that
have non-zero DSV. Two channel patterns are allocated to each of the 103 data
patterns. One of these has a DSV of +2 and the other has a DSV of -2. For
simplicity, the only difference between them is that the first channel bit is
inverted. The choice of which channel bit pattern to use is based on the DSV due
to the previous code.

For example, if several bytes have been recorded with some of the 153 DC-
free patterns, the DSV of the code will be zero. The first data byte is then found
which has no zero disparity pattern. If the +2 DSV pattern is used, the code at the
end of the pattern will also become +2 DSV. When the next pattern of this kind
is found, the code having the DSV of -2 will automatically be selected to return
the channel DSV to zero. In this way the code is kept DC free, but the maximum
distance between transitions can be shortened. A code of this kind is known as
a low disparity code.
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Figure 4.33 In (a) the truth table of the symbol encoding prior to DSV control. In (b} this circuit
controls code disparity by remembering non-zero DSV in the latch and selecting a subsequent
symbol with opposite DSV.
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In order to reduce the complexity of encoding logic, it is usual in group codes
to computer-optimize the relationship between data patterns and code patterns.
This has been done for 8/10 so that the conversion can be performed in a
programmed logic array. The Boolean expressions for calculating the channel
bits from data can be seen in Figure 4.33(a). Only DC-free or DSV = +2 patterns
are produced by the logic, since the DSV = -2 pattern can be obtained by
reversing the first bit. The assessment of DSV is performed in an interesting
manner. If in a pair of channel bits the second bit is one, the pair must be DC free
because each detent has a different value. If the five even channel bits in a 10 bit
pattern are checked for parity and the result is one, the pattern could have a DSV
of 0, +4 or £8. If the result is zero, the DSV could be £2, £6 or £10. However,
the codes used are known to be either zero or +2 DSV, so the state of the parity
bit discriminates between them. Figure 4.33(b) shows the encoding circuit. The
lower set of XOR gates calculates parity on the latest pattern to be recorded, and
stores the DSV bit in the latch. The next data byte to be recorded is fed to the
PLA, which outputs a 10 bit pattern. If this is a zero disparity code, it passes to
the output unchanged. If it is a DSV = +2 code, this will be detected by the upper
XOR gates. If the latch is set, this means that a previous pattern had been +2
DSV, and so the first bit of the channel pattern is inverted by the XOR gate in that
line, and the latch will be cleared because the DSV of the code has been returned
to zero.

Decoding is simpler, because there is a direct relationship between 10 bit
codes and 8 bit data.

4.18 Randomizing

NRZ has a DR of 1 and a jitter window of 1 and so has an FoM of 1 which is
better than the group codes. It does, however, suffer from an unconstrained
spectrum and poor clock content. This can be overcome using randomizing. At
the encoder, a pseudo-random sequence is added modulo-2 to the serial data and
the resulting ones generate transitions in the channel. This process drastically
reduces T,,,, and reduces DC content. Figure 4.34 shows that at the receiver the
transitions are converted back to a serial bit stream to which the same pseudo-
random sequence is again added modulo-2. As a result the random signal cancels
itself out to leave only the serial data, provided that the two pseudo-random
sequences are synchronized to bit accuracy.

4.19 Synchronizing

Once the PLL in the data separator has locked to the clock content of the
transmission, a serial channel bit stream and a channel bit clock will emerge from
the sampler. In a group code, it is essential to know where a group of channel bits
begins in order to assemble groups for decoding to data bit groups. In a
randomizing system it is equally vital to know at what point in the serial data
stream the words or samples commence. In serial transmission and in recording,
channel bit groups or randomized data words are sent one after the other, one bit
at a time, with no spaces in between, so that although the designer knows that a
data block contains, say, 128 bytes, the receiver simply finds 1024 bits in a row.
If the exact position of the first bit is not known, then it is not possible to put all
the bits in the right places in the right bytes, a process known as deserializing.
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The effect of sync slippage is devastating, because a 1 bit disparity between the
bit count and the bit stream will corrupt every symbol in the block.!'?

The synchronization of the data separator and the synchronization to the block
format are two distinct problems, which are often solved by the same sync
pattern. Deserializing requires a shift register which is fed with serial data and
read out once per word. The sync detector is simply a set of logic gates which are
arranged to recognize a specific pattern in the register. The sync pattern is either
identical for every block or has a restricted number of versions and it will be
recognized by the replay circuitry and used to reset the bit count through the
block. Then by counting channel bits and dividing by the group size, groups can
be deserialized and decoded to data groups. In a randomized system, the pseudo-
random sequence generator is also reset. Then, counting derandomized bits from
the sync pattern and dividing by the wordlength enables the replay circuitry to
deserialize the data words.

In digital audio the two’s complement coding scheme is universal and
traditionally no codes have been reserved for synchronizing; they are all
available for sample values. It would in any case be impossible to reserve all ones
or all zeros as these are in the centre of the range in two’s complement. Even if
a specific code were excluded from the recorded data so it could be used for
synchronising, this cannot ensure that the same pattern cannot be falsely created
at the junction between two allowable data words. Figure 4.35 shows how false
synchronizing can occur due to concatenation. It is thus not practical to use a bit
pattern which is a data code value in a simple synchronizing recognizer.

Data byte Data byte
r A NS A Al
o o ' 0 1 1 1 1 1 1 1 11 0 1 0 Serial data
I l I l I l l I I l I NRZI waveform
\ ~— J
Sync pattern FF False
syncs
. v )

Sync pattern FF

Figure 4.35 Concatenation of two words can result in the accidental generation of a word which
is reserved for synchronizing.

In run-length-limited codes this is not a problem. The sync pattern is no longer
a data bit pattern but is a specific waveform. If the sync waveform contains run
lengths which violate the normal coding limits, there is no way that these run
lengths can occur in encoded data, nor any possibility that they will be
interpreted -as data. They can, however, be readily detected by the replay
circuitry. The sync patterns of the AES/EBU interface are shown in Figure 4.36.
It will be seen from Figure 4.27 that the maximum run length in FM-coded data
is 1 bit. The sync pattern begins with a run length of 1% bits which is unique.
There are three types of sync pattern in the AES/EBU interface, as will be seen
in Chapter 5. These are distinguished by the position of a second pulse after the
run-length violation. Note that the sync patterns are also DC free like the FM
code.
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In a group code there are many more combinations of channel bits than there
are combinations of data bits. Thus after all data bit patterns have been allocated
group patterns, there are still many unused group patterns which cannot occur in
the data. With care, group patterns can be found which cannot occur owing to the
concatenation of any pair of groups representing data. These are then unique and
can be used for synchronizing.

37
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Figure 4.36 Sync patterns in various applications. In (a) the sync pattern of CD violates EFM
coding rules, and is uniquely identifiable. In (b) the sync pattern of DASH stays within the run
length of HDM-1. (c) The sync patterns of AES/EBU interconnect.
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In MADI, this approach is used as will be seen in Chapter 5. A similar
approach is used in CD. Here the sync pattern does not violate a run-length limit,
but consists of two sequential maximum run lengths of 11 channel bit periods
each as in Figure 4.36. This pattern cannot occur in the data because the data
symbols are only 14 channel bits long and the packing bit generator can be
programmed to exclude accidental sync pattern generation due to concatenation.

4.20 Error mechanisms

There are many different types of recording and transmission channel and
consequently there will be many different mechanisms which may result in
errors. As was the case for channel coding, although there are many different
applications, the basic principles remain the same.

In magnetic recording, data can be corrupted by mechanical problems such as
media dropout and poor tracking or head contact, or Gaussian thermal noise in
replay circuits and heads. In optical recording, contamination of the medium
interrupts the light beam. Warped disks and birefringent pressings cause
defocusing. Inside equipment, data are conveyed on short wires and the noise
environment is under the designer’s control. With suitable design techniques,
errors can be made effectively negligible. In communication systems, there is
considerably less control of the electromagnetic environment. In cables, crosstalk
and electromagnetic interference occur and can corrupt data, although optical
fibres are resistant to interference of this kind. In long-distance cable
transmission the effects of lightning and exchange switching noise must be
considered. In DAB, multipath reception causes notches in the received spectrum
where signal cancellation takes place. When group codes are used, a single defect
in a group changes the group symbol and may cause errors up to the size of the
group. Single-bit errors are therefore less common in group-coded channels.

Irrespective of the cause, all of these mechanisms cause one of two effects.
There are large isolated corruptions, called error bursts, where numerous bits are
corrupted all together in an area which is otherwise error free, and there are
random errors affecting single bits or symbols. Whatever the mechanism, the
result will be that the received data will not be exactly the same as those sent. It
is a tremendous advantage of digital audio that the discrete data bits will be each
either right or wrong. A bit cannot be off-colour as it can only be interpreted as
0 or 1. Thus the subtle degradations of analog systems are absent from digital
recording and transmission channels and will only be found in converters.
Equally if a binary digit is known to be wrong, it is only necessary to invert its
state and then it must be right and indistinguishable from its original value! Thus
error correction itself is trivial; the hard part is working out which bits need
correcting.

It is not possibletomake error-free digital recordings, because however high
the signal-to-noise ratio of the recording, there is still a small but finite chance
that the noise can exceed the signal. Measuring the signal-to-noise ratio of a
channel establishes the noise power, which determines the width of the noise
distribution curve relative to the signal amplitude. When in a binary system the
noise amplitude exceeds the signal amplitude, a bit error will occur. Knowledge
of the shape of the Gaussian curve allows the conversion of signal-to-noise ratio
into bit error rate (BER). It can be predicted how many bits will fail due to noise
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in a given recording, but it is not possible to say which bits will be affected.
Increasing the SNR of the channel will not eliminate errors, it just reduces their
probability. The logical solution is to incorporate an error-correction system.

4.21 Basic error correction

Error correction works by adding some bits to the data which are calculated from
the data. This creates an entity called a codeword which spans a greater length of
time than 1 bit alone. The statistics of noise means that whilst 1 bit may be lost
in a codeword, the loss of the rest of the codeword because of noise is highly
improbable. As will be described later in this chapter, codewords are designed to
be able to correct totally a finite number of corrupted bits. The greater the
timespan over which the coding is performed, or, on a recording medium, the
greater area over which the coding is performed, the greater will be the reliability
achieved, although this does mean that an encoding delay will be experienced on
recording, and a similar or greater decoding delay on reproduction.

Shannon'# disclosed that a message can be sent to any desired degree of
accuracy provided that it is spread over a sufficient timespan. Engineers have to
compromise, because an infinite coding delay in the recovery of an error-free
signal is not acceptable. Most short digital audio cable interfaces do not employ
error correction because the build-up of coding delays in large systems is
unacceptable.

If error correction is necessary as a practical matter, it is then only a small step
to put it to maximum use. All error correction depends on adding bits to the
original message, and this of course increases the number of bits to be recorded,
although it does not increase the information recorded. It might be imagined that
error correction is going to reduce storage capacity, because space has to be
found for all the extra bits. Nothing could be further from the truth. Once an
error-correction system is used, the signal-to-noise ratio of the channel can be
reduced, because the raised BER of the channel will be overcome by the error-
correction system. Reduction of the SNR by 3 dB in a magnetic tape track can be
achieved by halving the track width, provided that the system is not dominated
by head or preamplifier noise. This doubles the recording density, making the
storage of the additional bits needed for error correction a trivial matter. In short,
error correction is not a nuisance to be tolerated; it is a vital tool needed to
maximize the efficiency of recorders. Digital audio recording would not be
economically viable without it.

4.22 Concealment by interpolation

There are some practical differences between data recording for audio and the
computer-data recording application. Although audio recorders seldom have time
for retries, they have the advantage that there is a certain amount of redundancy
in the information conveyed. In audio systems, if an error cannot be corrected,
then it can be concealed. If a sample is lost, it is possible to obtain an
approximation to it by interpolating between the samples before and after the
missing one. Momentary interpolations are not serious, but sustained use of
interpolation can result in aliasing if high frequencies are present in the
recording.
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If there is too much corruption for concealment, the only course in audio is to
mute, as large numbers of uncorrected errors reaching the analog domain cause
noise which can be of a high level.

In general, if use is to be made of concealment on replay, the data must
generally be reordered or shuffled prior to recording. To take a simple example,
odd-numbered samples are recorded in a different area of the medium from even-
numbered samples. On playback, if a gross error occurs on the tape, depending
on its position, the result will be either corrupted odd samples or corrupted even
samples, but it is most unlikely that both will be lost. Interpolation is then
possible if the power of the correction system is exceeded.

It should be stressed that corrected data are indistinguishable from the original
and thus there can be no audible artifacts. In contrast, concealment is only an
approximation to the original information and could be audible. In practical
equipment, concealment occurs infrequently unless there is a defect requiring
attention.

4.23 Parity

The error-detection and error-correction processes are closely related and will be
dealt with together here. The actual correction of an error is simplified
tremendously by the adoption of binary. As there are only two symbols, 0 and 1,
it is enough to know that a symbol is wrong, and the correct value is obvious.
Figure 4.37 shows a minimal circuit required for correction once the bit in error

Truth table

of XOR gate
A B |C
0 0|0
0 1 1
1 0|1
1 110

In A e ou
Wrong 8 Y

XOR gate

AeB=C

Figure 4.37 Once-the position of the error is identified, the correction process in binary is easy.

has been identified. The XOR (exclusive OR) gate shows up extensively in error
correction and the figure also shows the truth table. One way of remembering the
characteristics of this useful device is that there will be an output when the inputs
are different. Inspection of the truth table will show that there is an even number
of ones in each row (zero is an even number) and so the device could also be



Digital coding principles 183

)
X X X X P
—_— N\

4 bitdata |  Parity bit

|

|
10 1 0!0
1 1 1 o' Even number
01 1 0 : 0 of ones
01 0 0,1

Parity tree

\ 1/

1A i

1 0 1 0 O -=— Evennumber
N of ones
e
]
1 0 0 0 0O -—— 0Oddnumberof ones

S

Figure 4.38 Parity checking adds up the number of ones in a word using, in this example, parity
trees. One error bit and odd numbers of errors are detected. Even numbers of errors cannot be
detected.

called an even parity gate. The XOR gate is also an adder in modulo-2 (see
Chapter 3).

Parity is a fundamental concept in error detection. In Figure 4.38, the example
is given of a 4 bit data word which is to be protected. If an extra bit is added to
the word which is calculated in such a way that the total number of ones in the
5 bit word is even, this property can be tested on receipt. The generation of the
parity bit in Figure 4.38 can be performed by a number of the ubiquitous XOR
gates configured into what is known as a parity tree. In the figure, if a bit is
corrupted, the received message will be seen no longer to have an even number
of ones. If 2 bits are corrupted, the failure will be undetected. This example can
be used to introduce much of the terminology of error correction. The extra bit
added to the message carries no information of its own, since it is calculated from
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the other bits. It is therefore called a redundant bit. The addition of the redundant
bit gives the message a special property, i.e. the number of ones is even. A
message having some special property irrespective of the actual data content is
called a codeword. All error correction relies on adding redundancy to real data
to form codewords for transmission. If any corruption occurs, the intention is that
the received message will not have the special property; in other words, if the
received message is not a codeword there has definitely been an error. The
receiver can check for the special property without any prior knowledge of the
data content. Thus the same check can be made on all received data. If the
received message is a codeword, there probably has not been an error. The word
"probably‘ must be used because the figure shows that 2 bits in error will cause
the received message to be a codeword, which cannot be discerned from an error-
free message. If it is known that generally the only failure mechanism in the
channel in question is loss of a single bit, it is assumed that receipt of a codeword
means that there has been no error. If there is a probability of two error bits, that
becomes very nearly the probability of failing to detect an error, since all odd
numbers of errors will be detected, and a 4 bit error is much less likely. It is
paramount in all error-correction systems that the protection used should be
appropriate for the probability of errors to be encountered. An inadequate error-
correction system is actually worse than not having any correction. Error
correction works by trading probabilities. Error-free performance with a certain
error rate is achieved at the expense of performance at higher error rates. Figure
4.39 shows the effect of an error-correction system on the residual BER for a
given raw BER. It will be seen that there is a characteristic knee in the graph. If
the expected raw BER has been misjudged, the consequences can be disastrous.
Another result demonstrated by the example is that we can only guarantee to
detect the same number of bits in error as there are redundant bits.

Inadequate correction
making data worse!

Output
errors

No correction

Correction power exceeded

L Input
Within _ errors
correction

power

Figure 4.39 An error-correction system can only reduce errors at normal error rates at the
expense of increasing errors at higher rates. It is most important to keep a system working to the
left of the knee in the graph.
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4.24 Cyclic codes

In digital audio recording applications, the data are stored serially on a track, and
it is desirable to use relatively large data blocks to reduce the amount of the
medium devoted to preambles, addressing and synchronizing. Codewords having
a special characteristic will still be employed, but they will be generated and
checked algorithmically by equations. The bit(s) in error will be located by
solving an equation.

Where data can be accessed serially, simpler circuitry can be used because the
same gate will be used for many XOR operations. Unfortunately the reduction in
component count is only paralleled by an increase in the difficulty of explaining
what takes place.

The circuit of Figure 4.40 is a kind of shift register, but with a particular
feedback arrangement which leads it to be known as a twisted-ring counter. If
seven message bits A—G are applied serially to this circuit, and each one of them
is clocked, the outcome can be followed in the diagram. As bit A is presented and
the system is clocked, bit A will enter the left-hand latch. When bits B and C are
presented, A moves across to the right. Both XOR gates will have A on the upper
input from the right-hand latch, the left one has D on the lower input and the right
one has B on the lower input. When clocked, the left latch will thus be loaded

D Q D Q D Q
GFEDCBA

A - —
B A —
o} B8 A
AeD Ao C B
Be E AeBeD AsC
AeCeaeF AcsBoeCeE AesBeD
AeBeDoG BeCoDeF AeBaCeE
B c D E F G
LSB — X X X
X X X X
MSB——= X X X X

Figure 4.40 When seven successive bits A—G are clocked into this circuit, the contents of the
three latches are shown for each clock. The final result is a parity-check matrix.
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with the XOR of A and D, and the right one with the XOR of A and B. The
remainder of the sequence can be followed, bearing in mind that when the same
term appears on both inputs of an XOR gate, it goes out, as the exclusive OR of
something with itself is nothing. At the end of the process, the latches contain
three different expressions. Essentially, the circuit makes three parity checks
through the message, leaving the result of each in the three stages of the register.
In the figure, these expressions have been used to draw up a check matrix. The
significance of these steps can now be explained. The bits A B C and D are four
data bits, and the bits E F and G are redundancy. When the redundancy is
calculated, bit E is chosen so that there are an even number of ones in bits A B
C and E; bit F is chosen such that the same applies to bits B C D and F, and
similarly for bit G. Thus the four data bits and the three check bits form a 7 bit
codeword. If there is no error in the codeword, when it is fed into the circuit
shown, the result of each of the three parity checks will be zero and every stage
of the shift register will be cleared. As the register has eight possible states, and
one of them is the error-free condition, then there are seven remaining states;
hence the 7 bit codeword. If a bit in the codeword is corrupted, there will be a
non-zero result. For example, if bit D fails, the check on bits A B D and G will
fail, and a one will appear in the left-hand latch. The check on bits B C D F will
also fail, and the centre latch will set. The check on bits A B C E will not fail,
because D is not involved in it, making the right-hand bit zero. There will be a
syndrome of 110 in the register, and this will be seen from the check matrix to
correspond to an error in bit D. Whichever bit fails, there will be a different 3 bit
syndrome which uniquely identifies the failed bit. As there are only three latches,
there can be eight different syndromes. One of these is zero, which is the error-
free condition, and so there are seven remaining error syndromes. The length of
the codeword cannot exceed 7 bits, or there would not be enough syndromes to
correct all of the bits. This can also be made to tie in with the generation of the
check matrix. If 14 bits, A to N, were fed into the circuit shown, the result would
be that the check matrix repeated twice, and if a syndrome of 101 were to result,
it could not be determined whether bit D or bit K failed. Because the check
repeats every 7 bits, the code is said to be a cyclic redundancy check (CRC)
code.

It has been seen that the circuit shown makes a matrix check on a received
word to determine if there has been an error, but the same circuit can also be used
to generate the check bits. To visualize how this is done, examine what happens
if only the data bits A B C and D are known, and the check bits E F and G are
set to zero. If this message, ABCDO0OO, is fed into the circuit, the left-hand latch
will afterwards contain the XOR of A B C and zero, which is of course what E
should be. The centre latch will contain the XOR of B C D and zero, which is
what F should be, and so on. This process is not quite ideal, however, because it
is necessary to wait for three clock periods after entering the data before the
check bits-are avaitable. Where the data are simultaneously being recorded and
fed into the encoder, the delay would prevent the check bits being easily added
to the end of the data stream. This problem can be overcome by slightly
modifying the encoder circuit as shown in Figure 4.41. By moving the position
of the input to the right, the operation of the circuit is advanced so that the check
bits are ready after only four clocks. The process can be followed in the diagram
for the four data bits A B C and D. On the first clock, bit A enters the left two
latches, whereas on the second clock, bit B will appear on the upper input of the
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Figure 4.41 By moving the insertion point three places to the right, the calculation of the check
bits is completed in only four clock periods and they can follow the data immediately. This is
equivalent to premultiplying the data by x°.

left XOR gate, with bit A on the lower input, causing the centre latch to load the
XOR of A and B and so on.

The way in which the cyclic codes work has been described in engineering
terms, but it can be described mathematically if analysis is contemplated.

Just as the position of a decimal digit in a number determines the power of ten
(whether that digit means one, ten or a hundred), the position of a binary digit
determines the power of two (whether it means one, two or four). It is possible
to rewrite a binary number so that it is expressed as a list of powers of two. For
example, the binary number 1101 means 8 + 4 + 1, and can be written:

23422420

In fact, much of the theory of error correction applies to symbols in number bases
other than 2, so that the number can also be written more generally as

2+x2+12°=1)

which also looks much more impressive. This expression, containing as it does
various powers, is of course a polynomial, and the circuit of Figure 4.40 which
has been seen to construct a parity-check matrix on a codeword can also be
described as calculating the remainder due to dividing the input by a polynomial
using modulo-2 arithmetic. In modulo-2 there are no borrows or carries, and
addition and subtraction are replaced by the XOR function, which makes
hardware implementation very easy. In Figure 4.42 it will be seen that the circuit
of Figure 4.40 actually divides the codeword by a polynomial which is:

2 +x+1or1011.

This can be deduced from the fact that the right-hand bit is fed into two lower-
order stages of the register at once. Once all the bits of the message have been
clocked in, the circuit contains the remainder. In mathematical terms, the special
property of a codeword is that it is a polynomial which yields a remainder of zero
when divided by the generating polynomial. The receiver will make this division,
and the result should be zero in the error-free case. Thus the codeword itself
disappears from the division. If an error has occurred it is considered that this is
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Figure 4.42 (a) Circuit of Figure 4.40 divides by %% + x + 1 to find remainder. At (b) this is used
to calculate check bits. At (c) right, zero syndrome, no error.

due to an error polynomial which has been added to the codeword polynomial.
If a codeword divided by the check polynomial is zero, a non-zero syndrome
must represent the error polynomial divided by the check polynomial. Thus if the
syndrome is muitiplied by the check polynomial, the latter will be cancelled out
and the result will be the error polynomial. If this is added modulo-2 to the
received word, it will cancel out the error and leave the corrected data.

Some examples of modulo-2 division are given in Figure 4.42 which can be
compared with the parallel computation of parity checks according to the matrix
of Figure 4.40.

The process of generating the codeword from the original data can also be
described mathematically. If a codeword has to give zero remainder when
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divided, it follows that the data can be converted to a codeword by adding the
remainder when the data are divided. Generally speaking the remainder would
have to be subtracted, but in modulo-2 there is no distinction. This process is also
illustrated in Figure 4.42. The four data bits have three zeros placed on the right-
hand end, to make the wordlength equal to that of a codeword, and this word is
then divided by the polynomial to calculate the remainder. The remainder is
added to the zero-extended data to form a codeword. The modified circuit of
Figure 4.41 can be described as premultiplying the data by x> before dividing.

CRC codes are of primary importance for detecting errors, and several have
been standardized for use in digital communications. The most common of these
are:

x'¢ + x1% 4+ x2 + 1 (CRC-16)
%' + x'2 4 x° + 1 (CRC-CCITT)

The implementation of the cyclic codes is much easier if all of the necessary
logic is present in one integrated circuit. The Fairchild 9401 is found in digital
audio equipment because it implements a variety of polynomials including the
two above. A feature of the chip is that the feedback register can be configured
to work backwards if required. The desired polynomial is selected by a 3 bit
control code as shown in Figure 4.43. The code is implemented by switching in
a particular feedback configuration stored in ROM. During recording or
transmission, the serial data are clocked in whilst the control input CWE (Check

Polynomial ——— ROM
and feedback
direction configuration
select —_— table

Serial data in

to compute Feedback
symbol, configuration
codeword in

to check for

error

Data in ———— ) }——————= Q output of
Twpted last stage

Clock ————— ring {serial check
counter symbol output

CWE Y utput)

/

Check word enable
closes twisted ring.
When false, feedback
is off, check waord

can be shifted out \/
Zero Error (syndrome # 0)
syndrome
detector No error {syndrome = 0)

Figure 4.43 Simplified block of CRC chip which can implement several polynomials, and both
generate and check redundancy.
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Word Enable) is held true. At the end of the serial data, this input is made false
and this has the effect of disabling the feedback so that the device becomes a
conventional shift register and the CRCC is clocked out of the Q output and
appended to the data. On playback, the entire message is clocked into the device
with CWE once more true. At the end, if the register contains all zeros, the
message was a codeword. If not, there has been an error.

4.25 Punctured codes

The 16 bit cyclic codes have codewords of length 216 _ 1 or 65 535 bits long. This
may be too long for the application. Another problem with very long codes is that
with a given raw BER, the longer the code, the more errors will occur in it. There
may be enough errors to exceed the power of the code. The solution in both cases
is to shorten or puncture the code. Figure 4.44 shows that in a punctured code,

Maximum length of
codeword possible

Leading zeros Data actually sent Redundancy
N — - _—
| ng "
Not ‘Punctured’ code smaller
recorded or than maximum

transmitted

Error location

always computed
with respect to
maximum length code

Figure 4.44 Codewords are often shortened, or punctured, which means that only the end of the
codeword is actually transmitted. The only precaution to be taken when puncturing codes is that
the computed position of an error will be from the beginning of the codeword, not from the
beginning of the message.

only the end of the codeword is used, and the data and redundancy are preceded
by a string of zeros. It is not necessary to record these zeros, and of course, errors
cannot occur imthem. Implementing a punctured code is easy. If a CRC generator
starts with the register cleared and is fed with serial zeros, it will not change its
state. Thus it is not necessary to provide the zeros; encoding can begin with the
first data bit. In the same way, the leading zeros need not be provided during
playback. The only precaution needed is that if a syndrome calculates the
location of an error, this will be from the beginning of the codeword, not from
the beginning of the data. Where codes are used for detection only, this is of no
consequence.
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4.26 Applications of cyclic codes

The AES/EBU digital audio interface described in Chapter 5 uses an 8 bit cyclic
code to protect the channel-status data. The polynomial used and a typical circuit
for generating it can be seen in Figure 4.45. The full codeword length is 255 bits
but it is punctured to 192 bits, or 24 bytes, which is the length of the AES/EBU
channel-status block. The CRCC is placed in the last byte.

The Sony PCM-1610/1630 CD mastering recorders use a 16 bit cyclic code for
error detection. Figure 4.46 shows that in this system, two sets of three 16 bit
audio samples have a CRCC added to form punctured codewords 64 bits long.
Three parity words are formed by taking the XOR of the two sets of samples and
a CRCC is added to this also. The three codewords are then recorded. If an error
should occur, one of the cyclic codes will have a non-zero remainder, and all of
the samples in that codeword are deemed to be in error. The samples can be
restored by taking the XOR of the remaining two codewords. If the error is in the
parity words, no action is necessary. There is 100% redundancy in this unit, but
it is designed to work with an existing video cassette recorder whose bandwidth
is predetermined, and so in this application there is no penalty.

The CRCC simply detects errors and acts as a pointer to a further correction
means. This technique is often referred to as correction by erasure. The failing
data is set to zero, or erased, since in some correction schemes the erroneous data
will interfere with the calculation of the correct values.

4.27 Introduction to the Reed-Solomon codes

The Reed—Solomon codes (Irving Reed and Gustave Solomon) are inherently
burst correcting'® because they work on multibit symbols rather than individual
bits. The R—S codes are also extremely flexible in use. One code may be used
both to detect and correct errors and the number of bursts which are correctable
can be chosen at the design stage by the amount of redundancy. A further
advantage of the R—S codes is that they can be used in conjunction with a
separate error-detection mechanism in which case they perform only the
correction by erasure. R—S codes operate at the theoretical limit of correcting
efficiency. In other words, no more efficient code can be found.

In the simple CRC system described in Section 4.24, the effect of the error is
detected by ensuring that the codeword can be divided by a polynomial. The
CRC codeword was created by adding a redundant symbol to the data. In the
R-S codes, several errors can be isolated by ensuring that the codeword will
divide by a number of polynomials. Clearly if the codeword must divide by, say,
two polynomials, it must have two redundant symbols. This is the minimum case
of an R-S code. On receiving an R-S-coded message there will be two
syndromes following the division. In the error-free case, these will both be zero.
If both are not zero, there is an error.

It has been stated that the effect of an error is to add an error polynomial to the
message polynomial. The number of terms in the error polynomial is the same as
the number of errors in the codeword. The codeword divides to zero and the
syndromes are a function of the error only. There are two syndromes and two
equations. By solving these simultaneous equations it is possible to obtain two
unknowns. One of these is the position of the error, known as the locator, and the
other is the error bit pattern, known as the corrector. As the locator is the same
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Figure 4.46 The simple crossword code of the PCM-1610/1630 format. Horizontal codewords are
cyclic polynomials; vertical codewords are simple parity. Cyclic code detects errors and acts as
erasure pointer for parity correction. For example, if word 2 fails, CRC (a) fails, and 1, 2 and 3
are all erased. The correct values are computed from (b) and (c) such that:

1=(1®HD4
2=2D5P5
3=03

size as the code symbol, the length of the codeword is determined by the size of
the symbol. A symbol size of 8 bits is commonly used because it fits in
conveniently with both 16 bit audio samples and byte-oriented computers. An 8
bit syndrome results in a locator of the same wordlength. Eight bits have 28
combinations, but one of these is the error-free condition, and so the locator can
specify one of only 255 symbols. As each symbol contains 8 bits, the codeword
will be 255 X 8 = 2040 bits long.

As further examples, 5 bit symbols could be used to form a codeword 31
symbols long, and 3 bit symbols would form a codeword seven symbols long.
This latter size is small enough to permit some worked examples, and will be
used further here. Figure 4.47 shows that in the seven-symbol codeword, five
symbols of 3 bits each, A—E, are the data, and P and Q are the two redundant
symbols. This simple example will locate and correct a single symbol in error. It
does not matter, however, how many bits in the symbol are in error.

Seven symbols = codeword

r A Il
1 L L Symbols of
0 0 1 0 1 3 bits
1 o 0 a 0
e v — g__v__J
Five data symbols Two redundancy
= 15 bits symbols
A,B,C,DE P, Q

Figure 4.47 A Reed—Solomon codeword. As the symbols are of 3 bits, there can only be eight
possible syndrome values. One of these is all zeros, the error-free case, and so it is only possible
to point to seven errors; hence the codeword length of seven symbols. Two of these are
redundant, leaving five data symbols.
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The two check symbols are solutions to the following equations:
APBPCOHDDPE®P®Q=0
AdAPaBPACPaDPDIPE@®aPPaQ =0
where a is a constant. The original data A-E followed by the redundancy P and
Q pass through the channel.
The receiver makes two checks on the message to see if it is a codeword. This

is done by calculating syndromes using the following expressions, where the
prime (') implies the received symbol which is not necessarily correct:

So=A'®B DC OD OE PP DQ
(This is in fact a simple parity check.)

S, =dA' @ aB' @ aC’ @ a'D’ @ E @ P’ @ aQ’
If two syndromes of all zeros are not obtained, there has been an error. The
information carried in the syndromes will be used to correct the error. For the
purpose of illustration, let it be considered that D’ has been corrupted before

moving to the general case. D' can be considered to be the result of adding an
error of value E to the original value D such that:

D'=D®E
As:
ADPBERCODPEGP®Q=0
then:
ADPBOCODDEDEBDPD®Q=E=35
As:
D=D®E
then:

D=DI®E=D'®SO

Thus the value of the corrector is known immediately because it is the same as
the parity syndrome S,. The corrected data symbol is obtained simply by adding
Sg to the incorrect symbol.

At this stage, however, the corrupted symbol has not yet been identified, but
this is equally straightforward.

As:
AdAPaBPaCPaD DPEDa’P@DaQ =0
Then:
FdAPaBPICRADDEDFEDa’PPaQ =a*E =S,

Thus the syndrome S; is the error bit pattern E, but it has been raized to a powet
of a which is a function of the position of the error symbol in the block. If the
position of the error is in symbol &, then k is the locator value and:

SOXak=Sl
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Hence:
Sy
= g;

ak

The value of k can be found by multiplying S, by various powers of a until the
product is the same as S;. Then the power of a necessary is equal to k. The use
of the descending powers of a in the codeword calculation is now clear because
the error is then multiplied by a different power of a dependent upon its position.
S, is known as the locator, because it gives the position of the error.

4.28 Modulo-n arithmetic

Conventional arithmetic which is in everyday use relates to the real world of
counting actual objects, and to obtain correct answers the concepts of borrow and
carry are necessary in the calculations.

There is an alternative type of arithmetic which has no borrow or carry which
is known as modulo arithmetic. In modulo-n no number can exceed n. If it does,

0011 0100

1100 1011

Figure 4.48 As a 4 bit device cannot handle a carry out, the state of a counter after m pulses will
be m mod.16.
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A
D—A+Bmod.2=A+,a
Bi

10 1 Modulo-2
'10 sum
KN

[} o]
—-
oo

-

o
o
o
o

Each bit position is independently
ralculated - no carry

Figure 4.49 In modulo-2 calculations, there can be no carry or borrow operations and
conventional addition and subtraction become identical. The XOR gate is a modulo-2 adder.

n or whole multiples of n are subtracted until it does not. Thus 25 modulo-16 is
9 and 12 modulo-5 is 2. The count shown in Figure 4.48 is from a 4 bit device
which overflows when it reaches 1111 because the carry-out is ignored. If a
number of clock pulses m are applied from the zero state, the state of the counter
will be given by m mod.16. Thus modulo arithmetic is appropriate to systems in
which there is a fixed wordlength and this means that the range of values the
system can have is restricted by that wordlength. A number range which is
restricted in this way is called a finite field.

Modulo-2 is a numbering scheme which is used frequently in digital processes.
Figure 4.49 shows that in modulo-2 the conventional addition and subtraction are
replaced by the XOR function such that: A + B mod.2 = A XOR B. When
multibit values are added mod.2, each column is computed quite independently
of any other. This makes mod.2 circuitry very fast in operation as it is not
necessary to wait for the carries from lower-order bits to ripple up to the high-
order bits.

Modulo-2 arithmetic is not the same as conventional arithmetic and takes some
getting used to. For example, adding something to itself in mod.2 always gives
the answer zero.

4.29 The Galois field

Figure 4.50 shows a simple circuit consisting of three D-type latches which are
clocked simultaneously. They are connected in series to form a shift register. At
(a) a feedback connection has been taken from the output to the input and the
result is a ring counter where the bits contained will recirculate endlessly. At (b)
one XOR gate is added so that the output is fed back to more than one stage. The
result is known as a twisted-ring counter and it has some interesting properties.
Whenever the circuit is clocked, the left-hand bit moves to the right-hand latch,
the centre bit moves to the left-hand latch and the centre latch becomes the XOR
of the two outer latches. The figure shows that whatever the starting condition of
the 3 bits in the latches, the same state will always be reached again after seven
clocks, except if zero is used. The states of the latches form an endless ring of
non-sequential numbers called a Galois field after the French mathematical
prodigy Evariste Galois who discovered them. The states of the circuit form a
maximum length sequence because there are as many states as are permitted by
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/
(a)
Q D Q D Q D
(b)
Clock
1 0 1 -
0 0 1 |
0 1 0 !
1 0 o |
0 1 1 i
1 1 0 |
1 1 1 -2

Figure 4.50 The circuit shown is a twisted-ring counter which has an unusual feedback
arrangement. Clocking the counter causes it to pass through a series of non-sequential values. See
text for details.

the wordlength. As the states of the sequence have many of the characteristics of
random numbers, yet are repeatable, the result can also be called a pseudo-
random sequence (p.r.s.). As the all-zeros case is disallowed, the length of a
maximum length sequence generated by a register of m bits cannot exceed (2™ —
1) states. The Galois field, however, includes the zero term. It is useful to explore
the bizarre mathematics of Galois fields which use modulo-2 arithmetic.
Familiarity with such manipulations is helpful when studying error correction,
particularly the Reed—Solomon codes. They will also be found in processes
which require pseudo-random numbers such as digital dither and randomized
channel codes.

The circuit of Figure 4.50 can be considered as a counter and the four points
shown will then be representing different powers of two from the MSB on the left
to the LSB on the right. The feedback connection from the MSB to the other
stages means that whenever the MSB becomes one, two other powers are also
forced to one so that the code of 1011 is generated.

Each state of the circuit can be described by combinations of powers of x, such
as:

x2 = 100
x = 010
2 +x = 110, etc.

The fact that 3 bits have the same state because they are connected together is
represented by the mod.2 equation:

C+x+1=0
Let x = a, which is a primitive element. Now:
@A+a+1=0 4.1
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In modulo-2:
a+a=at+a®> =0
a=x =010
a=x2 =100
2 =a+1 = 011 from (4.1)
a*=axad =a@a+1)=a*+a=110
@ =d+a+l =111
a®=axXa =al@+a+)

Ad+at+a=a+1+d*+a

aZ+1 =101
a@+ 1) =d*+a
a+l+a=1=001

In this way it can be seen that the complete set of elements of the Galois field can
be expressed by successive powers of the primitive element. Note that the
twisted-ring circuit of Figure 4.50 simply raises a to higher and higher powers as
it is clocked; thus the seemingly complex multibit changes caused by a single
clock of the register become simple to calculate using the correct primitive and
the appropriate power.

The numbers produced by the twisted-ring counter are not random; they are
completely predictable if the equation is known. However, the sequences
produced are sufficiently similar to random numbers that in many cases they will
be useful. They are thus referred to as pseudo-random sequences. The feedback
connection is chosen such that the expression it implements will not factorize.
Otherwise a maximum length sequence could not be generated because the
circuit might sequence around one or other of the factors depending on the initial
condition. A useful analogy is to compare the operation of a pair of meshed gears.
If the gears have a number of teeth which is relatively prime, many revolutions
are necessary to make the same pair of teeth touch again. If the number of teeth
have a common multiple, far fewer turns are needed.

W nn

4.30 R-S calculations

Whilst the expressions above show that the values of P and Q are such that the
two syndrome expressions sum to zero, it is not yet clear how P and Q are
calculated from the data. Expressions for P and Q can be found by solving the
two R-S equations simultaneously. This has been done in Appendix 4.1. The
following expressions must be used to calculate P and Q from the data in order
to satisfy the codeword equations. These are:

P=aA@PaBPa’CDa’DPE

Q=adAPaB @ aCPaDPaE
In both the calculation of the redundancy shown here and the calculation of the
corrector and the locator it is necessary to perform numerous multiplications and
raising to powers. This appears to present a formidable calculation problem at
both the encoder and the decoder. This would be the case if the calculations

involved were conventionally executed. However, the calculations can be
simplified by using logarithms. Instead of multiplying two numbers, their
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logarithms are added. In order to find the cube of a number, its logarithm is added
three times. Division is performed by subtracting the logarithms. Thus all of the
manipulations necessary can be achieved with addition or subtraction, which is
straightforward in logic circuits.

The success of this approach depends upon the simple implementation of log
tables. As was seen Section 4.29, raising a constant, @, known as the primitive
element, to successively higher powers in modulo-2 gives rise to a Galois field.
Each element of the field represents a different power n of a. It is a fundamental
of the R-S codes that all of the symbols used for data, redundancy and
syndromes are considered to be elements of a Galois field. The number of bits in
the symbol determines the size of the Galois field, and hence the number of
symbols in the codeword.

Figure 4.51 shows a Galois field in which the binary values of the elements are
shown alongside the power of a they represent. In the R—S codes, symbols are
no longer considered simply as binary numbers, but also as equivalent powers of
a. In R-S coding and decoding, each symbol will be multiplied by some power
of a. Thus if the symbol is also known as a power of a it is only necessary to add
the two powers. For example, if it is necessary to multiply the data symbol 100
by a°, the calculation proceeds as follows, referring to Figure 4.51.

100 = a®s0 100 X @® = a®?® = ¢° = 111
Note that the results of a Galois multiplication are quite different from binary
multiplication. Because all products must be elements of the field, sums of

powers which exceed seven wrap around by having seven subtracted. For
example:

a Xa®=a'=a*=110

Q D Q D Q D

1

r= 0 1 0 =3
} 1 0 0 =32
[ 0 1 1 =33
! 1 1 0 =af
| 1 1 1 = 3%
| 1 0 1 =ab
L—- 0 0 1 =3’

Figure 4.51 The bit patterns of a Galois field expressed as powers of the primitive element a.
This diagram can be used as a form of log table in order to multiply binary numbers. Instead of
an actual multiplication, the appropriate powers of a are simply added.
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Figure 4.52 Some examples of GF multiplier circuits.

Figure 4.52 shows some examples of circuits which will perform this kind of
multiplication. Note that they require a minimum amount of logic.

Figure 4.53 shows an example of the Reed—-Solomon encoding process. The
Galois field shown in Figure 4.51 has been used, having the primitive element a
= 010. At the beginning of the calculation of P, the symbol A is multiplied by a®.
This is done by converting A to a power of a. According to Figure 4.51, 101 =
a® and so the product will be a®*® = a'? = @*> = 111. In the same way, B is
multiplied by @, and so on, and the products are added modulo-2. A similar
process is used to calculate Q.

A 101 a®Aa=11 22A =010
B 100 a B=011 @B =1m
daa 1€ 010 a2C =011 45C = 001
D 100 a®D = 001 2D = 101
E 11 a’E =010 a E =101
Check P 100 =———— 100 ﬁ
symbols | g 100
A 101 a’ A =101
B 100 a®B =010
c 010 a®C =101
Codeword 4D 100 a*bD =101
E 11 a*E =010
P 100 aP =110
Q 100 a Q=01
Sg = 000 S, =000 Both syndromes zero

Figure 4.53 Five data symbols A-E are used as terms in the generator polynomials derived in
Appendix 4.1 to calculate two redundant symbols P and Q. An example is shown at the top.
Below is the result of using the codeword symbols A—Q as terms in the checking polynomials. As
there is no error, both syndromes are zero.
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Figure 4.54 shows a circuit which can calculate P or Q. The symbols A — E are
presented in succession, and the circuit is clocked for each one. On the first
clock, a®A is stored in the left-hand latch. If B is now provided at the input, the
second GF multiplier produces aB and this is added to the output of the first latch
and when clocked will be stored in the second latch which now contains a®A @
aB. The process continues in this fashion until the complete expression for P is
available in the right-hand latch. The intermediate contents of the right-hand
latch are ignored.

The entire codeword now exists, and can be recorded or transmitted. Figure
4.53 also demonstrates that the codeword satisfies the checking equations. The
modulo-2 sum of the seven symbols, Sy, is 000 because each column has an even
number of ones. The calculation of S; requires multiplication by descending
powers of a. The modulo-2 sum of the products is again zero. These calculations
confirm that the redundancy calculation was properly carried out.

Figure 4.55 gives three examples of error correction based on this codeword.
The erroneous symbol is marked with a dash. As there has been an error, the
syndromes Sy and S, will not be zero.

Figure 4.56 shows circuits suitable for the parallel calculation of the two
syndromes at the receiver. The Sy circuit is a simple parity checker which
accumulates the modulo-2 sum of all symbols fed to it. The S; circuit is more
subtle, because it contains a Galois field (GF) multiplier in a feedback loop, such
that early symbols fed in are raised to higher powers than later symbols because
they have been recirculated through the GF multiplier more often. It is possible
to compare the operation of these circuits with the example of Figure 4.55 and
with subsequent examples to confirm that the same results are obtained.

7oA M a’A =101 S, _a .
6 B 100 a®B =010 S 1 ¢
5 C 010 a>C =101
4 D 101 D =01 -,y
3 E M a’E =010
2 P 100 a’P =110 .
D =
1.Q 100 a Q=011 +SB=:8(],+001
So = 001 Sy =110
7 A 101 a’ A =101 Se 1 _ 1 & _ ¢
6 B 100 %8 = 010 S 2 2 » 0
5 ¢ 110 a°C =100 e e
4 D 100 a*D =101 k=5
3 E 1m a*E =010
2 P 100 a’P =110 C'+S, =
=110 +
1 Q100 5 Q=011 PR
So = 100 S, =001
7 A 1M a’A=111 S, _a
6 B 100 6682010 S_o ';=OO1=37
5 C 010 a®C =101
4 D 100 a*D =101 k=7
3 E 1M a*E =010
2 P 100 a?P =110 A'+So=111+010
1 Q 100 aQ=01 A =101
So = 010 S, =010

Figure 4.55 Three examples of error location and correction. The number of bits in error in a
symbol is irrelevant; if all three were wrong, S, would be 111, but correction is still possible.
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Figure 4.56 Circuits for parallel calculation of syndromes Sg, S;. Sy is a simple parity check. S;
has a GF multiplication by a in the feedback, so that A is multiplied by a’, B is multiplied by a®,

etc., and all are summed to give S, .
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4.31 Correction by erasure

In the examples of Figure 4.55, two redundant symbols P and Q have been used
to locate and correct one error symbol. If the positions of errors are known by
some separate mechanism (see product codes, Section 4.33) the locator need not
be calculated. The simultaneous equations may instead be solved for two

A 101 a’A= 101
B 100 a%B = 010
(C®Ec) 001 a® ([C®Ee) 117
(DmEp) 010 a* (DeEp) 111
E 11 a’E = 010
P 100 a?p = 110
Q 100 a Q= 011
S1 = 101 S1 = 000
So =Ec®Ep S, =a%Ec ®a%Ep
S, =35EC e984 (SQ@Ec)

=85EC ‘98450 Q’E‘Ec
. S; ©a%S 0009011
LB =2 0 = =011

¢ a% % g% 001

c =(C®Ec)*#Ec=0012011=010
S, =a%(So®Ep)+a*Ep

=2a%Sy 9a°Ep 2 a'Ep
) S, #a°s 0002110
L Ep = 2 0 = =110

e a® @3t 001

D =(DoEp)+Ex=010%110=10

(a)

A 101 a’A = 101

B 106 4%B = 010 So = COD

c sc =

: gg—g Z‘,g - % S, = a°C @ a®D
E 11 &% = 010

P 100 &P = 110

Q 100 aQ = on

S =100 S, = 000

S, = 85, ®a°D @ a'D = a°S, ® D
D =S, @a%, = 000® 100 = 100
S, = PFCHICTHDa*S, = COa*S,
.C =S, ®a’, = 000010 = 010

{b)

Figure 4.57 If the location of errors is known, then the syndromes are a known function of the
two errors as shown in (a). It is, however, much simpler to set the incorrect symbols to zero, i.e.
to erase them as in (b). Then the syndromes are a function of the wanted symbols and correction
is easier.
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correctors. In this case the number of symbols which can be corrected is equal to
the number of redundant symbols. In Figure 4.57(a) two errors have taken place,
and it is known that they are in symbols C and D. Since S, is a simple parity
check, it will reflect the modulo-2 sum of the two errors. Hence:

So = Ec ® Ep
The two errors will have been multiplied by different powers in S;, such that:
Sl = asEc@a4ED

These two equations can be solved, as shown in the figure, to find E- and Ep,, and
the correct value of the symbols will be obtained by adding these correctors to the
erroneous values. It is, however, easier to set the values of the symbols in error
to zero. In this way the nature of the error is rendered irrelevant and it does not
enter the calculation. This setting of symbols to zero gives rise to the term
erasure. In this case:

SQ = C@D
Sl aSC@a4D

Erasing the symbols in error makes the errors equal to the correct symbol values
and these are found more simply as shown in Figure 4.57(b).

Practical systems will be designed to correct more symbols in error than in the
simple examples given here. If it is proposed to correct by erasure an arbitrary
number of symbols in error given by ¢, the codeword must be divisible by ¢
different polynomials. Alternatively if the errors must be located and corrected,
2t polynomials will be needed. These will be of the form (x + a") where n takes
all values up to ¢ or 2¢. a is the primitive element discussed earlier.

‘Where four symbols are to be corrected by erasure, or two symbols are to be
located and corrected, four redundant symbols are necessary, and the codeword
polynomial must then be divisible by:

& + a%x + aYx + A + d¥)

Upon receipt of the message, four syndromes must be calculated, and the four
correctors or the two error patterns and their positions are determined by solving
four simultaneous equations. This generally requires an iterative procedure, and
a number of algorithms have been developed for the purpose.!®~!® Modem
digital audio formats such as CD and RDAT use 8 bit R—S codes and erasure
extensively. The primitive polynomial commonly used with GF(256) is:

Bt +2+1

The codeword will be 255 bytes long but will often be shortened by puncturing.
The larger Galois fields require less redundancy, but the computational problem
increases. LSI chips have been developed specifically for R—S decoding in many
high=volume formats.!®?° As an alternative to dedicated circuitry, it is also
possible to perform R-S calculations in software using general-purpose
processors.?! This may be more economical in small-volume products.

4.32 Interleaving

The concept of bit interleaving was introduced in connection with a single-bit
correcting code to allow it to correct small bursts. With burst-correcting codes
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PAN W Codeword A
i
% // '/ 2 % Codeword B
Codewaord C
Interleave
on 300 =7 / A AlLE

Al B1 C1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5

Burst
error

Figure 4.58 The interleave controls the size of burst errors in individual codewords.

such as Reed—Solomon, bit interleave is unnecessary. In most channels,
particularly high-density recording channels used for digital audio, the burst size
may be many bytes rather than bits, and to rely on a code alone to correct such
errors would require a lot of redundancy. The solution in this case is to employ
symbol interleaving, as shown in Figure 4.58. Several codewords are encoded
from input data, but these are not recorded in the order they were input, but are
physically reordered in the channel, so that a real burst error is split into smaller
bursts in several codewords. The size of the burst seen by each codeword is now
determined primarily by the parameters of the interleave, and Figure 4.59 shows
that the probability of occurrence of bursts with respect to the burst length in a

® %
3 =
2 L
a a
~ \
Interleave symbol size
Burst size Burst size
{a) {b)

Figure 4.59 (a) The distribution of burst sizes might look like this. (b) Following interleave, the
burst size within a codeword is controlled to that of the interleave symbol size, except for gross
errors which have low probability.
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Figure 4.60 In block interleaving, data are scrambled within blocks which are themselves in the
correct order.

/

given codeword is modified. The number of bits in the interleave word can be
made equal to the burst-correcting ability of the code in the knowledge that it will
be exceeded only very infrequently.

There are a number of different ways in which interleaving can be performed.
Figure 4.60 shows that in block interleaving, words are reordered within blocks
which are themselves in the correct order. This approach is attractive for rotary-
head recorders, such as RDAT, because the scanning process naturally divides
the tape up into blocks. The block interleave is achieved by writing samples into
a memory in sequential address locations from a counter, and reading the
memory with non-sequential addresses from a sequencer. The effect is to convert
a one-dimensional sequence of samples into a two-dimensional structure having
rows and columns.

Rotary-head recorders naturally interleave spatially on the tape. Figure 4.61
shows that a single, large tape defect becomes a series of small defects owing to
the geometry of helical scanning.

One
head sweep

! I I T T N T o Th 1 1 )

Figure 4.61 Helical-scan recorders produce a form of mechanical interleaving, because one large
defect on the medium becomes distributed over several head sweeps.

The alternative to block interleaving is convolutional interleaving where the
interleave process is endless. In Figure 4.62 symbols are assembled into short
blecks and then delayed by an amount proportional to the position in the block.
It will be seen from the figure that the delays have the effect of shearing the
symbols so that columns on the left side of the diagram become diagonals on the
right. When the columns on the right are read, the convolutional interleave will
be obtained. Convolutional interleave works well with stationary-head recorders
where there is no natural track break and with CD where the track is a continuous
spiral. Convolutional interleave has the advantage of requiring less memory to
implement than a block code. This is because a block code requires the entire
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Figure 4.63 A block-completed convolutional interleave can be considered to be the result of
shearing a cylinder.
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Figure 4.64 A block-completed convolutional interleave results in horizontal and diagonal
codewords as shown here.
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block to be written into the memory before it can be read, whereas a
convolutional code requires only enough memory to cause the required delays.
Now that RAM is relatively inexpensive, convolutional interleave is less
popular.

It is possible to make a convolutional code of finite size by making a loop.
Figure 4.63(a) shows that symbols are written in columns on the outside of a
cylinder. The cylinder is then sheared or twisted, and the columns are read. The
result is a block-completed convolutional interleave shown in Figure 4.64(b).
This technique is used in the audio blocks of the Video 8 format and in JVC PCM
adaptors.

4.33 Product codes

In the presence of burst errors alone, the system of interleaving works very well,
but it is known that in most practical channels there are also uncorrelated errors
of a few bits due to noise. Figure 4.65 shows an interleaving system where a
dropout-induced burst error has occurred which is at the maximum correctable
size. All three codewords involved are working at their limit of one symbol. A
random error due to noise in the vicinity of a burst error will cause the correction
power of the code to be exceeded. Thus a random error of a single bit causes a
further entire symbol to fail. This is a weakness of an interleave solely designed
to handle dropout-induced bursts. Practical high-density equipment must address
the problem of noise-induced or random errors and burst errors occurring at the
same time. This is done by forming codewords both before and after the
interleave process. In block interleaving, this results in a product code, whereas
in the case of convolutional interleave the result is called cross-interleaving.?

Figure 4.66 shows that in a product code the redundancy calculated first and
checked last is called the outer code, and the redundancy calculated second and
checked first is called the inner code. The inner code is formed along tracks on
the medium. Random errors due to noise are corrected by the inner code and do
not impair the burst-correcting power of the outer code. Burst errors are declared

1 7N] 1 Codeword A
Double ___| Z
e:gr € // / /////// / Codeword B
>< Codeword C
Interleave
Position 1 1 —
ontape ‘N1l s /] A -

A1l Bl Ci A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5

)

Burst Random
error error

Figure 4.65 The interleave system falls down when a random error occurs adjacent to a burst.
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uncorrectable by the inner code which flags the bad samples on the way into the
de-interleave memory. The outer code reads the error flags in order to correct the
flagged symbols by erasure. The error flags are also known as erasure flags. As
it does not have to compute the error locations, the outer code needs half as much
redundancy for the same correction power. Thus the inner code redundancy does
not raise the code overhead. The combination of codewords with interleaving in
several dimensions yields an error-protection strategy which is truly synergistic,
in that the end result is more powerful than the sum of the parts. Needless to say,
the technique is used extensively in modern formats such RDAT and DCC. The
error-correction strategy of RDAT is treated in the next section as a
representative example of a modern product code.

An alternative to the product block code is the convolutional cross-interleave,
shown in Figure 4.66. In this system, the data are formed into an endless array
and the code words are produced on columns and diagonals. The Compact Disc
and DASH formats use such a system. The original advantage of the cross-
interleave is that it needed less memory than a product code. This advantage is
no longer so significant now that memory prices have fallen so much. It has the
disadvantage that editing is more complicated.

4.34 Introduction to error correction in RDAT

The interleave and error-correction systems of RDAT will now be discussed.
Figure 4.67 is a conceptual block diagram of the system which shows that RDAT
uses a product code formed by producing Reed—Solomon codewords at right
angles across an array. The array is formed in a memory, and the layout used in
the case of 48 kHz sampling can be seen in Figure 4.68.

There are two recorded tracks for each drum revolution and incoming samples
for that period of time are routed to a pair of memory areas of 4 kbytes capacity,
one for each track. These memories are structured as 128 columns of 32 bytes
each. The error correction works with 8 bit symbols, and so each sample is
divided into high byte and low byte and occupies two locations in memory.
Figure 4.68 shows only one of the two memories. Incoming samples are written
across the memory in rows, with the exception of an area in the centre, 24 bytes
wide. Each row of data in the RAM is used as the input to the Reed—Solomon
encoder for the outer code. The encoder starts at the left-hand column, and then
takes a byte from every fourth column, finishing at column 124 with a total of 26
bytes. Six bytes of redundancy are calculated to make a 32 byte outer codeword.
The redundant bytes are placed at the top of columns 52, 56, 60, etc. The encoder
then makes a second pass through the memory, starting in the second column and
taking a byte from every fourth column, finishing at column 125. A further 6
bytes of redundancy are calculated and put into the top of columns 53, 57, 61,
and so on. This process is performed four times for each row in the memory,
except Tor the last eight rows where only two passes are necessary because odd-
numbered columns have sample bytes only down to row 23. The total number of
outer codewords produced is 112,

In order to encode the inner codewords to be recorded, the memory is read in
columns. Figure 4.69 shows that, starting at top left, bytes from the 16 even-
numbered rows of the first column, and from the first 12 even-numbered rows of
the second column, are assembled and fed to the inner encoder. This produces 4
bytes of redundancy which are written into the memory in the areas marked P1.
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Figure 4.69 The columns of memory are read out to form inner codewords. First, even bytes
from the first two columns make one codeword and then odd bytes from the first two columns.
As there are 128 columns, there will be 128 sync blocks in one audio segment.

Four bytes of P1, when added to the 28 bytes of data make an inner codeword
32 bytes long. The second inner code is encoded by making a second pass
through the first two columns of the memory to read the samples on odd-
numbered rows. Four bytes of redundancy are placed in memory in locations
marked P2. Each column of memory is then read completely and becomes one
sync block on tape. Two sync blocks contain two interleaved inner codes such
that the inner redundancy for both is at the end of the second sync block. The
effect is that adjacent symbols in a sync block are not in the same codeword. The
process then repeats down the next two columns in the memory and so on until
128 blocks have been written to the tape.

Upon replay, the sync blocks will suffer from a combination of random errors
and burst errors. The effect of interleaving is that the burst errors will be
converted to many single-symbol errors in different outer codewords.

As there are 4 bytes of redundancy in each inner codeword, a theoretical
maximum of 2 bytes can be corrected. The probability of miscorrection in the
inmer codeis mimute for a single-byte error, because all four syndromes will
agree on the nature of the error, but the probability of miscorrection on a double-
byte error is much higher. The inner code logic is exposed to random noise
during dropout and mistracking conditions, and the probability of noise
producing what appears to be only a two-symbol error is too great. If more than
1 byte is in error in an inner code it is more reliable to declare all bytes bad by
attaching flags to them as they enter the de-interleave memory. The interleave of
the inner codes over two sync blocks is necessary because of the use of a group
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code. In the 8/10 code described in Chapter 4, a single mispositioned transition
will change one 10 bit group into another, potentially corrupting up to eight data
bits. A small disturbance at the boundary between two groups could corrupt up
to 16 bits. By interleaving the inner codes at symbol level, the worst case of a
disturbance at the boundary of two groups is to produce a single-symbol error in
two different inner codes. Without the inner code interleave, the entire contents
of an inner code could be caused to be flagged bad by a single small defect. The
inner code interleave halves the error propagation of the group code, which
increases the chances of random errors being corrected by the inner codes instead
of impairing the burst-error correction of the outer codes.

After de-interleave, any uncorrectable inner codewords will show up as single-
byte errors in many different outer codewords accompanied by error flags. To
guard against miscorrections in the inner code, the outer code will calculate
syndromes even if no error flags are received from the inner code. If 2 bytes or
less in error are detected, the outer code will correct them even though they were
due to inner code miscorrections. This can be done with high reliability because
the outer code has a 3 byte detecting and correcting power which is never used
to the full. If more than 2 bytes are in error in the outer codeword, the correction
process uses the error flags from the inner code to correct up to 6 bytes in
€ITOr.

The reasons behind the complex interleaving process now become clearer.
Because of the four-way interleave of the outer code, four entire sync blocks can
be destroyed, but only 1 byte will be corrupted in a given outer codeword. As an
outer codeword can correct up to 6 bytes in error by erasure, it follows that a
burst error of up to 24 sync blocks could be corrected. This corresponds to a
length of track of just over 2.5 mm, and is more than enough to cover the tenting
effect due to a particle of debris lifting the tape away from the head. In practice
the interleave process is a little more complicated than this description would
suggest, owing to the requirement to produce recognizable sound in shuttle. This
process will be detailed in Chapter 8.

4.35 Editing interleaved recordings

The interleave, de-interleave, time compression and timebase correction
processes cause delay and this is evident in the time taken before audio emerges
after starting a digital machine. Confidence replay takes place later than the
distance between record and replay heads would indicate. In DASH-format
recorders, confidence replay is about one-tenth of a second behind the input.
Processes such as editing and synchronous recording require new techniques to
overcome the effect of the delays.

In analog recording, there is a direct relationship between the distance down
the track and the time through the recording and it is possible to mark and cut the
tape at a particular time. A further consequence of interleaving in digital
recorders is that the reordering of samples means that this relationship is Jost.

Editing must be undertaken with care. In a block-based interleave, edits can
be made at block boundaries so that coded blocks are not damaged, but these
blocks are usually too large for accurate audio editing. In a convolutional
interleave, there are no blocks and an edit or splice will damage diagonal
codewords over a constraint length near the edit as shown in Figure 4.70.
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Figure 4.70 Although interleave is a powerful weapon against burst errors, it causes greater data
loss when tape is spliced because many codewords are replayed in two unrelated halves.

The only way in which audio can be edited satisfactorily in the presence of
interleave is to use a read—modify—write approach, where an entire frame is read
into memory and de-interleaved to the real-time sample sequence. Any desired
part of the frame can be replaced with new material before it is re-interleaved and
re-recorded. In recorders which can only record or play at one time, an edit of this
kind would take a long time because of all of the tape repositioning needed. With
extra heads read-modify—write editing can be performed dynamically. The
sequence is shown in Figure 4.71 for a rotary-head machine but is equally
applicable to stationary-head transports. The replay head plays back the existing
recording, and this is de-interleaved to the normal sample sequence, a process
which introduces a delay. The sample stream now passes through a crossfader
which at this stage will be set to accept only the offtape signal. The output of the
crossfader is then fed to the record interleave stage which introduces further
delay. This signal passes to the record heads which must be positioned so that the
original recording on the tape reaches them at the same time that the re-encoded
signal arrives, despite the encode and decode delays. In a rotary-head recorder
this can be done by positioning the record heads at a different height to the replay
heads so that they reach the same tracks on different revolutions. With this
arrangement it is possible to enable the record heads at the beginning of a frame,
and they will then re-record what is already on the tape. Next the crossfader can
be operated to fade across to new material, at any desired crossfade speed.
Following the interleave stage, the new recording will update only the new
samples in the frame and re-record those which do not need changing. After a
short time, the recording will only be a function of the new input. If the edit is
an insert, it is possible to end the process by crossfading back to the replay signal
and allowing the replay data to be re-recorded. Once this re-recording has taken
place for a short time, the record process can be terminated at the end of a frame.
There is no limit to the crossfade periods which can be employed in this
operating teehnique; in fact the crossfade can be manually operated so that it can
be halted at a suitable point to allow, for example, a commentary to be
superimposed upon a recording.

One important point to appreciate about read—modify—write editing is that the
physical frames at which the insert begins and ends are independent of the in- and
out-points of the audio edit, simply because the former are in areas where re-
recording of the existing data takes place. Electronic editing and tape-cut editing
of digital recordings is discussed in Chapter 8.
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Figure 4.71 In the most sophisticated version of audio editing, there are advanced replay heads
on the scanner, which allow editing to be performed on de-interleaved data. An insert sequence is
shown. In (a) the replay-head signal is decoded and fed to the encoder which, after some time,
will produce an output representing what is already on the tape. In (b), at a sector boundary, the
write circuits are turned on, and the machine begins to re-record. In (c) the crossfade is made to
the insert material. In (d) the insert ends with a crossfade back to the signal from the advanced
replay heads. After this, the write heads will once again be recording what is already on the tape,
and the write circuits can be disabled at a sector boundary. An assemble edit consists of the first
three of these steps only.
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Appendix 4.1 Calculation of Reed—Solomon generator polynomials

For a Reed-Solomon codeword over GF(2?), there will be seven 3 bit symbols.
For the location and correction of one symbol, there must be two redundant
symbols P and Q, leaving A-E for data.

The following expressions must be true, where a is the pimitive element of x3
® x @ 1 and @ is XOR throughout:

APBAPCODDE®P®Q=0 0
AdAPBPACODa'DPDAE@P PP aQ =0 @
Dividing Eqn (2) by a:

SPAPDCBPaACOADPFPE@aPD Q=0
=ADPBDCODDEDPADQ

Cancelling Q, and collecting terms:

@ONADE@ODNBRE@ANCAE@EDID® (@D DE=ad
DP

Using Figure 4.51 to calculate (@® @ 1), e.g. a®* @ 1 = 101 @ 001 = 100 =
a*

A @ a*B @D a’C @ aD @ a°E = a°P
AAPaBPaCPDaDPDSE=P

Multiply Eqn (1) by a? and equating to (2):

A Da®B@DaCDa’D @ a’E@ a’P @®a’Q=0
=dA@a’B @ aC@ a’D @ a°E @ a’P @ aQ

Cancelling terms a’P and collecting terms (remember a? @ a? = 0):

@ @aHAD @ DB @ (@@ a)CD (@ DD D (@ @ AE
=@ @ aQ

Adding powers according to Figure 4.51, e.g. a’ @ 4 = 001 @ 100 = 101 =
as:

A DBDaCADaD @ &°E = a*Q
PADCBDaCDaD PaE=Q

References

1. DEELEY, EM., Integrating and differentiating channels in digital tape recording. Radio Electron.
Eng., 56, 169-173 (1986)

2. MEE, c.D.,, The Physics of Magnetic Recording. Amsterdam and New York: Elsevier—North
Holland Publishing (1978)

3. 1acoBy, G.v, Signal equalization in digital magnetic recording. IEEE Trans. Magn., MAG-11,
302-305 (1975)

4. SCHNEIDER, R.C., An improved pulse-slimming method for magnetic recording. [EEE Trans.
Magn., MAG-11, 1240-1241 (1975)

5. TANG, D.T,, Run-length-limited codes. IEEE Int. Symp. on Information Theory (1969)

6. conn, M. and 1AcOBY, G., Run-length reduction of 3PM code via lookahead technique. /EEE
Trans. Magn., 18, 1253-1255 (1982)

7. HORIGUCHI, T. and MORITA, K., On optimization of modulation codes in digital recording. JEEE
Trans. Magn., 12, 740-742 (1976)



220 Digital coding principles

8.

9.

10.

12.

13.

14.
15.

16.

17.

18.

19.

20.

21.

22.

FRANASZEK, PA., Sequence state methods for run-length limited coding. IBM J. Res. Dev., 14,
376-383 (1970)

AES RECOMMENDED PRACTICE FOR DIGITAL AUDIO ENGINEERING —~ SERIAL MULTICHANNEL AUDIO
DicrtaL INTERFACE (MADI). J. Audio Eng. Soc., 39, No.5, 371-377 (1991)

0GAWA, H. and SCHOUHAMER IMMINK, k.A., EFM—the modulation method for the Compact Disc
digital audio system. In Digital Audio, ed. B. Blesser, B. Locanthi and T.G. Stockham Jr, pp.
117-124. New York: Audio Engineering Society (1982)

. SCHOUHAMER IMMINK, K.A. and GRoss, U., Optimization of low frequency properties of eight-to-

fourteen modulation. Radio Electron. Eng., 53, 63—66 (1983)

FUKUDA, S., KOJIMA, Y., SHIMPUKU, Y. and ODAKA, K., 8/10 modulation codes for digital magnetic
recording. IEEE Trans. Magn., MAG-22, 1194-1196 (1986)

GRIFFITHS, FA., A digital audio recording system. Presented at the 65th Audio Engineering
Society Convention (London, 1980), preprint 1580(C1)

SHANNON, C.E., A mathematical theory of communication. Bell Syst. Tech. J., 27, 379 (1948)
REED, 1.5. and SOLOMON, G., Polynomial codes over certain finite fields. J. Soc. Ind. Appl. Math.,
8, 300-304 (1960)

BERLEKAMP, E.R., Algebraic Coding Theory. New York: McGraw-Hill (1967). Reprint edition:
Laguna Hills, CA: Aegean Park Press (1983)

SUGIYAMa, Y. et al., An erasures and errors decoding algorithm for Goppa codes. IEEE Trans. Inf.
Theory, IT-22, (1976)

PETERSON, W.w. and WELDON, E.J., Error Correcting Codes, 2nd.edn. Cambridge, MA: MIT Press
(1972)

ONISHI, K., SUGIYAMA, K., ISHIDA, Y., KUSONOKI, Y. and YAMAGUCHI, T., An LSI for Reed—Solomon
encoder/decoder. Presented at the 80th Audio Engineering Society Convention (Montreux,
1986), preprint 2316(A-4)

aNon. Digital Audio Tape Deck Operation Manual, Sony Corporation (1987)

VAN KOMMER, R., Reed—Solomon coding and decoding by digital signal processors. Presented at
the 84th Audio Engineering Society Convention (Paris, 1988), preprint 2587(D-7)

DOI, T.T., ODAKA, K., FUKUDA, G. and FURUKAWA, s. Crossinterleave code for error correction of
digital audio systems. J. Audio Eng. Soc., 27, 1028 (1979)



Chapter 5

Digital audio interfaces

The importance of direct digital interconnection between audio devices was
realized early, and numerous incompatible methods were developed by various
manufacturers until standardization was reached in the shape of the AES/EBU
digital audio interface for professional equipment and the SPDIF interface for
consumer equipment. The chapter examines the methods for multitrack digital
interconnects, and the problems of synchronization in large digital systems.

5.1 Introduction to the AES/EBU interface

The AES/EBU digital audio interface, originally published in 1985,! was
proposed to embrace all the functions of existing formats in one standard. The
goal was to ensure interconnection of professional digital audio equipment
irrespective of origin. The EBU ratified the AES proposal with the proviso that
the optional transformer coupling was made mandatory and led to the term AES/
EBU interface. The contribution of the BBC to the development of the interface
must be mentioned here. Alongside the professional format, Sony and Philips
developed a similar format now known as SPDIF (Sony Philips Digital Interface)
intended for consumer use. This offers different facilities to suit the application,
yet retains sufficient compatibility with the professional interface so that, for
many purposes, consumer and professional machines can be connected
together.>?

The AES concerns itself with professional audio and accordingly has had little
to do with the consumer interface. Thus the recommendations to standards bodies
such as the IEC (International Electrotechnical Commission) regarding the
professional interface came primarily through the AES whereas the consumer
interface input was primarily from industry, although based on AES professional
propusats. The TBC and various national standards bodies naturally tended to
combine the two into one standard such as IEC 958* which refers to the
professional interface and the consumer interface.

Understandably with so many standards relating to the same subject
differences in interpretation arise leading to confusion in what should or should
not be implemented, and indeed what the interface should be called. This chapter
will refer generically to the professional interface as the AES/EBU interface and
the consumer interface as SPDIF.
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5.2 The electrical interface

It was desired to use the existing analog audio cabling in such installations,
which would be 600ohm balanced line screened, with one cable per audio
channel, or in some cases one twisted pair per channel with a common screen. At
audio frequency the impedance of cable is high and the 600 ohm figure is that of
the source and termination. If a single serial channel is to be used, the
interconnect has to be self-clocking and self-synchronizing, i.e. the single signal
must carry enough information to allow the boundaries between individual bits,
words and blocks to be detected reliably. To fulfil these requirements, the AES/
EBU and SPDIF interfaces use FM channel code (see Chapter 4) which is DC
free, strongly self-clocking and capable of working with a changing sampling
rate. Synchronization of deserialization is achieved by violating the usual
encoding rules.

The use of FM means that the channel frequency is the same as the bit rate
when sending data ones. Tests showed that in typical analog audio-cabling
installations, sufficient bandwidth was available to convey two digital audio
channels in one twisted pair. The standard driver and receiver chips for RS-
422A° data communication (or the equivalent CCITT-V.11) are employed for
professional use, but work by the BBC® suggested that equalization and
transformer coupling are desirable for longer cable runs, particularly if several
twisted pairs occupy a common shleld Successful transmission up to 350 m has
been achieved with these techniques.” Figure 5.1 shows the standard configura-
tion. The output impedance of the drivers will be about 110 ohms, and the

Driver | Cable l Receiver |

E}jw 1 '

Figure 5.1 Recommended electrical circuit for use with the standard two-channel interface.

impedance of the cable used should be similar at the frequencies of interest. The
driver was-specified im AES3-19835 to produce between 3 and 10 V p—p into such
an impedance but this was changed to between 2 and 7V in AES3-1992 to reflect
better the characteristics of actual RS-422 driver chips.

The original receiver impedance was set at a high 250 ohms, with the intention
that up to four receivers could be driven from one source. This has been found
to be inadvisable because of reflections caused by impedance mismatches and
AES3-1992 is now a point-to-point interface with source, cable and load
impedance all set at 110 ohms.
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Figure 5.2 The minimum eye pattern acceptable for correct decoding of standard two-channel
data.

In Figure 5.2, the specification of the receiver is shown in terms of the
minimum eye pattern (see Chapter 4) which can be detected without error. It will
be noted that the voltage of 200mV specifies the height of the eye opening at a
width of half a channel bit period. The actual signal amplitude will need to be
larger than this, and even larger if the signal contains noise. Figure 5.3 shows the
recommended equalization characteristic which can be applied to signals
received over long lines.

The purpose of the standard is to allow the use of existing analog cabling, and
as an adequate connector in the shape of the XLR is already in wide service, the
connector made to IEC 268 Part 12 has been adopted for digital audio use.
Effectively, existing analog audio cables having XLLR connectors can be used
without alteration for digital connections. The AES/EBU standard does, however,
require that suitable labelling should be used so that it is clear that the
connections on a particular unit are digital. Whilst the XLR connector was never
designed to have constant impedance in the megahertz range, it is capable of
towing an outside broadcast vehicle without unlatching.
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Figure 5.3 EQ characteristic recommended by the AES to improve reception in the case of long
lines.
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Figure 5.4 The consumer electrical interface.
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The need to drive long cables does not generally arise in the domestic
environment, and so a low-impedance balanced signal is not necessary. The
electrical interface of the consumer format uses a 0.5 V peak single-ended signal,
which can be conveyed down conventional audio-grade coaxial cable connected
with RCA ‘phono* plugs. Figure 5.4 shows the resulting consumer interface as
specified by TEC 958. It is common knowledge from practice and from the
original proposals and standards that professional audio devices use balanced
signals on XLR connectors and consumer devices use unbalanced signals on
RCA connectors. Unfortunately there is nothing in IEC 958 to require it. This is
a grave omission because it is possible to build equipment having the
professional signal structure yet outputting an unbalanced signal. Although this
conforms to IEC 958 the resultant device is no use to either type of user.
Consumers cannot use it because the professional channel-status information is
meaningless to consumer equipment, and professionals cannot use it because it
will not drive long cables and reject interference. It is to be hoped that this matter
will be rectified in the next revision.

There is a separate proposal® for a professional interface using coaxial cable
for distances of around 1000 m. This is simply the AES/EBU protocol but with
a 75 ohm coaxial cable carrying a 1 volt signal so that it can be handled by analog
video distribution amplifiers. Impedance converting transformers are already on
sale to allow balanced 110 ohm to unbalanced 75 ohm matching.

5.3 Frame structure

In Figure 5.5 the basic structure of the professional and consumer formats can be
seen. One-subframe consists of 32 bit cells, of which four will be used by a
synchronizing pattern. Subframes from the two audio channels, A and B,
alternate on a time division basis. Up to 24 bit sample wordlength can be used,
which should cater for all conceivable future developments, but normally 20 bit
maximum length samples will be available with four auxiliary data bits, which
can be used for a voice-grade channel in a professional application. In 2
consumer RDAT machine, subcode can be transmitted in bits 4—11, and the 16
bit audio in bits 12-27.
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0 34 78 27 28 k)|
T
L L M
Preamble | S 1S Audio sample word s lviulc|e
B '8 ]

Validity flag ——l |
User data

Channel status
Parity bit

Figure 5.5 The basic subframe structure of the AES/EBU format. Sample can be 20 bits with
four auxiliary bits, or 24 bits. LSB is transmitted first.

Preceding formats sent the most significant bit first. Since this was the order
in which bits were available in successive approximation converters it has
become a de facto standard for interchip transmission inside equipment. In
contrast, this format sends the least significant bit first. One advantage of this
approach is that simple serial arithmetic is then possible on the samples because
the carries produced by the operation on a given bit can be delayed by one bit
period and then included in the operation on the next higher-order bit.

The format specifies that audio data must be in two’s complement coding.
Whilst pure binary could accept various alignments of different wordlengths with
only a level change, this is not true of two’s complement. If different wordlengths
are used, the MSBs must always be in the same bit position, otherwise the
polarity will be misinterpreted. Thus the MSB has to be in bit 27 irrespective of
wordlength. Shorter words are leading zero filled up to the 20 bit capacity. The
channel-status data included from AES3-1992 signalling of the actual audio
wordlength used so that receiving devices could adjust the digital dithering level
needed to shorten a received word which is too long or pack samples onto a disk
more efficiently.

Four status bits accompany each subframe. The validity flag will be reset if the
associated sample is reliable. Whilst there have been many aspirations regarding
what the V bit could be used for, in practice a single bit cannot specify much, and
if combined with other V bits to make a word, the time resolution is lost. AES3-
1992 described the V bit as indicating that the information in the associated
subframe is ‘suitable for conversion to an analog signal’. Thus it might be reset
if the interface was being used for non-audio data as is done, for example, in
CD-I players.

The parity bit produces even parity over the subframe, such that the total
number of ones in the subframe is even. This allows for simple detection of an
odd number of bits in error, but its main purpose is that it makes successive sync
patterns have the same polarity, which can be used to improve the probability of
detection of sync. The user and channel-status bits are discussed later.

Two of the subframes described above make one frame, which repeats at the
sampling rate in use. The first subframe will contain the sample from channel A,
or from the left channel in stereo working. The second subframe will contain the
sample from channel B, or the right channel in stereo. At 48 kHz, the bit rate will
be 3.072MHz, but as the sampling rate can vary, the clock rate will vary in
proportion.
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Figure 5.6 Three different preambles (X, Y and Z) are used to synchronize a receiver at the starts
of subframes.

In order to separate the audio channels on receipt the synchronizing patterns
for the two subframes are different as Figure 5.6 shows. These sync patterns
begin with a run length of 1.5 bits which violates the FM channel coding rules
and so cannot occur due to any data combination. The type of sync pattern is
denoted by the position of the second transition which can be 0.5, 1.0 or 1.5 bits
away from the first. The third transition is designed to make the sync patterns DC
free.

The channel-status and user bits in each subframe form serial data streams
with 1 bit of each per audio channel per frame. The channel-status bits are given
a block structure and synchronized every 192 frames, which at 48 kHz gives a
block rate of 250Hz, corresponding to a period of 4 milliseconds. In order to
synchronize the channel-status blocks, the channel A sync pattern is replaced for
one frame only by a third sync pattern which is also shown in Figure 5.6. The
AES standard refers to these as X, Y and Z whereas IEC 958 calls them M, W
and B. As stated, there is a parity bit in each subframe, which means that the
binary level at the end of a subframe will always be the same as at the beginning.
Since the sync patterns have the same characteristic, the effect is that sync
patterns always have the same polarity and the receiver can use that information
to reject noise. The polarity of transmission is not specified, and indeed an
accidental inversion in a twisted pair is of no consequence, since it is only the
transition that is of importance, not the direction.

5.4 Talkback in auxiliary data

When 24 bit resolution is not required, which is most of the time, the four
auxiliary bits can be used to provide talkback.

This was proposed by broadcasters® to allow voice coordination between
studios as well as program exchange on the same cables. Twelve bit samples of
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Channel A, 12 bit coord. channel sample

o[ [ [T L[ TT 11T Jmee

| 1stnibble | 2nd nibble: | 3rd nibble |

SR 1

Ch. Ch. Ch. Ch. Ch. Ch.
X A R 2 |z oY 8 |x oY s |x
: 32 { Subframe | Subframe
! bit periods ° '

;-——- Frame 191——*‘;

Frame 0 ‘——— Frame1 —=

'Start of new channel
istatus block

Figure 5.7 The coordination signal is of a lower bit rate to the main audio and thus may be
inserted in the auxiliary nibble of the interface subframe, taking three subframes per coordination
sample.

the talkback signal are taken at one-third the main sampling rate. Each 12 bit
sample is then split into three nibbles (half a byte, for gastronomers) which can
be sent in the auxiliary data slot of three successive samples in the same audio
channel. As there are 192 nibbles per channel-status block period, there will be
exactly 64 talkback samples in that period. The reassembly of the nibbles can be
synchronized by the channel-status sync pattern as shown in Figure 5.7. Channel-
status byte 2 reflects the use of auxiliary data in this way.

5.5 Professional channel status

In the both the professional and consumer formats, the sequence of channel-
status bits over 192 subframes builds up a 24 byte channel-status block.
However, the contents of the channel-status data are completely different
between the two applications. The professional channel-status structure is shown
in Figure 5.8. Byte 0 determines the use of emphasis and the sampling rate, with
details in Figure 5.9. Byte 1 determines the channel usage mode, i.e. whether the
data transmitted are a stereo pair, two unrelated mono signals or a single mono
signal, and details the user bit handling. Figure 5.10 gives details. Byte 2
determines wordlength as in Figure 5.11. This was made more comprehensive in
AES3-1992. Byte 3 is applicable only to multichannel applications. Byte 4
indicates the suitability of the signal as a sampling-rate reference and will be
discussed in more detail later in this chapter.

There are two slots of 4 bytes each which are used for alphanumeric source
and destination codes. These can be used for routing. The bytes contain 7 bit
ASCII characters (printable characters only) sent LSB first with the eighth bit set
to zero according to AES3-1992. The destination code can be used to operate an
automatic router, and the source code will allow the origin of the audio and other
remarks to be displayed at the destination.

Bytes 14—17 convey a 32 bit sample address which increments every channel-
status frame. It effectively numbers the samples in a relative manner from an
arbitrary starting point. Bytes 18—-21 convey a similar number, but this is a time-
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Byte
0 | Basic control data (see Figure 5.9)
1 ] Mode and user bit management (see Figure 5.10)
2 { Audio wordlength (see Figure 5.11)
3 | Vectored target from byte 1 (reserved for multichannel applications)
4 | AES11 sync ref. identification (bits 0—1), otherwise reserved
5 | Reserved
6 —
7 .
Source identification (4 bytes of 7 bit ASCII, no parity)
8
o |-
10 |
1
2 Destination identification (4 bytes of 7 bit ASCH, no parity)
13 |-
14 |
15 s
Local sample address code (32 bit binary)
16
17 |—
18 |
19 Time-of-day sample address code (32 bit binary)
20
21 |—
22 | Channel-status reliability flags (see Figure 5.12)
23 |CRCC

Figure 5.8 Overall format of the professional channel-status block.

of-day count, which starts from zero at midnight. As many digital audio devices
do not have real-time clocks built in, this cannot be relied upon. AES3-1992
specified that the time-of-day bytes should convey the real time at which a
recording was made, making it rather like timecode. There are enough
combinations in 32 bits to allow a sample count over 24 hours at 48§ kHz. The
sample count has the advantage that it is universal and independent of local
supply frequency. In theory if the sampling rate is known, conventional hours,
minutes; seconds, frames timecode can be calculated from the sample count, but
in practice it is a lengthy computation and users have proposed alternative
formats in which the data from EBU or SMPTE timecode are transmitted directly
in these bytes. Some of these proposals are in service as de facto standards.
The penultimate byte contains four flags which indicate that certain sections of
the channel-status information are unreliable (see Figure 5.12). This allows the
transmission of an incomplete channel-status block where the entire structure is
not needed or where the information is not available. For example, setting bit 5
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Byte 1
0 1 2 31415 7
Audio channel usage User bits management
Mode not indicated. Receiver default to oo
0000 annel mode. Manual select enabled 0000 | Defauk. No user data indicated
0001 | Two-channet mode 0001 | 192 bit block structure (as for C bits)
0010 | Single-channel (mono) mode 0010 | HDLC packet scheme (AES18)
0011 | Primary/secondary mode (Ch.1 is primary) 0011 | User defined
0100 | Stereo mode (Ch. 1 is left channel) 0100
to Reserved
0101 1111
to Reserved
1110
1111 | Vector to byte 3 (reserved for multichannel)
Figure 5.10 Format of byte 1 of professional channel status.
Byte 2
0 1 2 314|565 6 7

Auxillary bits usage Used to indicate I Reserved |
active audio sample
000 | 20 bit max. audio sample wordlength
Aux. bits undefined (see Table)
001 24 bit max. audio sample
Aux. bits used for main audio sample data
010 20 bit max. audio sample
Aux. bits used for coordination channel
011 | Reserved for user-defined applications
100
to | Reserved
114
Bits states Audio wordlength Audio wordlength
345 (24 bit mode) (20 bit mode)
000 Noi indicatcd Not indicated
001 23 bits 19 bits
010 22 bits 18 bits
011 21 bits 17 bits
100 20 bits 16 bits
101 24 bits 20 bits

Figure 5.11 Format of byte 2 of professional channel status.
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Channel status byte 22

l 0 1 2 3 4 5

Time of day (18-21); unreliable = 1

§

24

:
r m

Local sample address {14-17); unreliable = 1

Source and destination data
(6-13); unreliable = 1

Bytes 0-5; unreliable = 1

Figure 5.12 Byte 22 of channel status indicates if some of the information in the block is
unreliable.

to a logical 1 would mean that no origin or destination data would be interpreted
by the receiver, and so it need not be sent.

The final byte in the message is a CRCC which converts the entire channel-
status block into a codeword (see Chapter 4). The channel-status message takes
4ms at 48 kHz and in this time a router could have switched to another signal
source. This would damage the transmission, but will also result in a CRCC
failure, so the corrupt block is not used. Error correction is not necessary, as the
channel-status data either are stationary, i.e. they stay the same, or change at a
predictable rate, e.g. timecode. Stationary data will only change at the receiver if
a good CRCC is obtained.

5.6 Consumer channel status

For consumer use, a different version of the channel-status specification is used.
As new products come along, the consumer subcode expands its scope. Figure

0 1 2 3 4 5 6 17 15
LI T
Control mode I
16
|~
/‘
. ]
( T
176 191
Control word Mode Bit 15
0 1 2 3 4 5
6 7 0 = consumer or
© = consumer / / \ 0=2CH 0 0=mode0 = professional mode
1 = professional / 1=4CH 0 1 1 = program transfer
/ , 1 0 Reserved mode if bit0=0
0= n_ormat — Reserved ! !
1 = digital data
0 = copy prohibit 0 = no pre-emphasis
1 = copy permut 1 = pre-emphasis

Figure 5.13 The general format of the consumer version of channel status. Bit 0 has the same
meaning as in the professional format for compatibility. Bits 6-7 determine the consumer format
mode, and presently only mode 0 is defined (see Figure 5.14).
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5.13 shows that the serial data bits are assembled into 12 words of 16 bits each.
In the general format, the first 6 bits of the first word form a control code, and
the next 2 bits permit a mode select for future expansion. At the moment only
mode 0 is standardized, and the three remaining codes are reserved.

Figure 5.14 shows the bit allocations for mode 0. In addition to the control bits,
there are a category code, a simplified version of the AES/EBU source field, a
field which specifies the audio channel number for multichannel working, a
sampling-rate field, and a sampling-rate tolerance field.

Originally the consumer format was incompatible with the professional
format, since bit O of channel status would be set to a 1 by a four-channel
consumer machine, and this would confuse a professional receiver because bit 0
specifies professional format. The EBU proposed to the IEC that the four-channel
bit be moved to bit 5 of the consumer format, so that bit 0 would always then be
zero. This proposal is incorporated in the bit definitions of Figures 5.13 and
5.14.

The category code specifies the type of equipment which is transmitting, and
its characteristics. In fact each category of device can output one of two category

0 15
L 1 T 1 L T
Control 00 Category code
} l 1 } i
T T T T T
16 Source no. Channel no. Sampling rate | Clock | 31
- L~
—
l —
A

Control bits — as Figure 5.9
Mode bits = 00

Category code:

00000000 = general format {see Table 5.1)

10000000 = 2-channe! CD player (see Table 5.2 Figures 5.15 and 5.12)
01000000 = 2-channel PCM adaptor

11000000 = 2-channel DAT

Source no: Sampling rate:
0000 = don’t care 0000 = 44.1 kHz
0001 = source 1 0100 = 48 kHz
0010 = source 2 1100 = 32 kHz
: 10XX
1111 = source 15 00XX  Reserved
01XX
11XX
Channelno:. - Clock accuracy:
0000 = don’t care 00 = normal accuracy
1000 = A {left channel for stereo) 10 = high accuracy
0100 = B (right channel for stereo) 01 = variable speed
1100=C
1111=0

Figure 5.14 In consumer mode 0, the significance of the first two 16 bit channel-status words is
shown here. The category codes are expanded in Tables 5.1 and 5.2.
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codes, depending on whether bit 15 is or is not set. Bit 15 is the ‘L bit’ and
indicates whether the signal is from an original recording (0) or from a first-
generation copy (1) as part of the SCMS (Serial Copying Management System)
first implemented to resolve the stalemate over the sale of consumer RDAT
machines. In conjunction with the copyright flag, a receiving device can
determine whether to allow or disallow recording. There were originally four
categories: general purpose, two-channel CD player, two-channel PCM adaptor
and two-channel digital tape recorder (RDAT or SDAT), but the list has now
extended as Figure 5.14 shows.

Table 5.1 illustrates the format of the subframes in the general-purpose
category. When used with CD players, Table 5.2 applies. In this application, the

Table 5.1 The general category code causes the subframe structure of the transmission to be
interpreted as below (see Figure 5.5) and the stated channel-status bits are valid.

Category code
00000000 = two-channel general format

Subframe structure

Two’s complement, MSB in position 27, max 20 bits/sample

User bit channel = not used

V bit optional

Channel status left = Channel status right, uniess channel number (Figure 5.14) is non-zero
Control bits in channel status

Emphasis = bit 3

Copy permit = bit 2

Sampling-rate bits in channel status

Bits 4-27 = according to rate in use

Clock-accuracy bits in channel status
Bits 28-29 = according to source accuracy

Table 5.2 In the CD category, the meaning below is placed on the transmission. The main
difference from the general category is the use of user bits for subcode as specified in Figure
5.15.

Category code
10000000 = two-channel CD player

Subframe structure

Two’s complement, MSB in position 27, 16 bits/sample
User bit channel = CD subcode (see Figure 5.15)

V bit optional

Control bits in channel status

Derived from Q subcode control bits (see Chapter 9)

Sampling-rate bits in channel status
Bits 24-27 = 0000 = 44.1kHz

Clock-accuracy bits in channel status
Bits 28-29 = according to source accuracy and use of variable speed
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Bilt 1

0 0 0 0 0 0 0 Y] 0 0 0 0 ?
i

Subcode
sync

0 (¢} o] 0 0 0 0 0 4] 0 0 0

1 subcode block,

1176 audio
1 Q3 | R3|S3 | T3 |U3]|IV3I |W3|[ O 0 0 0 samples,
d ak 1/75 second
1| Qs |Ra|S4a " T
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—1
1 |a95|R95{S95 |T95 |Uas|ves|(wes) 0 | 0 | 0 | O
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Start Bit 1176
bits

Figure 5.15 In CD, one subcode block is built up over 98 sync blocks. In this period there will
be 1176 audio samples, and so there are 1176 user bits available to carry the subcode. There is
insufficient subcode information to fill this capacity, and zero packing is used.

extensive subcode data of a CD recording (see Chapter 9) can be conveyed down
the interface. In every CD sync block, there are 12 audio samples and 8 bits of
subcode, P-W. The P flag is not transmitted, since it is solely positioning
information for the player; thus only Q—W are sent. Since the interface can carry
one user bit for every sample, there is surplus capacity in the user bit channel for
subcode. A CD subcode block is built up over 98 sync blocks and has a repetition
rate of 75 Hz. The start of the subcode data in the user bit stream will be seen in
Figure 5.15 to be denoted by a minimum of 16 zeros, followed by a start bit
which is always set to 1. Immediately after the start bit, the receiver expects to
see seven subcode bits, Q—W. Following these, another start bit and another 7
bits may follow immediately, or a space of up to eight zeros may be left before
the next start bit. This sequence repeats 98 times, when another sync pattern will
be expected. The ability to leave zeros between the subcode symbols simplifies
the handling of the disparity between user bit capacity and subcode bit rate.
Figure 5.16 shows a representative example of a transmission from a CD
player.

In a PCM adaptor, there is no subcode, and the only ancillary information
available from the recording consists of copy-protect and emphasis bits. In other
respects, the format is the same as the general-purpose format.

When an RDAT player is used with the interface, the user bits carry several
items of information.'® Once per drum revolution, the user bit in one subframe
is raised when that subframe contains the first sample of the interleave block (see
Chapter 6). This can be used to synchronize several RDAT machines together for
editing purposes. Immediately following the sync bit, start ID will be transmitted
when the player has found the code on the tape. This must be asserted for
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rl: Cubf g‘
Pre. L L]
Subframe no. smble | Aux ) Audio samples sSiv| v [ P
SYNC 8 8
Channel status — 1 cs 0000 | 0000 | XXXX XXXX XXXX XXXX !0 (0 coL P
block sync 2 8 0000 | 0000 | XXXX XXXX XXXX XXXX |0 |0 COR P
3 A 0000 | 0000 | XXXX XXXX XXXX XXXX |0 | O CiL P
4 8 0000 { 0000 | XXXX XXXX XXXX XXXX]0 |0 CiR P
A = left —5 A 0000 | 0000 | XXXX XXXX XXXX XXXX |0 [0 c2L 4
channel sample € 8 0000} 00C0 | XXXX XXXX XXXX XXXX |0 | O C2R P
7 A 0000 | 0000 | XXXX XXXX XXXX XXXX !0 [0 C3L P
8 8 0000 | 0000 | XXXX XXXX XXXX XXXX |0 |O C3R P
9 A 0000 | 0000 { XXXX XXXX XXXX XXXX|0 [0 caL P
B = right —=10 B 0000 | 0000 XXXX  XXXX  XXXX XXXX {0 |0 C4R [ 4
channel sample 11 A 0000 | 0000 | XXXX XXXX XXXX XXXX{0 |0 Cs5L P
12 [:] 0000 [ 0000 | XXXX XXXX XXXX XXXX!0 [ O C5R P
13 A 0000 | 0000 | XXXX XXXX XXXX XXXX [0 [ O Cc6L 4
14 8 0000 | 0000 | XXXX XXXX XXXX XXXX [0 [0 C6R P
§ 15 A 0000 [ 0000 | XXXX XXXX XXXX XXXX (0 | O C7L P
;16 B 0000 | 0000 | XXXX XXXX XXXX XXXX (0 | O C7IR P
s 117 A 0000 { 0000 | XXXX XXXX XXXX XXXX[0 | O csL P
16 zeros ' 18 B 0000 | 0000 | XXXX XXXX XXXX XXXX|0 {0 C8R P
in user bits 19 A 0000 | 0000 | XXXX XXXX XXXX XXXX{0 | O coL [ 4
= subcode 20 8 0000 [ 0000 | XXXX XXXX XXXX XXXX{0 | O C9R P
sync word 2 A 0000 | 0000 | XXXX XXXX XXXX XXXX|0 | O cioL | P
22 B 0000 { 0000 | XXXX XXXX XXXX XXXX |0 | 0 C10R | P
23 A 0000 | 0000 XXXX XXXX XXXX XXXX|0 | O cnL | p
24 8 0000 | 0000 [ XXXX XXXX XXXX XXXX|0 | O CHR [ P
linuser —= 26 A 0000 | 0000 [ XXXX XXXX XXXX XXXXi{0 {1 claL | P
bits = subcode 26 8 0000 | 0000 | XXXX XXXX XXXX XXXX|0 | Q1 ;Ci12R (P
start bit 27 A 0000 | 0000 | XXXX XXXX XXXX XXXX|0 | R1 |C13L [P
28 B 0000 | 0000 | XXXX XXXX XXXX XXXX|0 | S1 C13R | P
o U = Subcode 29 A 0000 [ 0000 | XXXX XXXX XXXX XXXX |0 | T1 [CiaL | @
30 8 0000 | 0000 | XXXX XXXX XXXX XXXX [0 | Ul |C1aR [P
3 A 0000 | 0000 | XXXX XXXX XXXX XXXX|0 { V1 |CI5L ;P
32 B 0000 [ 0000 | XXXX XXXX XXXX XXXX |0 | w1 [C15R | P
33 A 0000 | 0000 | XXXX XXXX XXXX XXXX|0 ! O Ci6L (P
Subcode 34 8 00001 0000 | XXXX XXXX XXXX XXXX|0}| O Ci16R | P
space 35 A 0000 | 0000 | XXXX XXXX XXXX XXXX{0 {0 Ci7L | P
36 ] 0000 | 0000 [ XXXX XXXX XXXX XXXX {0 | O CI17R | P
Start bit 37 A 0000 | 0000 [ XXXX XXXX XXXX XXXX!0 1 cisL | P
38 8 0000 | 0000 | XXXX XXXX XXXX XXXX 0 | Q2 |Ci8R |P
39 A 0000 | 0000 [ XXXX XXXX XXXX XXXX!0 | R2 |Ci9L |P
40 B 0000 | 0000 | XXXX XXXX XXXX XXXX|0 i S2 [C19R |P
U = Subcode 41 A 0000 | 0000 | XXXX XXXX XXXX XXXX|0 | T2 (C20L | P
b 42 8 0000 | 0000 § XXXX XXXX XXXX XXXX|[0 ] U2 |C20R | P
43 A 0000 | 0000 | XXXX XXXX XXXX XXXX [0 | v2 |C2iL |P
44 B 0000 | 0000 | XXXX XXXX XXXX XXXX|0 | W2 | C21R | P
45 A 0000 | 0000 | XXXX XXXX XXXX XXXX|[(0 {0 c2Lie
46 B 0000 | 0000 | XXXX XXXX XXXX XXXX ([0 | O C22R | P
47 A 0000 | 0000 | XXXX XXXX XXXX XXXXi0 | O ca3L | P
48 8 0000 | 0000 | XXXX XXXX XXXX XXXX[0 | O C23R | P
t

Figure 5.16 Compact Disc subcode tramsmitted in user bits of serial interface.

300 + 30 drum revolutions, or about 10 seconds. In the third bit position the skip
ID is transmitted when the player detects a skip command on the tape. This
indicates that the player will go into fast forward until it detects the next start ID.
The skip ID must be transmitted for 33 +3 drum rotations. Finally RDAT
supports an end-of-skip command which terminates a skip when it is detected.
This allows jump editing (see Chapter 8) to omit short sections of the recording.
RDAT can also transmit the track number (TNO) of the track being played down
the user bit stream.

5.7 User bits

The user channel consists of 1 bit per audio channel per sample period. Unlike
channel status, which only has a 192 bit frame structure, the user channel can
have a flexible frame length. Figure 5.10 showed how byte 1 of the channel-
status frame describes the state of the user channel. Many professional devices do
not use the user channel at all and would set the all-zeros code. If the user
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channel frame has the same length as the channel-status frame then code 0001
can be set. One user channel format which is standardized is the data packet
scheme of AES18-1992.1112 This was developed from proposals to employ the
user channel for labelling in an asynchronous format.!> A computer industry
standard protocol known as HDLC (High-level Data Link Control)!* is employed
in order to take advantage of readily available integrated circuits.

The frame length of the user channel can be conveniently made equal to the
frame period of an associated device. For example, it may be locked to film, TV
or RDAT frames.

5.8 MADI - Multichannel Audio Digital Interface

Whilst the AES/EBU digital interface excels for the interconnection of stereo
equipment, it is at a disadvantage when a large number of channels are required.
MADI' was designed specifically to address the requirement for digital
connection between multitrack recorders and mixing consoles by a working
group set up jointly by Sony, Mitsubishi, Neve and SSL.

The standard provides for 56 simultaneous digital audio channels which are
conveyed point to point on a single 750hm coaxial cable fitted with BNC
connectors (as used for analog video) along with a separate synchronization
signal. A distance of at least 50 m can be achieved. A fibre-optic version of the
format is also under consideration.

Essentially MADI takes the subframe structure of the AES/EBU interface and
multiplexes 56 of them into one sample period rather than the original two.
Clearly this will result in a considerable bit rate, and the FM channel code of the
AES/EBU standard would require excessive bandwidth. A more efficient code is
used for MADI. In the AES/EBU interface the data rate is proportional to the
sampling rate in use. Losses will be greater at the higher bit rate of MADI, and
the use of a variable bit rate in the channel would make the task of achieving
optimum equalization difficult. Instead the data bit rate is made a constant 100
megabits per second, irrespective of sampling rate. At lower sampling rates, the
audio data are padded out to maintain the channel rate.

The MADI standard is effectively a superset of the AES/EBU interface in that
the subframe data content is identical. This means that a number of separate AES/
EBU signals can be fed into a MADI channel and recovered in their entirety on
reception. The only caution required with such an application is that all channels
must have the same synchronized sampling rate. The primary application of
MADI is to multitrack recorders, and in these machines the s