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| $F \mid A$ | Transformation $F$ restricted to $A 1.1$ |  |
| :---: | :---: | :---: |
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|  | Direct product of transformations 1.1 |  |
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| $\equiv \bmod$ | $a \equiv b \bmod n$ means $a-b$ is divisible by $n 1.2$ |  |
| \% | $a \% b$ is the remainder obtained by dividing $a$ by $b 1.2$ |  |

