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INDEX

abelian group 1.2
action 1.3
action potential 6.2
AND 1.4
Arimoto

∼’s theorem 5.5
enhanced ∼ theorem 5.5
-Ueda theorem 6.2

asummable 4.2
m-asummable 4.2

attractive 6.1, 9.2
attractor 6.1, 9.2

connected ∼ 6.1
Cottrell’s k-∼ 6.2
minimal ∼ 6.1
separated ∼ 6.1
strong ∼ 6.1

basin for an attractor 6.1, 9.2
bi-dependent 9.3
bijection 1.1
Boolean

function 1.4
isometry 2.1
minimal ∼ algebra 1.4
transformation 1.4

burst neuron 10.1
carrier 1.1
Cartesian product 1.1
circular

transformation 2.4
skew-∼ transformation 2.4

complement 1.1, 2.1
complementation 1.4
complete set 2.3
completely monotonic 4.2
composition 1.1

disjoint ∼ 1.1
compressible 5.4
compression 5.2
conjugate 1.2
conjunction 1.4
congruent 1.2
copies 3.5
cube

n-dimensional ∼ 2.1
n-cube 2.1

cycle
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Hamiltonian ∼ 1.1
k-cycle 1.1, 9.2
limit ∼ 6.2
of a digraph 1.1
of a graph 1.1
of GRAPH(F ) 1.1
neutral ∼ 6.3

cycle structure 2.3
cyclic

∼ orbit 6.1, 9.2
∼ permutation 1.2
∼ sequence 6.1

De Morgan’s law 1.4
density 1.3
digraph 1.1
dimension

of DNN 6.3
direct product

of groups 1.2
of sets 1.1
of transformations 1.1

direct sum 1.1
disjoint composition 1.1
disjunction 1.4
disjunctive form 1.4

irredundant ∼ 1.4
distance 1.1

Euclidean ∼ 2.2
Hamming ∼ 2.1

DNN (dynamical neural network) 6.3
dynamical neural network (DNN) 6.3
dynamical system

finite-state ∼ 6.1, 9.2
efficacy of a synapse 6.2
elementary self-dual transformation 2.3
Elgot’s theorem 4.2
equivalent

Boolean transformations 2.1
isometrically ∼ 2.2
orthogonally ∼ 2.2

Euclidean distance 2.2
Euler’s function 1.2
expansible

threshold transformations 5.2
expansion 5.2
extended representation 7.1, 8.4
face copies 3.5
finite-state dynamical system (FSDS) 6.1
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parametrized ∼ 6.1
firing rate 6.3

maximum ∼ 6.3
minimum ∼ 6.3
spontaneous ∼ 6.3

fixed point
of a transformation 1.1

flow
of a transformation 2.5

flow graph 2.5
FSDS (finite-state dynamical system) 6.1

parametrized ∼ 6.1
Goles-Chacc’s theorem 6.2
Gray code

binary-reflected ∼ 3.1
graph 1.1

directed ∼ 1.1
of a transformation 1.1

Hamming distance 2.1
homomorphism

for groups 1.2
Hopfield model 6.2
image

of a function 1.1
of a sequence 1.1
of a set of sequences 6.1

imaginary
delay neuron 8.1
synapse 6.3

implicant 1.4
prime ∼ 1.4

injection 1.1
incompressible 5.2
inexpansible 5.2
invertible 1.2
incompressible

transformations 5.2
inexpansible

threshold transformations 5.2
invariant

set 6.1
irredundant

disjunctive form 1.4
isometrically equivalent 2.2
isometrically similar 2.2
isometry 2.1
isomorphic graphs 1.1
isomorphism of graphs 1.1
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length
of a path 1.1
of a cycle 1.1

limit cycle 6.1
limit orbit 9.2
limit set 6.1
linear permutation 1.2
linear separability 4.2
loop 1.1
McCulloch-Pitts model 6.2
Maximal

transformation 2.2
uniquely ∼ transformation 2.2

metric space 1.1
minimal

attractor 6.1
Boolean algebra 1.4
transformation 2.2
uniquely ∼ transformation 2.2

modulo
congruent ∼ 1.2

monotonic
completely ∼ 4.2
k-monotonic 4.2

n-cube 2.1
negation 1.4
neural network

attractor ∼ iii
feed forward ∼ iii
dynamical ∼ (DNN) 6.3
recursive ∼ iii

neutral cycle 6.3
OR 1.4
orbit

of an action group 1.3,
in a FSDS 6.1, 9.2
limit ∼ 9.2
periodic ∼ 9.2

orbit modification 3.5
Arimoto’s ∼ 5.5

order of a group 1.2
orthogonal transformation 2.1
orthogonally equivalent

transformation 2.2
orthogonally similar

transformation 2.2
parallel 6.2
partition 1.1
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path 1.1
Hamiltonian ∼ 1.1

PDNN 6.3, 8.1
period 1.3, 9.2
periodic

∼ orbit 9.2
∼ sequence 9.2

permutation 1.2
cyclic ∼ 1.2
linear ∼ 1.2
of coordinates 1.3

Pólya action 1.3
postsynaptic

neuron 6.2
potential

action ∼ 6.2
postsynaptic ∼ 6.2

preorder 4.2
presynaptic neuron 6.2
prime

implicant 1.4
primitive DNN 6.3, 8.1
prototype DNN 6.3, 8.1
realizable

simultaneously ∼ 4.1
realize

a cycle structure 2.3
real neuron 8.1
reflection subgroup 2.1
reflective transformation 3.1
representation

∼ of a group 1.3
[ ]-∼ 2.3
extended ∼ 7.1, 8.4

residue class ring 1.2
rotation

right ∼ 1.3
runs-based distance 7.7
runs pair 7.7
segment

of a linear permutation 1.2
self-dual

function 2.3
transformation 2.3

separated
by a hyperplane 4.1
attractors 6.1

sequence
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cyclic 9.2
k-sequence 9.2
periodic 9.2

serial 6.2
similar

isometrically ∼ 2.2
orthogonally ∼ 2.2

simultaneously realizable 4.1
skew-circular

transformation 2.4
slope

of a linear permutation 1.2
spatial summation 8.1
spontaneous

firing 6.3, 8.1
firing rate 6.3, 8.1

stabilizer 1.3
stable

in Amari’s sense 6.2
structurally ∼ 6.1

states 6.1
state space 6.1
structurally stable 6.1
sum

of transformations 1.1
summable 4.2

m-summable 4.2
surjection 1.1
symmetric

difference 1.1
group 1.2

synapse 6.2
synchronization 6.3
temporal summation 6.3
term 1.4
threshold

function 4.1
transformation 4.1
value 4.1
vector 4.3

tonic 10.2
total preorder 4.2
transformation 1.1

group 1.3
one-to-one ∼ 1.1

2-asummable 4.2
unate 4.2
variation 2.2
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walk 1.1
weight

vector 4.1
matrix 4.3

wreath product 2.1
Yajima-Ibaraki theorem 4.2
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Symbols and notations

1A Characteristic function for subset A 1.4
B Set of Boolean functions: Qn → Q 2.1
Bool Function: Rn → Qn 2.1
CarF Carrier of transformation F 1.1
CS(F ) Cycle structure of transformation F 2.3
CY(F ) Set of all cycles in GRAPH(F ) 1.1
d(x) Density of x 1.3
d(x, y) Distance 1.1
d(x, A) Distancebetweenapointandsets1.1
d(A, B) Distancebetweensets1.1
dH(x, y) Hamming distance 2.1
dR(x, y) Runs-based distance 7.4
f |a Boolean function defined by (f |a)x = f(x, a) 1.4
gcd Greatest common devisor 1.2
GRAPH(F ) Graph of transformation F 1.1
I Identity transformation 2.1
ImΨ Image of a set Ψ of sequences 6.1
l Column vector whose every element is 1 4.3
Nm Residue class ring with m elements {1, 2, ..., m} 1.2
1m m− vector whose every coordinate is 1 5.5, 7.1
0m m− vector whose every coordinate is 0 5.5, 7.1
N Residue class ring with n elements {1, 2, ..., n}, i.e. Nn 1.2
O(Qn) Group of Boolean isometries 2.1
O({−1, 1}n) Group of orthogonal transformations of {−1, 1}n 2.1
O(Rn) Real orthogonal group 2.1
o Column vector whose every coordinate is 0 6.2
OrbGx Orbit of G acting on X containing x ∈ X 1.3
OrbGS Union of orbits OrbGx for x ∈ S 1.3
OrbF x Orbit starting at x in a FSDS generated by F 6.1
OrbF S Set of orbits starting at some x ∈ S in a FSDS generated by F 6.1
OrbF,V x Orbit starting at x in a non-autonomous FSDS generated by F and V 9.2
OrbF,V S Set of orbits starting at some x ∈ S

in a on-autonomous FSDS generated by F and V 9.1
PO(F, V ) Set of all periodic orbits in the non-autonomous

FSDS generated by F and V 9.2
PL Projection function: QM → QL 1.4
pi Projection function: Qn → Q defined by pix = xi 1.4
Q Minimal Boolean algebra {0, 1} 1.3, 1.4
Qn Set of all functions from N to Q,

i.e. n-bit binary strings x1 · x2 · · · xn 1.3
Rn Real n-dimensional space 2.1
RP Number of non-overlapping runs pairs 7.4
Sm· The disjunction of all conjunctions of m Boolean

functions or variables selected from {·} 4.1
SCY(F ) Set of all significant cycles 6.3
Sgn Function: Rn → {−1, 1}n 2.1
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SYM(X) Symmetric group on set X 1.2
Un Multiplicative abelian group 1.2
UεS ε-neighborhood of a subset S 6.1
V ImageofasequenceV 1.1
Var(F ) Variation of transformation F 2.2
XD Set of all functions from D to X 1.1
Z Set of all integers 1.1
Zn Residue class ring with n elements {0, 1, ..., n− 1} 1.2
Z+ Set of non-negative integers {0, 1, 2, ...} 1.1
Z+ Set of positive integers {1, 2, ...} 1.1
ι Identity permutation 1.2
ρ Circular permutation (1,2,..,n) 1.2
ϕ(n) Euler’s function 1.2
ωF x Limit set of x in the FSDS generated by F 6.1
ωF A Union of limit sets of some x ∈ A in the FSDS generated by F 6.1
ΩF,V x Limit orbit of x in the non-autonomous FSDS generated by F and V 9.2
ΩF,V A Union of limit orbits of some x ∈ A

in the FSDS generated by F and V 9.2
|X| Number of elements of finite set X 1.1
J− Complementation or inversion of coordinates 2.1
j− Complementation or inversion of a coordinate 2.1
{s, t, .., w}− Complementation or inversion of coordinates 2.1
(F1, ..., Fn) Transformation F from Qm to Qn

such that Fi = piF 2.3
[f1, ..., fn] [ ]-representation of a self-dual transformation
〈τ, .., ω〉 A subgroup generated by elements τ, .., ω

of a group 1.2
〈f〉 Circular self-dual transformation defined by

f : Qn → Q such that p1 · f = f 2.4
Transformation defined by f in circular second-order DNNs 8.3

< h1, h0 > Transformation defined by h1 and h0 in a circular
second-order DNN 8.3

〈〈f〉〉 Skew-circular transformation defined by f : Qn → Q
such that p1 · f = f 2.4

|f | Number of elements of the set f−11 for a function f 1.4
[x] The greatest integer not greater than real number x 1.2
[x] OrbGx for a given groupG 6.6, 7.1, 7.2, 8.2, 9.5.
[S] OrbGS for a given groupG 6.6, 7.1, 7.2, 8.2, 9.5.
(s1, s2, .., sm) Cyclic permutation 1.2
(x, y) Inner product of x and y 4.1
Xc Complement of a subset X 1.1
F : X → Y F is a function from X to Y 1.1
A →F B B is the image of A under F 1.1
x → y (x, y) is an arc of a digraph 1.1
x∂ (x, x) is a loop of a digraph 1.1
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F | A Transformation F restricted to A 1.1
\ Difference of sets: A\B = {x | x ∈ Aandx /∈ B} 1.1
+ Sum of transformations 1.1
+̇ Symmetric difference of sets: A+̇B = (A\B) ∪ (B\A) 1.1
× Cartesian product of sets 1.1

Direct product of transformations 1.1
Direct product of groups 1.2

∅ Empty set 1.1
◦ Composition of functions or transformations 1.1
¯ Disjoint composition (direct sum) of transformations 1.1
∨ Disjunction, OR 1.4
· Conjunction, AND, Product 1.4
¬ Complementation, Negation 1.4
(=) Equality operation on Qn or B 1.4,
¬̄ Complementation, Negation 2.1
∼G Equivalence relation with respect to an acting group G 1.3
∼f Equivalence relation 4.2
∼F Equivalence relation 5.2
ºf Preorder 4.2
≡ mod a ≡ b mod n means a− b is divisible by n 1.2
% a%b is the remainder obtained by dividing a by b 1.2


