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Abstract
Movie subtitle alignment is a potentially useful approach for de-
riving automatically parallel bilingual/multilingual spoken lan-
guage data for automatic speech translation. In this paper, we
consider the movie subtitle alignment task. We propose a dis-
tance metric between utterances of different languages based on
lexical features derived from bilingual dictionaries. We use the
dynamic time warping algorithm to obtain the best alignment.
The best F-score of ∼0.713 is obtained using the proposed ap-
proach.
Index Terms: subtitles alignment, dynamic time warping

1. Introduction
The statistical machine translator (SMT) is a critical part of
cross-lingual speech-to-speech (S2S) systems. The training of
an SMT requires a vast amount of parallel bilingual corpora;
like most data-driven systems, the quantity and quality of train-
ing data reflecting the target domain’s content and style dictate
the coverage and performance of the resulting system. Hence,
significant effort within the speech and language community
has not only gone into new multilingual data collections, but
devising automated data acquisition/selection schemes, such as
from the Internet and other existing resources, that are appropri-
ately matched to the target application domain needs. Further-
more, the design of S2S systems can benefit from SMT subcom-
ponents built on bilingual transcriptions of spontaneous speech
corpora because bilingual transcriptions of spontaneous speech
corpora are more appropriate for training the SMT. One possi-
ble source of such corpora is movie subtitles readily available in
multiple languages. The subtitles can be used in SMT training,
if they can be aligned to form a parallel corpus. This is the topic
addressed in the present paper.

Since the early 90’s, corpora alignment has been a topic of
research because of its usefulness in training machine transla-
tors. Brown et al. [1] extracted parallel utterances using in-
formation from the number of tokens in the utterances, without
using any lexical cues. Following Brown’s approach, Gale et
al. [2] extracted parallel utterances using statistics of the length
of utterances. Simand et al. [3] went one step further and they
defined the cognateness measure, a measure stating how pho-
netically similar are two utterances, and they showed that this
further improves alignment performance. Fung et al. [4] used
the dynamic time warping (DTW) algorithm to align noisy par-
allel corpora using frequency, position and recency information.

Recently, movie subtitle alignment has become topic of sig-
nificant research interest due to the increasing number of avail-
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able subtitles on the web. Mangeot and Giguet [6] first de-
scribed a methodology to align movie subtitles. Itamar et al.
[10] introduced a cost function to align subtitles using non-
contextual cues. They used DTW to find the best alignments.
Tiedemann [8, 9, 7] synchronized subtitles by using manual an-
chor points and anchor points obtained from cognate filters. In
addition, he used an existing parallel corpus to learn word trans-
lations to estimate anchor points. Then, based on estimated an-
chor points, he synchronized subtitles and obtained bilingual
utterance pairs. However, in many cases a parallel corpus is
either not available or there is a domain mismatch, so in such
cases anchor point estimation using parallel corpus is not a fea-
sible option. Lavecchia et al. [5] posed this problem as a se-
quence alignment problem such that the total sum of the aligned
utterance-similarities is maximized. However, their proposed
similarity metric suffers from stop words noise and affects the
alignment performance. They also showed that their algorithm
performance improves as they increase the weight of diagonal
path. A high value of diagonal weight may override the impor-
tance of the similarity metric in DTW. Hence, such a strategy
may not reflect the usefulness of the similarity metric.

In this paper, we view this sequence alignment problem as a
minimization problem. We propose a distance metric based on
lexical cues that significantly improves alignment performance.
In addition, we investigate the effect of stemming on the align-
ment quality. To the best of our knowledge, Lavecchia et al. [5]
attempted to solve subtitle alignment using solely lexical cues.
Thus, we compare the performance of our approach to that of
[5]. We find that the performance using our approach yields a
17.5% relative improvement over that of [5].

This paper is structured as follows. In section 2, we de-
scribe the data that we collected. In section 3, we describe the
proposed algorithm and the underlying formulation used in this
work. In section 4, we describe the experimental setup and the
evaluation methodology used in our approach. In section 5, we
present the results of this work compared to prior efforts [5].
Finally, we summarize this work and propose some future di-
rections.

2. Data set
To experiment with parallel subtitles alignment, we downloaded
42 Greek-English subtitles (http://www.opensubtitles.org/). For
each subtitle, 40 random English utterances were manually
aligned with the corresponding Greek utterances. In total, we
obtained 1680 reference Greek-English utterance pairs. Some
characteristics of this data set are: the utterance mappings are
not always one-to-one, often one utterance in one language cor-
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All killed the host.
00:17:44,525 –> 00:17:47,517
85

86
00:17:52,657 –> 00:17:55,796
Hold on a second.

84
00:17:36,267 –> 00:17:43,566
Compounds 2, 5, 7, 12, 13, 15 and 17 ...

83
00:17:30,813 –> 00:17:36,183
14, 16 and 18 did not kill the virus.

00:18:00,040 –> 00:18:07,141
Compound 6 seems to be showing decreased
aggression response.
Partial pigmentation returned.

101
00:16:39,200 –> 00:16:42,520
Συνθέσεις 1, 3, 4, 6...

103

104

105

106

00:16:51,280 –> 00:16:54,280

00:16:59,000 –> 00:17:00,800

8, 9, 10, 11.

τoν ιó.

Συνθέσεις 2, 5, 7...

12, 13, 15, 17...

14, 16, 18 δεν εξoυδετ έρωσαν

óλες σκóτωσαν τoν ϕoρέα.

102
00:16:42,720 –> 00:16:44,960

00:16:46,280 –> 00:16:50,240

00:16:54,800 –> 00:16:58,680

82
00:17:23,953 –> 00:17:30,397
Compounds 1, 3, 4, 6, 8, 9, 10, 11 ...

87

Figure 1: An illustrative example of alignment between English and Greek subtitles from the movie “I am legend”. Each utterance in
the subtitles is preceded by the time stamps which are preceded by the utterance number

responds to many utterances in the other language and vice
versa. In addition, these two bilingual subtitles have different
number of utterances, in some cases one language has utter-
ances that do not exist in the other. An example of aligned ut-
terances is shown in Fig. 1, obtained from the movie “I am
Legend”.

In this data, the average time length for 42 English subti-
tles is 7888 seconds with standard deviation 1584 seconds. For
the Greek subtitles, the mean is 7898 seconds and the standard
deviation is 1606 seconds. This shows that the subtitiles have
about the same average duration. The average number of ut-
terances per English subtitle is 1443 utterances with standard
deviation 369. The average number of utterances per Greek
subtitle is 1262 with standard deviation 334. This mismatch of
average number of utterances is due to the fact that subtitles in
two languages are created independently. Hence, sentences in
two bilingual subtitles do not necessarily have one-to-one cor-
respondence. Thus, in addition to one-to-one mappings, many-
to-one and one-to-many mappings are required to align the sub-
titles.

3. Subtitle alignment approach
In this section, we formally state the problem definition of
movie subtitle alignment. We also describe the alignment al-
gorithm and the proposed distance metric.

3.1. Problem definition

The movie subtitle alignment problem is defined as follows:
Suppose we have to align subtitles in two languages, L1

and L2. Let us define T L1

k =
n

SL1

i : i = k, · · · , N1

o

and

T L2

k =
n

SL2

i : i = k, · · · , N2

o

, where SL1

i is the ith utter-

ance of the subtitle in language L1 and SL2

j is the jth utterance
of the subtitle in language L2. N1 and N2 are the number of
utterances in subtitles in language L1 and language L2 respec-

tively. The goal is to find the best mappings between utterances
in two languages so that they reflect the best translations of the
utterances in language L1 to those in language L2. Determining
the best mappings can be expressed as the minimization of the
distance, D, between T L1

1
and T L2

1
as follows:

˘

m!
ij

¯

= arg min
mij

D
“

T L1

1 , T L2

1

”

(1)

where mij are the mappings. If SL1

i matches with SL2

j , then
mij=1, otherwise mij=0. The minimization problem has the
following constraints:

1. Every utterance in T L1

1
must have at least one mapping

with an utterance in T L2

1
and vice versa, which can be

written as
P

i mij ≥ 1 and
P

j mij ≥ 1. In addition,
we assume m1,1 = 1 and mN1,N2

=1. This means that
the first and last utterances of both subtitles match.

2. The best mappings must not cross each other. If SL1

i is
aligned with SL2

j , then utterances in T L1

i can only be
aligned with utterances in T L2

j .

3.2. Proposed distance metric

Given T L1

1
and T L2

1
, we want to find the best mappings

˘

m!
ij

¯

such that it minimizes the global distance between two bilingual
subtitles. We choose the distance metric D of (1) as follows:

D
“

T L1

1 , T L1

1

”

=
X

i,j

mijDM
“

SL1

i , SL2

j

”

(2)

where, DM
“

SL1

i , SL2

j

”

is the distance metric between SL1

i

and SL2

j . Hence, the minimization problem of (1) becomes

˘

m!
ij

¯

= arg min
mij

X

i,j

mijDM
“

SL1

i , SL2

j

”

(3)
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The distance metric DM
“

SL1

i , SL2

j

”

and the approach for
solving the minimization problem using DTW are explained
next.

3.2.1. Relative-frequency based distance metric (RFDM)
We propose the Relative-frequency based distance metric
(RFDM) to capture the dissimilarity between two bilingual ut-
terances, SL1

i and SL2

j , based on their lexical context. The
higher the value of the RFDM, the more dissimilar are the sen-
tences. For computing the RFDM, we use a dictionary between
language L1 and language L2. For each word in language L2,
we obtain its translations in language L1 using the dictionary.
Thus, we obtain a bag of words (BOW) in language L1 for each
utterance in the subtitle of language L2. Common words be-
tween the BOW and an utterance in language L1 are counted
and used for calculating the RFDM.

Let the dictionary be denoted by DL2L1
, which takes one

word from language L2, w, and produces a set of words in
language L1, DL2L1

(w). If the dictionary does not have the
translation of the given word, it returns an empty set. Let

SL2

j have the following words


wL2

j,1 , wL2

j,2 , · · · , wL2

j,M
L2

j

ff

.

Using DL2L1
, we obtain a BOW Bj in language L1; Bj =



DL2L1

“

wL2

j,1

”

, DL2L1

“

wL2

j,2

”

, · · · , DL2L1

„

wL2

j,M
L2
j

«ff

.

Similarly, let SL1

i have the following words Wi =


wL1

i,1 , wL1

i,2 , · · · , wL1

i,M
L1

i

ff

. Suppose there are Nw unique

words in this entire collection of words {B1, B1, · · · ,BN2
}

and wk, appears Cwk
times in the entire collection

k = 1, ..., Nw . The RFDM is computed as follows:

DM
“

SL1

i , SL2

j

”

=

0

B

@

M
L1
i

X

k=1

I
w

L1

i,k

C
w

L1

i,k

1

C

A

−1

(4)

where

I
w

L1

i,k

=



1 if wL1

i,k is in bothWi and Bj

0 otherwise.

Iw is the indicator variable of word w and takes value 1,
when w is in both Bj and Wi. Words like ‘the’, ‘is’ are very
frequent words and hence, their counts are high in general. Due
to inverse of the counts in (4), frequent words contributes less
(high distance) in the distance computation. Even one infre-
quent common word (i.e. Cwk

is small) reduces the distance to
small value and thus, contributes more in distance computation.

3.3. Dynamic time warping algorithm

Having defined DM
“

SL1

i , SL2

j

”

, we now explain the DTW
algorithm for solving (3). The goal of the DTW algorithm is
to find the best mappings

˘

m!
ij

¯

in between T L1

1
and T L2

1
to

minimize
P

i,j mijDM
“

SL1

i , SL2

j

”

.
For the description of the DTW algorithm, let us define

L(SL1

i , SL2

j ) as the total distance for the best mappings start-
ing from (SL1

1
, SL2

1
) ending at (SL1

i , SL2

j ). Let us also de-
fine ζ(SL1

i , SL2

j ) (called back-tracking variable) as a temporary
variable, which stores the last mapping in the best path ending
at (SL1

i , SL2

j ).
The algorithm is described below:

1. Initialization:

L(S
L1

1
, S

L2

1
) = DM

“

S
L1

1
, S

L2

1

”

L(S
L1

1
, S

L2

j ) = L(S
L1

1
, S

L2

j−1
) + DM

“

S
L1

1
, S

L2

j

”

ζ(S
L1

1
, S

L2

j ) =
“

S
L1

1
, S

L2

j−1

”

, j = 1, ..., N2

L(S
Li
i , S

L2

1
) = L(S

L1

i−1
, S

L2

1
) + DM

“

S
L1

i , S
L2

1

”

ζ(S
L1

i , S
L2

1
) =

“

S
L1

i−1
, S

L2

1

”

, i = 1, ..., N1

2. Iteration:

L(S
L1

i , S
L2

j ) = DM

“

S
L1

i , S
L2

j

”

+

min
n

L(S
L1

i , S
L2

j−1
),L(S

L1

i−1
, S

L2

j−1
),L(S

L1

i−1
, S

L2

j )
o

ζ(S
L1

i , S
L2

j ) =

arg min
n

L(S
L1

i , S
L2

j−1
),L(S

L1

i−1
, S

L2

j−1
),L(S

L1

i−1
, S

L2

j )
o

, i = 2, ..., N1, j = 2, ..., N2

3. Backtracking: Let there beK mappings. Then

mN1,N2
= m(S

L1

N1
, S

L2

N2
) = 1, m1,1 = m(S

L1

1
, S

L2

1
) = 1

ξK = ζ(S
L1

N1
, S

L2

N2
)



m(ξk) = 1
ξk−1 = ζ(ξk), k = K, ...., 2.

4. Experimental procedure
For this experiment, we considered the dataset described in sec-
tion 2. As a preprocessing step, we cleaned subtitles from noisy
symbols (i.e. non-alphanumeric symbols) similar to what one
would do for cleaning text for statistical machine translation
purposes; we removed all the time stamps and the reference
numbers (shown in Fig. 1). Finally, we removed all punctua-
tion and capitalized all letters.

We mined English translations of Greek words by querying
the Google dictionary (“http://www.google.com/dictionary”).
Using translated words, we computed the RFDM. For com-
parison, we also computed the F-measure [5]. In addition,
we inverted the F-measure (called IF-measure) and used it as
DM

“

SL1

i , SL2

j

”

in (3) to obtain the best alignments.
The Google dictionary, in general, often does not return

translations of words. For example, the English-Spanish Google
dictionary returns translations of word ‘say’, but not for word
’says’. For mining English translations of Greek words, the
Google dictionary returned translations of 4441 Greek words
out of 33812 words queried. Due to this limitation, the F-
measure often turned out to be zero and similarly, the IF-
measure and the RFDM turned out to be∞.

We used the manual mappings as references for evaluat-
ing the movie subtitle alignment task. We computed the preci-
sion, the recall, and reported the F-score [11], averaged over all
movies. To check the effect of stemming on this problem, we
repeated the above experiments with stemming [12]. Stemming
was performed on the English words and on the English BOW
obtained after translating Greek utterances.
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5. Results
In table 1, we report the F-score of the movie subtitle align-
ment task using the F-measure, the IF-measure and the RFDM.
Lavecchia et al. in [5] considered the movie subtitle alignment
task as a maximization problem using the F-measure, unlike
minimization of (3). From table 1, it can be seen that formulat-
ing the alignment problem as the minimization of the total dis-
tance is advantageous over formulating it as a maximization of
the total similarity. The RFDM gives 8-11% absolute improve-
ment in terms of the F-score compared to that of the F-measure.

Metric No Stemming Stemming
F-measure 0.609 0.607
IF-measure 0.681 0.688
RFDM 0.711 0.713

Table 1: The F-score of subtitle alignment using different met-
rics

100 105 110 115 120 125 130 135
95

100

105

110

115

120

125

130
RFDM
F−measure
Ref  Map

Figure 2: A sample subtitle alignment using the RFDM and the
F-measure

For comparing the best mappings obtained by the F-
measure and the RFDM, we picked a segment of the alignment
obtained by these approaches in Fig. 2. The figure also shows
the reference maps. It is clear that the maximization approach
using the F-measure results in a path which is far off from the
reference alignment, while the minimization approach is not.
Among all the metrics used for minimization, the RFDM per-
forms even better than the IF-measure. From table 1, it appears
that the RFDM models the conceptual similarity between two
utterances in two languages better than the F-measure.

While the maximization of the total F-measure using DTW
requires fine tuning of the diagonal weight (Lavecchia et al. [5]
reported best diagonal weight to be 9), the minimization ap-
proach works better than the F-measure with diagonal weight
1. Optimization of the diagonal weight of the minimization ap-
proach might have improved the results.

The F-scores obtained for metrics computed by stemming
do not differ much from those without stemming. One possible
reason could be that stemming introduced some noise, by map-
ping words of different meaning to the same root word. Due to

such noise, any benefit from stemming might have been com-
pensated.

6. Conclusion
In this paper, we proposed the relative-frequency based distance
metric (RFDM) between two utterances in two languages under
the dynamic time warping (DTW) framework. For movie sub-
title alignment, we demonstrated ∼0.11 absolute improvement
in terms of the F-score (17.5% relative improvement) compared
to the maximization of the total similarity obtained by the DTW
algorithm. We believe that in addition to lexical features, timing
information can be used to improve the alignment performance.
In future, we want to investigate how the dictionary sparsity
can affect the alignment performance. We also want to inves-
tigate the effect of relaxing assumption 1 of section 3.1, thus,
accounting for missing pieces of the dialog in the subtitles. Ad-
ditionally, we want to investigate the quality of parallelism of
the selected best alignments for removing noisy alignments due
to very liberal interpretations. Finally, we intend to investigate
the effects of subtitle transcripts on SMT performance.
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