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Abstract. We build culture-specific dialogue policies of tul humans for

negotiation and in particular for argumentation gedsuasion. In order to do
that we use a corpus of non-culture specific diadsgand we build simulated
users (SUs), i.e. models that simulate the behafioreal users. Then using
these SUs and Reinforcement Learning (RL) we le@ygotiation dialogue

policies. Furthermore, we use research findingsiabpecific cultures in order
to tweak both the SUs and the reward functions us®&L towards a particular
culture. We evaluate the learned policies in a Etan setting. Our results are
consistent with our SU manipulations and RL rewargtions.
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1 Introduction

Virtual humans are artificial agents that have en&wlike appearance and behavior.
Virtual humans often engage in conversations amdptay a number of roles, for
example, negotiate with humans or other virtual &sn Having virtual humans with
explicit models of specific cultures can be verfgetive for teaching culture-specific
skills because it creates a realistic settingriteraction. Also, having culture-specific
virtual humans can make it easier for people of thdture to interact with and
understand the virtual humans [12].

In this paper we focus on building culture-specti@logue policies of virtual
humans in negotiation and in particular in arguratoh and persuasion, i.e. dialogue
policies that dictate what kind of arguments andspasion strategies the virtual
human will use to accomplish its goal dependingttom cultural behavior that we
want to simulate. This task is particularly chaffieny for two reasons:

1. There is a shortage of culture-specific dialogut @& negotiation but also in
other domains. What we know about culture-spedifibavior is usually the
result of surveys in which people from differenttates are asked to give their
opinions on several matters.

2. Although these surveys can provide valuable culspexific information it is
not clear how their findings can translate intotutd-specific models of
conversational behavior.



Note that in this paper when we refer to cultureesfic dialogue models we do not
mean models of specific real cultures (e.g. Amescaersus Chinese) but of
dimensions on which cultures are known to vary.ttBamd Gelfand [1] identified
three aspects in cross-cultural negotiation: imlliglism versus collectivism,
egalitarianism versus hierarchy, and low contexswe high context communication.
Typically Western individuals are individualistiegalitarian, and use low context
communication while Eastern individuals are collgstic, hierarchical, and use high
context communicatioh.In this paper we focus on individualism and aftmiin
particular, but the ideas and techniques can bdiealpfp other types of cultural
dimensions, such as collectivism.

In order to learn dialogue models of cultural disiens from data not specific to
these dimensions we propose the following novelreggh. We use a corpus of
dialogues not specific to any dimension and wedbsimulated users (SUs), i.e.
models that simulate the behavior of real users/[4]. Then using these SUs and
Reinforcement Learning (RL) [3, 5, 6, 11, 13] warte negotiation policies.
Furthermore, we tweak both the SUs and the rewardtibns used in RL towards a
particular cultural dimension, by taking into acnbuesearch findings about the
cultural dimensions of interest. Our research doation is two-fold:

1. To date, statistical approaches to dialogue managemmased on RL have
focused on information slot-filling applications .dge tourist information
domains) [4, 13], largely ignoring other types @fldgue with rare exceptions
[3, 6]. Here, we use RL for learning negotiatiorrg(amentation and
persuasion) policies. As we will see in the follogi this is a particularly
challenging task due to the complexity of the djal® state and the large
number of system and user actions.

2. With our approach we can learn dialogue policies dospecific cultural
dimension without having dialogue data specific tloat dimension.
Furthermore, unlike Heeman [6] who built hand-@dftSUs we learn our
initial SUs from a corpus and then tweak them. WHile idea of manipulating
the SUs to simulate different types of users isnaot [7, 8], to our knowledge
the idea of manipulating the reward functions talgaa particular behavior is
rather novel. In recent work Georgila et al. [5] nipalated the reward
functions to learn strict versus flexible systemligies for appointment
booking but that approach was limited in the sé¢hatit did not involve using
different sets of actions for each policy that wantto learn as we do here.

The structure of the paper is as follows: In secttowe briefly introduce the
concepts of RL and SUs. In section 3 we presentdhgus used in our experiments.
In section 4 we describe how we build our SUs fraum corpus and how we tweak
them towards a particular cultural dimension. Iatise 5 we present how we use the
SUs built in section 4 in order to learn cultureafic negotiation policies. In section
6, we describe our evaluation experiments. Theseation 7 we discuss our findings
together with ideas for future work, and finally section 8 we present our
conclusions.

! In high-context cultures the listener must undemtthe contextual cues in order to grasp the
full meaning of the message. In low-context cukucemmunication tends to be specific,
explicit, and analytical.



2 Reinforcement Learning and Simulated Users

In the Reinforcement Learning (RL) paradigm, manggi dialogue can be seen as a
Markov Decision Process (MDP) or a Partially Obable Markov Decision Process
(POMDP) where dialogue moves transition betweetodie states and rewards are
given at the end of a successful dialogue. Thetisoluo the dialogue management
problem is a policy specifying for each state thptiroal action to take. Typically
rewards depend on the domain and can include fadioch as task completion,
dialogue length, and user satisfaction.

Several research groups have investigated thefuRk for dialogue management
in slot-filling dialogues, including [4, 5, 13]. @Hilling dialogues are dialogues in
which the user presents a complex query or seregaest (e.g. a hotel booking), and
the system iteratively asks for more informatiorfuidy specify and confirm a set of
“slots” that are needed to generate a databasg (e€. location, price range, room
type) and ultimately satisfy the user’s requesal@jue policy decisions are typically
whether to ask for a slot value, confirm a slouealquery the database, or present an
answer. A typical reward function is to multiplyetmumber of slots that have been
filled and confirmed by a weighting factor (e.g.01oints) and subtract the number
of system turns multiplied by a weighting factomg(es points) [5].

In contrast to slot-filling dialogue, in negotiatidialogue the system and the user
have opinions about the optimal outcomes and trgagch a joint decision. Dialogue
policy decisions are typically whether to preseetept, or reject a proposal, whether
to compromise, etc. Rewards may depend on thedfypelicy that we want to learn.
For example, a cooperative policy should be rewhfde accepting the other party’s
proposals. On the other hand a non-cooperativecypahould be rewarded for
ignoring the other party's proposals. Unlike slititrfig dialogues, the use of RL for
learning negotiation dialogue policies has onlerdly been investigated [3, 6]. More
specifically, Heeman [6] reported work on represgnthe RL state for learning
negotiation dialogue policies for a furniture laytask.

The problem with RL is that it requires on the erdéthousands of dialogues to
achieve good performance. Therefore, it is no lofgasible to rely on data collected
with real users. Instead, training data is gendréteough interactions of the system
with simulated users (SUs) [4]. In order to leaoog policies, the behavior of the
SUs needs to cover the range of variation seeeahusers [4]. Furthermore, SUs are
critical for evaluating candidate dialogue policigk

3 Our Corpus

In our negotiation domain, the data consists oflodizes between American
undergraduates playing the role of a florist argtarer who share a retail space. The
dialogues were collected by Laurie R. Weingartndea\. Brett, and Mary C. Kern
at Northwestern University. The florist and the @gonegotiate on four issues: the
design of the space, the temperature, the rentthaiidadvertising policy. The florist
and the grocer have different goals, preferencebuae different types of arguments.



We have annotated 21 dialogues using a cross-allmgumentation and persuasion
annotation scheme that we have developed.

This scheme is an adaptation of existing codings®s on negotiation [2, 9, 10],
following a review of literature on cross-cultudifferences in negotiation styles (e.g.
[1, 14]), and our observations from its applicattorcoding negotiation dialogues in
different domains. To our knowledge this is thestfiannotation scheme designed
specifically for coding cross-cultural argumentati@and persuasion strategies.
Previous work on cross-cultural negotiation [1] ina$ focused on argumentation or
persuasion in particular.

Table 1 depicts an example dialogue annotated evithcoding scheme. Actually
the annotations are more complex but here thegianplified for brevity since their
presentation is outside the scope of the paper.

As mentioned above, in the corpus the florist dr&drocer negotiate about four
issues and sometimes these issues can be intadtwioe example, there could be
trade-offs such as “I will agree on design A if yagree on a low temperature”. Given
that the task of learning dialogue policies with Ban be very complex even for
simple slot-filling applications, in this initialxperiment we decided to simplify the
problem as much as possible. Thus we focus onitephow to negotiate about only
one of the issues, the temperature. The florist favor of lower temperatures to keep
her flowers fresh whereas the grocer prefers hitgraperatures so that her customers
feel comfortable.

Tablel. Example annotated dialogue with speech actseifildhist-grocer domain.

Speake Utteranci Speech ct

Florist  How does that work for yol request_info.preferen

Grocer  Well, personally for the grocery | think firovide_argument.logic
is better to have a high temperature.

Grocel Just because | want the customers to elaborat:
comfortable.

Florist  Okay. acknowledg:

Grocel And also if it is warm, people are more elaborat
to buy cold drinks to keep themselves
comfortable and cool.

Florist ~ That's true accep

Florist But what about your products stayi rebut_argument.log
fresh? Don't they have to stay fresh or
otherwise?

So we created a new smaller corpus by extractireg ghrts related to the
temperature issue from the original corpus. We ascduded all dialogues with
intertwined issues (3 dialogues) and dialogues &/bee party makes an offer in the
first turn and the other party agrees immediat8lydialogues). Thus we ended up
with 15 shorter dialogues. Furthermore, we simglifthe speech acts as shown in
Table 2. These simplified dialogues were usedrfiining our SUs as we will see in
section 4. Also, Table 3 shows some statisticshefgdimplified corpus used in our
experiment.



Table2. Example simplified dialogue used for training tids.

Simplified Speech Ac
florist, provide_infopreferenc
florist, release_tui
grocer, provide_argume
grocer, offe

grocer, release_tu
florist, rejec

florist, release_tui
grocer, rovide_argumel
groce, elaborat

groce, offer

grocer, release_tu
florist, accef

florist, release_tui

Table 3. Statistics of the simplified corpus used forrinag the SUs.

Florist Groce Total
Total # turn: 65 65 13C
Avg # turns per dialgue 4.2 4.2 8.7
Total # utterance 87 101 188
Avg # utterances per dialog 5.8 6.7 12.5

4 Simulated Users

Our SUs are built on the speech act level fromodiads in the format depicted in
Table 2. Note that we have inserted one more a¢telrase_turn”, which was not
part of the original corpus to mark the boundakbesveen turns. Our SUs are based
on n-grams of speech acts [4]. For example, valjdadns (Table 2) would be:

e grocer,provide_argument  grocer, elaborate grocer,offer

» florist,provide_info.preference  florist,releat@gn —

grocer,provide_argument
The first 3-gram indicates that if the grocer pdeé an argument and then

elaborates on this argument, then a possible aigtifor the grocer to make an offer.
The second 3-gram indicates that if the floristviles her preference on the
temperature and then releases the turn, then abjgosstion is for the grocer to
provide an argument. The probability of each actsooomputed from our corpus. In
this experiment we used 3-grams. The list of Slibast(as well as system actions) is
given in Table 4. As we can see, our annotatedoglid data does not include
information about cultural dimensions such as imlialism. Thus we cannot directly
learn from the corpus a SU of a particular cultaliahension. In our experiment we
consider two different types of SUs, an individeaBU that never compromises, and
an altruist SU that is the exact opposite of arviddalist. The individualist SU-
florist always generates arguments in favor of Ibsmperatures, offers low



temperatures, rejects high temperatures, and #o. fdhe altruist SU-florist always
generates arguments in favor of high temperatafésrs high temperatures, rejects
low temperatures, and so forth. Likewise for thdividualist and altruist SU-grocers.

Table4. System policy and SU actions used in our expetime

System and SU Actio
request_info.preferen
provide_info.preferenc
provide_argume
elaborat
rebut_argume
acknowledg:

offer

accep

rejec

release tur

5 Learning Negotiation Policies

After we have built our SUs, we have these SUsaistewith our system (i.e. a virtual
human) using RL in order to learn different pol&cié\ virtual human that learns by
interacting with a SU tweaked to care about indigldgain, is expected to learn how
to negotiate better against this type of convesratiinterlocutor. To ensure that our
virtual human will also learn to simulate a parkicu cultural dimension we
manipulate the reward functions used in RL. Fom#la, a virtual human that cares
about individual gain will always be rewarded fatians that lead to individual gain
and penalized for actions that lead to individwakl or mutual gain. More specifically
we consider two types of policies in the same fashas for the SUs. Thus the
individualistic florist policy is rewarded when thmitcome of the conversation is
agreement on a low temperature (+800 points) andlzed otherwise (-800 points).
The altruistic florist policy is rewarded when tloatcome of the negotiation is
agreement on a high temperature (+800 points) andlized otherwise (-800 points).
Likewise for the individualistic and altruistic grer policies. To facilitate learning we
have also added one more penalty (-800 pointssdane incoherent sequences of
actions, i.e. when the action “elaborate” or “relaumgument” appears before a
“provide_argument” and when an “accept” or “rejeattion appears when no offers
or arguments are on the table. There is also dtye@fal0 points for each policy and
SU action. The fastest possible successful dialognebe for one of the interlocutors
to make an offer and the other to accept. Thushigbest possible reward in a
dialogue can be 800 minus 4 actions = 760, the factions are “offer”,
“release_turn”, “accept”, “release_turn”. Tablet®ws the reward functions used in
our experiment. The goal of RL is to learn the mjali action in each dialogue state so
that the desired outcome is achieved (e.g. a heghperature for the individualist
grocer, a high temperature for the altruist florett.).



Another issue is how to represent the state sothigaproblem is tractable and at
the same time good policies can be learned. In paiger we used the state
representation shown in Table 6, which leads to@@&kible states. We can see each
feature with all the possible values it can takaaly the policy actions are the same
as the SU actions (see Table 4).

Table5. Reward functions for each type of policy.

Type of Folicy Outcomi  Incohereni  Penalty pe
Sequence Action
Individualist florist low +80C -80C -10
Individualist florist high -80C -80C -10
Altruist florist low -80C -80C -10
Altruist florist high +80C -80C -10
Individualist grocel low -80C -80C -10
Individualistgrocel high +80C -80C -10
Altruist groce low +80C -80C -10
Altruist groce high -80C -80C -10

Table 6. State representation for learning.

State Fepresentatic

Current speaker (florist/groc

Most recint temperature supported by the flo
(low/high)

Most recent temperature supported by the gr
(low/high)

Is there an argument on the table and by wh
(none/florist/grocer)

Is there an offer on the table and by whc
(none/florist/grocer)

If there is an offer, what ithetemperature offerec
(low/high)

Is there erejectedoffer (the most remt rejection) anc
by whom? (none/florist/grocer)

If there is a rejected offer, what is the rejec
temperature? (low/high)

For training we used the SARSAalgorithm [11] with greedy exploration at 30%
to explore the state-action pair space. We ran(20i@rations for learning the final
policy for each condition. More specifically, weataed an individualistic florist
policy trained against both an individualist SU@gnand an altruist SU-grocer, an
altruistic florist policy trained against both amdividualist SU-grocer and an altruist
SU-grocer, and so forth. All possible combinatiare shown in Table 7 in the
evaluation section (section 6).



6 Evaluation of Learned Negotiation Policies

We evaluate our learned policies against our Skisome cases these are the SUs
used for training which can be a potential problemd certainly is an issue to be
addressed in future work (for example when a flopslicy is trained with an
individualist SU-grocer and also tested with anivittialist SU-grocer). However,
due to data sparsity we cannot perform cross-widida The data would not be
enough for training reliable SUs.

We run each policy against all types of SUs (20@ukated dialogues) and we
report the outcome (how many successes we haveptaw failures, and how many
dialogues end with no agreement). For the indiVidtie florist policy the dialogue is
considered successful if the final agreed tempezat low, in other words if the
result of the negotiation favors the florist, amdfarth. Results are given in Table 7.
The notation is as follows: FI(GA)-GI stands for amdividualistic florist policy
trained against an altruist SU-grocer and testexdnagan individualist SU-grocer,
and so forth.

The policies perform well (either they win or thesea tie) when interacting (in
testing) with the SUs of the opposite culture (edividualistic policy versus altruist
SU), which is a good result. When this is not taseceither there is no agreement or
the SU wins. It is not surprising that the poli@ed not win in those cases but that the
SU wins instead of having a tie (as in interactiBA$GA)-GA and GI(FI)-FI). This
is an issue for further investigation. Another ieting issue is that one would expect
that a policy trained on a SU of the same cultdiadension, e.g. FI(GI), would not
perform well because in training there would alwégs disagreements. But these
policies sometimes behave well, i.e. FI(GI)-GA, BX)-GI, GI(FI)-FA, and
GA(FA)-FI, but obviously not as well as FI(GA)-GA&A(GI)-GI, GI(FA)-FA, and
GA(FI)-FI respectively.

Table 7. Evaluation results for all combinations of paigiand SUs.

Type of Folicy # Successt  # No Agreement: # Failure:
FI(GI)-GI 0 53¢ 146¢
FI(Gl)-GA 177: 22¢ 0
FI(GA)-GI 0 547 145:
FI(GA)-GA 180¢ 19¢ 0
FA(GI)-GI 179z 20¢ 0
FA(GI)-GA 0 534 146¢€
FA(GA)-GI 145¢ 54¢ 0
FA(GA)-GA 0 200c 0
GI(FI)-FI 0 200c 0
GI(FI)-FA 133: 66¢ 0
GI(FA)-FI 0 68t 131t
GI(FA)-FA 1661 33¢ 0
GA(FI)-FI 1701 29¢ 0
GA(FI)-FA 0 70€ 129¢
GA(FA)-FI 1287 71z 0

GA(FA)-FA 0 137¢ 628




7 Discussion

Our results are generally consistent with our Sabability manipulations and reward
functions, which is encouraging. However, in orttemake the problem tractable and
learn these policies we had to compromise in maspgects. The question that arises
is what kind of improvements could be done whileth@ same time keeping the
learning task tractable.

In this experiment in order to keep things traagale make the assumption that
there is no middle-ground behavior, which is uristial In a real setting, it would
make sense for the agents to compromise in somes caspecially when the
individualist florist interacts with the individuat grocer or the altruist florist
interacts with the altruist grocer.

Furthermore, the SU-florist or SU-grocer alwaysprp one temperature each. In
the future we intend to allow the SUs to generatguments about different
temperatures based on a probability distributionl &ne dialogue context. For
example, the individualist SU-grocer will generaieguments in favor of high
temperatures with a much higher probability thaguerents in favor of middle-
ground temperatures. That will lead to more realisimulations because in our data
there are cases where the florist or the grocevigeoarguments in favor of their
interlocutor or of a middle-ground solution.

We have also limited the number of actions to leanty to 10 and have kept the
dialogue state small for tractability (for example do not take into account the
previous actions, which is a very important featufdl these compromises of course
affect the quality of the learned policies. In fwork we will investigate different
state representations and action sets and seeheywaffect performance. We will
also evaluate the policies against one anothemmigtagainst SUs.

Finally, the metric that we use for our evaluatiGhsather crude and it does not
give us any insight about what happens in the eoofshe dialogue (the same is true
for metrics that measure the success of RL-baskdgsoas the number of slots that
are filled and confirmed in slot-filling applicatis [4, 5, 13]), but we believe that it is
a good first step towards developing evaluationricetfor new types of dialogue
other than slot-filling dialogues.

8 Conclusons

We built culture-specific dialogue policies of va humans in negotiation and in
particular in argumentation and persuasion. In tdedo that we used a corpus of
non-culture specific dialogues and built SUs. Theing these SUs and RL we
learned negotiation dialogue policies. Furthermave, took into account research
findings about specific cultures in order to tweladth the SUs and the reward
functions used in RL towards a particular cultiiée evaluated the learned policies
in a simulation setting. Our results are consistettt our SU manipulations and RL
reward functions.
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