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ABSTRACT 
Virtual humans are embodied software agents that should not only 
be realistic looking but also have natural and realistic behaviors. 
Traditional virtual human systems learn these interaction beha-
viors by observing how individuals respond in face-to-face situa-
tions (i.e., direct interaction). In contrast, this paper introduces a 
novel methodological approach called parasocial consensus sam-
pling (PCS) which allows multiple individuals to vicariously ex-
perience the same situation to gain insight on the typical (i.e., 
consensus view) of human responses in social interaction. This 
approach can help tease apart what is idiosyncratic from what is 
essential and help reveal the strength of cues that elicit social 
responses. Our PCS approach has several advantages over tradi-
tional methods: (1) it integrates data from multiple independent 
listeners interacting with the same speaker, (2) it associates prob-
ability of how likely feedback will be given over time, (3) it can 
be used as a prior to analyze and understand the face-to-face inte-
raction data, (4) it facilitates much quicker and cheaper data col-
lection. In this paper, we apply our PCS approach to learn a pre-
dictive model of listener backchannel feedback. Our experiments 
demonstrate that a virtual human driven by our PCS approach 
creates significantly more rapport and is perceived as more be-
lievable than the virtual human driven by face-to-face interaction 
data.  

Categories and Subject Descriptors 
I.2.11 [Distributed Artificial Intelligence]: Intelligent agents; 
I.2.6 [Artificial Intelligence]: Learning 

General Terms 
Measurement, Performance, Design, Experimentation 

 

Keywords 
Virtual Humans, Rapport, Backchannel Feedback, Parasocial 

1. INTRODUCTION 
Virtual humans are embodied software agents designed to simu-
late the appearance and social behavior of humans, typically with 
the goal of facilitating natural interaction between humans and 
computers. Previous psychological work [6][7] has emphasized 
that face-to-face interactions between people can be richly interac-
tive, involving verbal and nonverbal synchrony and frequent 
feedback between interlocutors including nods, interjections and 
facial expressions. When present, these characteristics promote 
effective communication and have encouraged the development of 
virtual humans that can replicate this richness. Indeed, recent 
work has demonstrated that, through simulating such interactional 
behaviors, virtual humans can promote feelings of rapport 
[4][13][14][19], increase interactional fluency [18] and promote 
self-disclosure of intimate information [17]. 

In order to achieve those effects, virtual human researchers have 
turned to data-driven methods to automatically learn realistic 
interactional behaviors. Traditionally, virtual humans learn from 
annotated recordings of face-to-face interaction 
[1][3][5][15][22][23]. However, there are some drawbacks with 
such data. First, there is considerable variability in human beha-
vior and not all human data should be considered a positive ex-
ample of the behavior a virtual human is attempting to learn. For 
example, if the goal is to learn to produce feelings of rapport, it is 
important to realize that many face-to-face interactions fail in this 
regard. Ideally, such data must be separated into good and bad 
instances of the target behavior, but it is not always obvious how 
to make this separation. Second, a virtual human is attempting to 
learn a general behavior pattern that it could apply across social 
situations, yet each example in a face-to-face dataset is intrinsical-
ly idiosyncratic – illustrating how one particular individual re-
sponded to another. Such data gives us no insight on how typical-
ly the responses might be or how well they might generalize 
across individuals. 

Although the common wisdom is that face-to-face interaction data 
is the gold standard and third party observers always have differ-
ent feelings from people involved in an interaction, research into 
parasocial interaction [19] suggests that individuals can readily 
respond as if they were in a natural social interaction when they 
interact with pre-recorded media. In this paper, we present a data-
collection paradigm called Parasocial Consensus Sampling (PCS) 
that exploits this characteristic of human behavior. Instead of 
recording face-to-face interactions, participants are guided 
through a parasocial interaction. Given some communicative goal 
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(for example, convey to the person you are interested in what s/he 
is talking about), the participants are requested to achieve that by 
interacting with the mediated representation of a person. In this 
way, multiple participants can interact with the same media. This 
approach has several advantages over the traditional ways:  (1) it 
allows multiple independent listeners to interact with the same 
speaker, (2) it associates probability of how likely feedback will 
be given over time, (3) it can be used as a prior to analyze and 
understand the face-to-face interaction data, (4) it substantially 
reduces the time and cost of data collection. 

The following section describes the related work in virtual human 
non-verbal behavior generation and parasocial interaction. Section 
3 explains the general framework of Parasocial Consensus Sam-
pling paradigm. In section 4, we apply the Parasocial Consensus 
Sampling paradigm to collect listener backchannel data. Section 5 
presents the subjective evaluation experiments and discusses the 
evaluation results. We conclude our work in Section 6. 

2.  Related Work 
Prior research has produced a variety of virtual humans that can 
provide rich interactive feedback to human speakers. The bulk of 
this work has focused on techniques for analyzing or learning 
from large datasets of face-to-face interactions. For example, 
Ward et al. [3] examined natural face-to-face interactions to de-
rive a rule-based model where backchannels are associated with a 
region of low pitch lasting 110ms during speech. Nishimura et al. 
[15] proposed a unimodal decision tree approach for producing 
backchannels based on prosodic features, the system analyzes 
speech in 100ms intervals and generates backchannels as well as 
other paralinguistic cues (e.g. turn taking) based on pitch and 
power contours. Maatman et al. [23] combined Ward's algorithm 
with a simple method of mimicking head nods and subjective 
evaluations demonstrated the generated behaviors do improve 
feelings of rapport and speech fluency. Morency et al. [1] ad-
vanced Ward's work by proposing a statistical machine learning 
model, they developed an automatic feature selection strategy and 
trained Latent Dynamic Conditional Random Field based on mul-

timodal features (lexical words, prosodic features, eye gaze) to 
learn the dynamic structure during interaction.  Jonsdottir et al. 
[22] built a dialogue system which uses prosody features to learn 
turn-taking behaviors. They implemented a reinforcement learning 
model to learn this on the fly and the system is very close to hu-
man speakers with regards to speed. 

Although this work has innovated techniques for learning from 
data, there has been less attention to innovating methods for col-
lecting the data these systems use to learn. The implicit assump-
tion in the above work is that the best results can be obtained from 
collecting lots of examples of face-to-face interactions. However, 
as discussed before, face-to-face interaction has problems, such as 
individual variability and less generalization. 

An alternative way to collect data is to interact parasocially. Pa-
rasocial Interaction, first introduced by Horton and Wohl [19], 
occurs when people exhibit the natural tendency to interact with 
media representations of people as if they were interacting face-
to-face with the actual person [24]. Fifty-years of research has 
documented that people readily produce such “parasocial” res-
ponses and these responses bear close similarity to what is found 
in natural face-to-face interactions, even though the respondents 
are clearly aware they are interacting with pre-recorded media 
[25]. For example, Levy [21] found people behave as if they were 
having a two-way conversation with a television news anchorper-
son while watching the person on TV. Parasocial interaction re-
search suggests that participants could assume the role of one 
interaction partner in a previously recorded conversation and pro-
duce social responses similar to what they would exhibit if they 
were in the original face-to-face conversation. But there is no 
similar work, as far as we know, that shows whether the paraso-
cial interaction works for human interaction data collection. This 
paper is the first one to apply the parasocial interaction theory in 
collecting human behavior data and generating virtual human 
behavior. 

Figure 1. Comparison between Parasocial Consensus Sampling (PCS) and conventional Face-to-Face Interaction. Unlike face-
to-face interaction, where interaction behaviors are deduced by observing how individuals respond in a social situation, pa-
rasocial consensus sampling allows multiple individuals to vicariously experience the same social situation to gain insight on 
the typical (i.e., consensus view) of how individuals behave within face-to-face interaction. 



3. Parasocial Consensus Sampling 
Parasocial consensus sampling is a novel methodological ap-
proach to eliciting information about the typicality of human res-
ponses in social interactions. Unlike traditional virtual human 
design, where interaction behaviors are deduced by observing 
how individuals respond in a social situation, parasocial consen-
sus sampling allows multiple individuals to vicariously experience 
the same social situation to gain insight on the typical (i.e., con-
sensus view) of how individuals behave within face-to-face inte-
raction. By eliciting multiple perspectives, this approach can help 
tease apart what is idiosyncratic from what is essential and help 
reveal the strength of cues that elicit social responses.   

The idea of parasocial consensus is to combine multiple paraso-
cial responses to the same media clip in order to develop a com-
posite view of how a typical individual would respond. For exam-
ple, if a significant portion of individuals smile at a certain point 
in a videotaped speech, we might naturally conclude that smiling 
is a typical response to whatever is occurring in the media at these 
moments. More formally, a parasocial consensus is drawing 
agreement from the feedback of multiple independent participants 
when they experience the same mediated representation of an 
interaction. The parasocial consensus does not reflect the behavior 
of any one individual but can be seen more as a prototypical or 
summary trend over some population of individuals which, advan-
tageously, allows us to derive both the strength and reliability of 
the response.     

Although we can never know how everyone would respond to a 
given situation, sampling is a way to estimate the consensus by  
randomly selecting individuals from some population. Thus, pa-
rasocial consensus sampling is a way to estimate the consensus 
behavioral response in face-to-face interactions by recording the 
parasocial responses of multiple individuals to the same media 
(i.e., by replacing one partner in a pre-recorded interaction with 
multiple vicarious partners). By repeating this process over a cor-
pus of face-to-face interaction data we can augment the traditional 
databases used in learning virtual human interactional behaviors 
with estimates of the strength and reliability of such responses 
and, hopefully, learn more reliable and effective behavioral map-
pings to drive the behavior of virtual humans. 

More concretely, we define parasocial consensus sampling as 
follows. Given: 

 An interactional goal: this is the intended goal of the 
virtual human interactional behaviors. For example, 
Gratch et al [2] created an agent that conveys a sense of 
rapport and engagement. Participants in parasocial con-
sensus sampling should be implicitly or explicitly en-
couraged to behave in a manner consistent with this 
goal (e.g., if the goal is to promote rapport, participants 
could be instructed to respond as though they are inter-
ested in the pre-recorded speaker).    

 A target behavioral response: this is the particular re-
sponse or set of responses that we wish our virtual hu-
man to generate. For example, if we are trying to create 
a virtual human that knows when to interrupt conversa-
tional partner, participants should be encouraged to 
produce this behavior. Candidate behavioral responses 
include backchannel feedback [2], turn taking [1], eva-

luative facial expressions or paraverbals such as “uh-
huh”[3]. 

 Media: this is the set of stimuli that will be presented to 
participants in order to stimulate their parasocial res-
ponses. Ideally this would be a media clip derived from 
a natural face-to-face interaction where the participants 
can view the clip from a first-person perspective. For 
example, if the original interaction was a face-to-face 
conversation across a table, the camera position should 
approximate as close as possible the perspective of one 
of the conversation partners. 

 A target population: this is the population of individu-
als we wish our virtual human to approximate. This 
might consist of members selected from some particular 
group (e.g., women, speakers of African-American ver-
nacular, or patients with clinical depression). Partici-
pants should be recruited from this target population. 

 A measurement channel: this is the mechanism by 
which we measure the parasocial response. The most 
natural way to measure the response would be to en-
courage participants to behave as if they were in a face-
to-face interaction and record their normal responses. 
However, a powerful advantage of imaginary nature of 
parasocial interactions is that participants might be en-
couraged to elicit responses in a more easily measured 
fashion. For example, if we are interested in the consen-
sus for when to smile in an interaction, we can ask par-
ticipants to exaggerate the behavior or even press a but-
ton whenever they feel the behavior is appropriate. 
Candidate measurement channels include the visual 
channel (e.g. videotaping), audio channel (e.g. voice re-
cording) or mechanical channel (e.g. keyboard re-
sponse). 

Given these components, PCS proceeds as follows:  for each pa-
rasocial stimuli of interest, draw multiple participants from the 
target population, induce the interactional goal, and allow them to 
experience the media stimuli while measuring the target behavior-
al response through the selected measurement channel. 
There are several differences between PCS and the traditional data 
collection approach as shown in Figure 1. 
(1) In face-to-face interaction, speaker and listener are paired; 
while in PCS, multiple independent listeners interact with one 
speaker. The listeners actually do not interact with speakers di-
rectly; instead, the interaction is done through media, for example, 
through videos. In other words, what the listeners interact with is 
the mediated representation of the speaker. Therefore, it is possi-
ble to make multiple independent listeners interact with the same 
speaker, which is not typically possible in the traditional methods. 
(2) In face-to-face interaction, for each speaker, only one listener's 
feedback data is collected. As shown in the upper part of Figure 1, 
what the data can provide us is binary values over time, that is, 
giving feedback or not. However, that is not what we really want. 
Human behavior is flexible so that it is not appropriate to restrict 
it to a yes or no question. Instead, the listener's feedback needs to 
be associated with probability representing how likely the feed-
back will be given over time. With multiple independent partici-
pants' feedback, this can be done by building a histogram, we call 



it parasocial consensus, over time, which shows how many partic-
ipants agree to give feedback at time t. The more the number of 
participants agreeing to give feedback at time t, the higher proba-
bility the feedback has. 
(3) In face-to-face interaction, the listener's feedback may contain 
outliers, or idiosyncratic ones. Those outliers can be excluded by 
applying the parasocial consensus as a mask on the original lis-
tener's feedback. A feedback is selected only if several partici-
pants all agree to give it. 

4. Building Parasocial Consensus of Listener 
Backchannel Feedback (Experiment 1) 
Parasocial consensus sampling (PCS) is a general framework for 
efficiently learning the typicality of human responses in social 
interactions. We now illustrate the utility of PCS by applying it to 
the problem of learning a predictive model of human backchannel 
feedback. Such feedback plays an important role in the establish-
ment of rapport between people and learning when to provide this 
feedback has been a focus of prior research [1][3]. 

In this first experiment, we assess some basic questions about the 
methodology:  can people provide parasocial responses? Do they 
believe their responses are meaningful? Does the resulting con-
sensus have any correspondence to the interactional goal? In the 
next section we then assess if the resulting consensus can then be 
used to animate a virtual listener. 

4.1 Method 
As discussed in Section 3, parasocial consensus sampling is de-
fined by five key elements: interaction goal, target behavioral 
response, media, target population and measurement channel. In 
our study, we targeted our parasocial sampling as follow: 

 Interactional goal: Creating rapport. 

 Target behavioral response: Backchannel feedback. 

 Media: Pre-recorded videos. 

 Target population: General public. 

 Measurement channel: Keyboard. 

The choices of interactional goal and target behavioral response 
are based on previous work showing the importance of creating 
rapport in human-human interaction [6][8][9][10][11][12] and 
identifying backchannel feedback as one of the key behavioral 
cues [3] to create rapport. As our choice for media, we decided to 
use pre-recorded videos of human speakers retelling a story to 
another human listener. This paradigm was previously used for 
studying human behaviors, including rapport [4]. The most inter-
esting design decision is the measurement channel: pressing a key 
to express feedback. We selected this challenging measurement 
channel to push the boundaries of conventional consensus sam-
pling and find a more efficient method to model human behaviors. 

4.2 Procedure 
We recruited 42 participants over the web to watch pre-recorded 
videos. Each participant watched six randomly selected videos 
from a list of 30. The participants were adults from Asia, North 
America and Europe. Each pre-recorded video showed a different 
speaker retelling a story drawn from [4].  
Participants were instructed to pretend they were in a video tele-
conference with the speaker in the video and to establish rapport 
by conveying they were actively listening and interested in what 
was being said. To convey this interest, participants were in-
structed to press the keyboard each time they felt like providing 
backchannel feedback such as head nod or paraverbals (e.g. "uh-
huh" or "OK").  
To assess participants’ subjective impressions of the task, we 
included three questions after each video: 

 Competence: Do you find the task easy or hard?  

 Missed Opportunities: Do you think you missed good 
opportunities to provide feedback?  

 Timing: Do you think you gave feedback at points 
where you should not have?  

 
 Figure 2. Example segment illustrating a parasocial consensus of listener backchannel (see Section 4) varies over time. While 

individual feedback (from the original face-to-face interaction) only gives discrete prediction; our parasocial consensus shows 
the relative importance of each feedback. By applying a response level to our parasocial consensus, we get only important feed-
back. 



Each question was answered using a 5-point Likert scale scale. At 
the end of the experiment, participants were offered the opportu-
nity to make general comments about the study. 

4.3 Results 
We built the parasocial consensus by computing the histogram 
over time. As suggested in [1][3], the time line is converted into 
samples with sample rate of 0.1s and every backchannel from 
participants has a width of 1 second, that is, 10 samples. Whenev-
er there is a backchannel occurring on a sample, the histogram of 
that sample increases by 1. Thus, each sample is associated with a 
number indicating probability to give backchannel. Figure 2 
shows an example of our parasocial consensus and compares it to 
the backchannel feedback from the listener in the original face-to-
face interaction. By looking at the original listener's feedback, it is 
clear that pause is a good predictor of feedback, but the relative 
strength of this feature is not certain. On the other hand, the pa-
rasocial consensus shows the relative importance of each feed-
back. The last one is the most important. Looking back on the 
interaction data, the utterances before the first two pauses are 
statements, while the last one expresses an opinion, suggesting 
that pauses after opinions may be stronger predictors of listener 
feedback. Also, the speaker expressed emphasis on the third utter-
ance. This result gives us a tool to better analyze features that 
predict backchannel feedback. 

4.3.1 Self-assessment Questionnaire 
By looking at the results from the three questions, we are able to 
know the participants' self-assessment about their feedback in the 
experiment.  

Table 1. Self-assessment results 

 Competence Missed opportunities Timing 

Mean 4.0 1.3 1.2 

It is clear that the participants think the task is easy, and the num-
ber of missed opportunities and wrong feedback are small. In 
other words, they do feel like they can do such a task quite well. 
Some comments indicated that after watching the first video and 

being accustomed to the special way to "interact" with the speak-
ers in the video, it is easy to follow that routine later. 

4.3.2 Response Level 
When predicting backchannels from parasocial consensus, a thre-
shold is set to filter out the backchannels whose probabilities are 
low. The probability is determined by the number of participants 
agreeing to give that feedback. In the consensus data, different 
feedback is associated with different probability so that the higher 
the threshold is, the fewer the backchannels are selected. In [1], 
the authors explained the threshold as a way to make the virtual 
human have different expressiveness; the more frequent the feed-
back is, the more expressive the virtual human will be. We follow 
the concept here. 
The threshold is selected to make the parasocial consensus data as 
expressive as the original listener's behavior. By testing different 
values for the threshold, as shown in Figure 3, the response level 
is set to 3, where the number of backchannels from parasocial 
consensus is closest to that from the face-to-face interaction data. 

4.3.3 Objective Evaluation on Interaction Goal 
Although the participants reported that they can do this task quite 
well, it is necessary to find an objective way to measure the quali-
ty of their consensus. Participants were instructed to create a sense 
of rapport, so one way to assess the quality of their consensus is to 
compare the consensus behaviors with the listeners' behaviors in 
the original dataset: if the behavior of an original listener closely 
approximates the consensus behavior, we would predict that the 
listener would be judged as exhibiting high rapport; if they dif-
fered significantly from the consensus, we would expect them to 
have low rapport. Indeed, this is what we show. 
More specifically, we: 

a) Separated videos into a low-rapport set and a high-
rapport set: We sort the videos in ascending order 
based on the level of rapport that the original speaker 

Figure 3. Selecting the response level. When the re-
sponse level is set to 3, the number of backchannels 
from parasocial consensus data is closest to the number 
from face-to-face interaction data 

Figure 4. Correlation between PCS with face-to-face 
data for low-rapport set (left) and high-rapport set 
(right). The AVONA test on the two sets shows F = 6.32, 
p = 0.0184, which means parasocial consensus data cor-
relates with high-rapport set significantly better than the 
low-rapport set. 



felt in their f2f interaction, and group the first half into 
low-rapport set and the second half into high-rapport 
set. 

b) Predict backchannels: As mentioned in 4.3.2, the re-
sponse level is set to 3, the peaks in parasocial consen-
sus whose values are larger than that are selected as the 
predicted backchannel time. 

c) Compute correlation: The correlation is measured by 
computing the percentage of predicted backchannels 
that can find matches in the f2f interaction data for each 
video. 

d) Compare the correlation with low-rapport set and 
high-rapport set:  each video has a correlation mea-
surement between parasocial consensus data and face-
to-face data. ANOVA test is applied to find whether 
there is significant difference for the correlation mea-
surement of videos in the two sets. The mean value of 
the correlation for low-rapport set is 0.1, and the mean 
value for high-rapport set is 0.26, F = 6.32, p = 0.0184. 
(As shown in Figure 4.) 

Clearly, there is significant difference between the two video sets, 
which means the parasocial consensus correlates with the face-to-
face interaction data much better when the speaker reported high 
rapport level. In other words, the parasocial consensus represents 
the listeners' backchannels that create more rapport.  This is objec-
tive evidence that the participants can do this task well. 

5. Subjective Evaluation of Parasocial Con-
sensus (Experiment 2) 
Experiment 1 demonstrated that participants feel comfortable 
producing parasocial responses and that their consensus is corre-
lated with the desired interactional goal. In Experiment 2 we as-
sess if the parasocial consensus can be used to naturally animate 
the behavior of virtual humans and if this behavior achieves the 
interactional goal. 
Specifically, we construct videos illustrating a human interacting 
with a virtual listening agent (Figure 5) and assess the naturalness 
and perceived rapport of alternative methods for generating the 
virtual human’s backchannel feedback to the human’s speech. We 
hypothesize that PCS will be better in terms of rapport (given that 
the elicitations demonstrate the consensus view toward this inte-
ractional goal) and comparable in naturalness that a human listen-
er experienced in the face-to-face interaction. 

5.1 User Study 
Five speaker videos are randomly selected from the 30 pre-
recorded face-to-face interactions. For each speaker video, the 
virtual human [16] is driven by four kinds of backchannel data 
respectively:  

 PCS: the backchannels from parasocial consensus 
where the response level is set to 3. 

 F2F: the face-to-face interaction's backchannels. 

 PCS all: the backchannels from parasocial consensus 
where the response level is set to 0. 

 Random: random backchannels. 
The four versions of virtual human's behavior are composed to-
gether with the corresponding speaker's video as shown in Figure 
5.  
In a within-subjects design, 33 participants were recruited to eva-
luate the quality of these different behavioral mappings. Each 
participant saw the four versions (presented in a random order) of 
one of the five videos. Before watching those videos, the partici-
pants are told that "In each video, there is a speaker telling a story 
and a virtual human trying to give feedbacks to the speaker using 
head nods. The speaker will be the same in each video, the only 
difference is the virtual human's head nods. You will evaluate the 
timing of head nods by answering 4 questions after watching each 
video". The 4 questions we used to evaluate the virtual human's 
feedback are: 

 Rapport: How much rapport do you feel between the 
agent and speaker while watching the video? (From 
1(Not at all) to 7(Very much)) 

 Believable: Do you believe the agent was listening care-
fully to the speaker? (From 1(No, I don't believe) to 
7(Yes, absolutely) 

 Wrong Head Nods: How often do you think the agent 
head nod at inappropriate time? (From 1(Never inap-
propriate) to 7(Always inappropriate)) 

 Missed Opportunities: How often do you think the 
agent missed head nod opportunities? (From 1(Never 
miss) to 7(Always miss)) 

5.2 Results 
General Linear Model repeated measure [27] is used here to find 
whether there is significant difference among the four versions. 
The results are summarized in Figure 6. 

Rapport: the mean of rapport level of the virtual human driven by 
PCS is 5.121, the mean of rapport level of the virtual human dri-
ven by F2F is 4.303, the mean of rapport level by PCS all is 
4.333 and the mean of rapport level by random data is 3.606. The 
rapport level from PCS is significantly larger than the other three 
versions, and the rapport level from F2F is significantly larger 
than the random data. 

Figure 5. Videos for subjective evaluation 



Believable: the mean of believable level of the virtual human 
driven by PCS is 5.55, the mean of believable level by F2F is 
4.09, the mean of believable level by PCS all is 4.21, and the 
mean of believable level by random data is 3.48. The believable 
level of PCS is significantly larger than the other three versions. 
Wrong Head Nods: the mean of inappropriate head nods of the 
virtual human driven by PCS is 2.667, the mean of inappropriate 
head nods by F2F is 2.273, the mean of inappropriate head nods 
by PCS all is 3.242, and the mean of inappropriate head nods by 
random data is 3.212. There is no significant difference among 
the four versions, though. 
Missed Opportunities: the mean of missed opportunities of the 
virtual human driven by PCS is 2.455, the mean of missed oppor-
tunities by F2F is 3.212, the mean of missed opportunities by 
PCS all is 2.455, and the mean of missed opportunities by ran-
dom data is 3.485. The missed opportunities of random data is 
significantly larger than the other three versions, the missed op-
portunities of F2F is significantly larger than that of PCS and 
PCS all. 

5.3 Discussion 
From the rapport and believable question (mentioned in section 
5.1), it is obvious that the virtual human driven by PCS creates 
the most rapport and people find it more believable than other 
versions. This demonstrates the parasocial consensus sampling 
learns a better model of listener backchannels than the conven-
tional face-to-face interaction data. Not surprisingly, random 
head-nods produce the worst result, which matches the work in 
[2], where the authors found “the contingency of agent feedback 
matters when it comes to creating virtual rapport.” Interestingly, 
the virtual human driven by PCS all has similar performance as 
the F2F data. This confirms the importance of selecting a good 
response level, as described in section 4.3.2. 
When looking at the wrong head nods and missed opportunities 
questions, we can see that all four approaches have approximately 
the same number of wrong head nods (false positive). The differ-
ence is in the missed opportunities (false negative) where both 
PCS and PCS all significantly outperform F2F and random data. 
This indicates that individuals cannot always catch all the good 

opportunities to give backchannels, while by aggregating the 
feedback from multiple independent participants, we could get a 
more complete picture. Also it is worth noticing that the number 
of missed opportunities is identical for PCS and PCS all, showing 
that the response level did not filter important backchannel feed-
back. 
In other words, the results from our subjective evaluation shows 
that the PCS data has the least false negative samples of back-
channels, and the virtual human driven by PCS data creates the 
most rapport within the interaction, thus, it is the most believable 
one as well. 

6. Conclusion and Future Work 
In this paper, we presented a new paradigm called parasocial con-
sensus sampling (PCS) which allows multiple individuals to vica-
riously experience the same situation to gain insight on the typical 
(i.e., consensus view) of human responses in social interaction. 
This approach helps tease apart what is idiosyncratic from what is 
essential and helps reveal the strength of cues that elicit social 
responses. Comparing with face-to-face interaction data, our PCS 
approach has several advantages: (1) it allows multiple indepen-
dent listeners to interact with the same speaker, (2) it associates 
probability of how likely feedback will be given over time, (3) it 
can be used as a prior to analyze and understand the face-to-face 
interaction data, (4) it can collect data in a much faster and cheap-
er way. We applied parasocial consensus sampling to collect lis-
tener backchannel data, and the experiments showed the virtual 
human driven by our PCS approach creates significantly more 
rapport and is perceived as more believable than the virtual hu-
man driven by face-to-face interaction data. 

The current work can be extended in several ways. We tested the 
new paradigm in the context of backchannel prediction, but there 
are many possible candidates which are potentially suited to this 
approach, such as turn-taking, eye gaze shift, facial expression. 
We want to run some similar experiments on other problems as 
well to testify the validation of our approach in advance. 

Figure 6.  the subjective evaluation results for rapport, believable, wrong head nods, and missed 
opportunities of the four versions: PCS, F2F, PCS all, and Random. The star(*) means there is sig-
nificant difference between the versions under the brackets. 
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