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Abstract—The following series of experiments explore the effect of static peripheral stimulation on the perception of distance and
spatial scale in a typical head-mounted virtual environment. It was found that applying constant white light in an observer’s far
periphery enabled the observer to more accurately judge distances using blind walking. An effect of similar magnitude was also
found when observers estimated the size of a virtual space using a visual scale task. The presence of the effect across multiple
psychophysical tasks provided confidence that a perceptual change was, in fact, being invoked by the addition of the peripheral
stimulation. These results were also compared to observer performance in a very large field of view virtual environment and in the
real world. The subsequent findings raise the possibility that distance judgments in virtual environments might be considerably more
similar to those in the real world than previous work has suggested.

Index Terms—Virtual environments, spatial perception, distance judgments, field of view, periphery

1 INTRODUCTION

Users of virtual environments, when judging positions along the
ground plane, have consistently indicated that the apparent distance
of objects appear closer than their actual geometric position [5, 13,
14, 15, 19, 25, 30, 32, 33, 37, 38, 40, 44, 45, 46, 47]. This effect is
confusing as great lengths are often taken to ensure that the reti-
nal projection of the virtual environment closely matches that of an
equivalent real world environment [2, 28, 31, 42]. This is even more
interesting when comparing these results to the significantly larger
body of distance judgment literature that exists for real world envi-
ronments. These studies quite uniformly demonstrate veridical per-
formance across a large range of distances when full visual cues are
available [19,25,29,41,43]. However, it is frequently the case that not
all visual signals available in the real world can be reasonably repro-
duced in the virtual world. It is an open question as to which of these
signals are necessary to enable accurate spatial perception in virtual
environments. Jones et al. [14, 16] provide evidence indicating that
visual stimulation in the far periphery may be an important source of
information when performing spatial judgments. This was an intrigu-
ing result as many virtual environments seldom present visual stimu-
lation outside of the near periphery, see Figure 1. However, their work
was not conclusive as to the exact manner by which this stimulation
provided benefit. This document details a series of five experiments
intended to expand upon the work described by Jones et al. [14, 16]
and to further inform the nature of the benefit provided by peripheral
stimulation.

2 RELATED WORK

It has long been established that vision is a strong guide to ac-
tion, especially with regard to our movements within an environ-
ment [9, 10, 11, 41]. As such, visually guided movements, includ-
ing walking, jumping, pointing, or reaching, are generally well cali-
brated with regard to our spatial understanding of the world around
us [8, 10, 18, 29, 32, 41]. This connection between movement and vi-
sion has led to a considerable body of research devoted to how we
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judge distances under varying viewing restrictions. Cutting and Vish-
ton [6, 7] offer an informative introduction to the basic visual cues
indicative of distance and their effectiveness across three ranges of
distances: personal, action, and vista space. An often used alternative
nomenclature for these spaces is respectively near, medium, and far
field. These labels are effectively equivalent, with near field distances
being those within arm’s length, medium field being distances extend-
ing to roughly 30m, and the far field representing all distances beyond
30m.

There is no lack of prior work in the field of distance judgments
as visually guided movements are an important part of our everyday
lives. In real world viewing conditions, people are quite accurate in
judging positions across a large range of distances using a variety of
methods [19,24,29,32,33,37,41]. Observers have been shown to accu-
rately judge distances within arm’s length using blind reaching tasks.
In such tasks, an observer is shown a target displaced in space and then
asked to blindly reach to its location [8, 32, 33]. In the medium field,
blind walking (otherwise referred to as visually directed walking) is
commonly used as a means of reliably measuring distance judgments
out to roughly 20 meters with remarkable accuracy [19, 20, 29, 41].
A modest sampling of real world blind walking results can be seen
in Figure 2. In blind walking, observers are typically shown a target
located along the ground plane at a given distance. They then either
close their eyes or have their vision blocked and walk until they feel as
though they are standing at the target distance. The walked distance is
used as an indication of the perceived distance to the target. Variants
of this technique, such as imagined walking and triangulated walking,
have been shown to provide similar results [18, 44].

In head-mounted virtual environments, however, a curious trend of
underestimated distances has been documented [5, 13, 14, 15, 19, 25,
30, 32, 33, 37, 38, 40, 44, 45, 46, 47]. Many of these studies employ
one or more of the psychophysical measurement techniques described
above. The magnitude of the underestimation varies appreciably from
one set of results to the next. Many researchers have attempted to of-
fer speculative explanations. Unfortunately, no consensus has been
reached as to why these underestimations occur in virtual environ-
ments. Some have investigated the possibility that improper model-
ing of the display device’s optical and geometric characteristics is to
blame, but found only somewhat negligible effects on distance esti-
mation errors [17, 22]. This is a reasonable concern as proper model-
ing of the optical characteristics of the image producing system (the
display device) and the image receiving system (the human eye) is
necessary to produce an image of the virtual environment that would
result in a retinal projection comparable to that of an equivalent real
world environment. Considerable effort, however, has been invested
in calibration techniques that ensure that these parameters are con-
trolled [2, 28, 31, 42]. Other work has indicated that humans are ca-



Fig. 1. Regions within the human binocular field of view. Adapted from
Taylor [39], Boring et al. [3], and Strasburger et al. [36].

pable of tolerating a certain amount of miscalibration in the modeling
of their physical and display characteristics [4]. Another often specu-
lated candidate is the variable depth of focus in the real world which
triggers the ocular accommodative response [6]. Variable focus does
not usually exist in virtual environments due to technical limitations
of the fixed optical systems typically used in head-mounted displays.
This results in a decoupling of the ocular accommodative response
from other depth cues available in a virtual environment. To some-
what mitigate this factor, many head-mounted displays have fixed fo-
cal distances at or near optical infinity as the accommodative response
of most humans is negligible beyond roughly 2 meters [6]. This, of
course, reduces bias introduced by accommodative mismatch for dis-
tances at 2 meters and beyond, but not for closer distances. For most
medium field virtual environments, this is an acceptable compromise
and leads one to discount accommodation as a source of the oft cited
underestimations. Others have speculated that the limited field of view
of many head-mounted displays is a possible culprit. However, there
exists conflicting results regarding field of view as the contributing
factor. Work by Wu et al. [48] indicated that distance judgments in
the real world suffered as the vertical, but not horizontal, field of view
was restricted. However, Wu et al. [48] also found that this effect
could be countered by allowing observers to pan their view vertically
along the ground plane. However, both Knapp and Loomis [20] and
Creem-Regher et al. [5] found no effect of field of view on distance
judgments. Other work by Jones et al. [14] found evidence that in-
dicated that a small field of view virtual environment could produce
improved distance judgments when real world optical flow was added
to the lower, far periphery. However, they were unable to explain why
this was the case. A follow-up study by Jones et al. [16] attempted
to determine if this far peripheral optical flow was causing observers
to recalibrate their gait, enabling them to move more accurately in the
virtual environment. They found that gait did seem to be a partial con-
tributing factor but that it was insufficient to explain all the observed
improvements. They speculated that the peripheral stimulation may
have served as an additional reference to the location of the ground
plane relative to the observers’ eye position.

The findings described by Jones et al. [14, 16] are intriguing as the
area within the visual field where the stimulation was provided is out-
side of that typically considered in most virtual environment experi-
ments. The binocular field of view for most humans spans a range
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Fig. 2. Mean distance judgments from several real world blind walking
experiments. Individual series of judgments have been vertically offset
for ease of viewing. Each is presented with a bold, black line indicative
of ideal performance.

of 180◦×120◦. Figure 1 shows a polar representation of the angu-
lar expanse of the typical, forward looking, binocular field of view.
This figure is adapted from that described by Taylor [39] which is
itself based on that described by Boring et al. [3]. Most current head-
mounted displays seldom provide fields of view larger than 60◦. As
can be seen in Figure 1, this is a substantially small portion of that
which would be available under real world viewing conditions. The
remainder of our field of view is not without purpose. A large body
of research in the visual sciences has been dedicated to studying dif-
ferences in the detection of visual stimuli in the periphery. For in-
stance, motion detection thresholds in the periphery are much higher
than for central vision [23,27]. The ability to resolve minute variations
in luminance in low light conditions is significantly better in the pe-
riphery [36]. Though detail resolution is quite low, peripheral vision
provides finer temporal resolution than central vision [12]. Reports,
dating back as far as the late 1800s, claim that our peripheral vision is
used to aid in orientation and obstacle avoidance [1, 9]. Other studies
have shown that when vision in the periphery is restricted, in either
the real or virtual world, our ability to understand our surroundings
and judge spatial relationships suffers greatly [1,14,16,48]. These are
fundamental features of how the periphery influences visually driven
actions. However, the vast majority of the periphery is unavailable in
most virtual environments.

Before continuing further, it is important to clarify the terminology
to be used when discussing the periphery. For these purposes, we bor-
row and somewhat adapt the terminology described by Strasburger et
al. [36]. We refer to foveal vision as the area within the radius of 2.5◦,
parafoveal extending from 2.5◦ to 4.5◦, and perifoveal extending from
4.5◦ to 8.5◦. We will collectively refer to these areas as central vision.
The area beyond central vision extending to a radius of 30◦ we refer
to as near periphery. All areas beyond a radius of 30◦ will be referred
to as far periphery. A visual representation of these areas is shown in
Figure 1.

3 EXPERIMENT I: LIGHT BAR STIMULATION

The work described by Jones et al. [14] demonstrated substantial im-
provements in distance judgments as participants were exposed to
varying levels of peripheral visual information near the lower edge



Fig. 3. The virtual environment used in Experiments I through IV.

Fig. 4. Display, occluder, and light bar used in Experiment I.

of the observers’ natural field of view. The speculative explanation
offered for these results was that participants were using peripheral
optical flow as a means of either correcting their movements or in-
ternalized scale of the environment. However, one of the conditions
described in these experiments brings this explanation into question.
Specifically, the VR Partially Occluded with Attention condition de-
scribed by Jones et al. [14] provided remarkably little visual informa-
tion, yet it yielded significant improvements in distance judgments. In
the VR Partially Occluded with Attention condition, participants were
provided with low fidelity optical flow in near darkness at the extreme
lower edge of their periphery while viewing a small field of view vir-
tual environment. Could it be possible that this improvement came
from a source other than optical flow? Experiment I aimed to answer
this question by providing visual stimulation but no optical flow in the
observers’ lower, far periphery.

3.1 Method
Eight participants (4 males, 4 females, mean age: 25) with normal or
corrected to normal vision were recruited for this experiment. All par-
ticipants were naive to the purposes of the experiment. Participants
viewed a virtual environment through an NVIS nVisor ST60 head-

Fig. 5. Placement of virtual environment and light bar within the field of
view. The shaded region denotes the extent of the typical human’s field
of view.

mounted display. This display offers horizontal, vertical, and diagonal
fields of view of 48◦×40◦×60◦. The virtual environment, shown in
Figure 3, consisted of a high fidelity model of a real world hallway
which spanned 1.82m in width and 16.53m in length from the par-
ticipants’ viewing position. The virtual environment was realistically
lit and textured to match its real world counterpart. Participants wore
earphones that played continuous white noise in order to prevent audi-
tory influences from affecting distance judgments. Instructions were
communicated to the participants via a wireless microphone system.
Participants performed blind walking as a means of judging distances
to previously viewed objects placed along the ground plane. After
each blind walking trial, the virtual environment was visually muted
and participants were guided back to their starting position. Though no
visual information was presented during the return walk, to maintain
methodological consistency between this study and those described
by Jones et al. [14, 16], participants were instructed to keep their eyes
open until they were returned to the starting position. The object used
to indicate target distances was a white, wireframe pyramid with a
square base of 23.5cm and an apex of 23.5cm. Target distances ranged
from 3 to 7 meters in 1 meter increments. Each distance was presented
three times resulting in a total of 15 trials. Presentation order of tar-
get distances was determined by a restricted random shuffle, with the
restriction criterion that no target distance could be presented twice in
immediate succession. In Jones et al. [14], participants were exposed
to varying levels of real world peripheral stimulation through a small
gap between the display and the participants’ faces. For this exper-
iment, two stationary white LED light bars were placed in this gap,
one corresponding to each of the display’s eyepieces, as shown in Fig-
ure 4. Each light bar was constructed from a length of white plastic
conduit with a single white LED placed in one end. The LED was
powered by direct current from a small battery. The light bars were
powered on after each participant donned the head-mounted display,
and they remained illuminated for the duration of the experiment. The
remainder of the periphery was fully occluded using an opaque, black
cloth. Figure 5 shows the arrangement of the virtual environment and
light bar in terms of their position within the field of view. All ar-
eas within the field of view, excepting the display area and light bars,
were completely darkened. This Light Bar condition was intended
to provide light stimulation in the same area as described by Jones
et al. [14] but without the influence of optical flow. This condition
should be no more spatially informative than having no stimulation in
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Fig. 6. Mean distance judgments from Experiment I and the VR Partially
Occluded with Attention condition from Jones et al. [14].

the periphery. Jones et al. [14] demonstrated that when participants
viewed a virtual environment with the far peripheral fully occluded,
they judged distances to be only 63.8% of their actual length. Given
the similarity of these two conditions, one would expect no substantial
difference. It is important to note that for this experiment the virtual
environment, physical location, head-mounted display, and procedures
exactly matched those used in Jones et al. [14].

3.2 Results
The accuracy of distance judgments in this and the following experi-
ments are analyzed in terms of percent distance defined as the distance
walked during the blind walking procedure divided by the target dis-
tance. An accurate distance judgment, therefore, would result in a
percent distance of 100% while underestimations will result in a value
less than 100% and overestimations higher than 100%. All judgments
were analyzed using a mixed model analysis of variance (ANOVA).
Figure 6 shows the main findings from this experiment. Participants
in the Light Bar condition averaged 74.24% accuracy. When com-
paring this to the performance of participants in the VR Partially Oc-
cluded with Attention condition (75.79%) from Jones et al. [14] who
were supposedly benefitting from optical flow, we find that they do
not significantly differ (F(1,14)=0.048, p=0.831). Also, the improve-
ments seen in the VR Partially Occluded with Attention condition were
found to significantly increase as a function of time. However, this
trend did not significantly express itself in the Light Bar condition
(F(2,14)=2.210, p=0.147). Instead, the improved performance was
more generally distributed over the course of the experiment. These
are confusing results as the Light Bar condition essentially added no
information to the scene, yet participants judged distances as accu-
rately as those who were supposedly benefitting from optical flow in-
dicative of their movements.

4 EXPERIMENT II: PERIPHERAL FRAME STIMULATION

The results from Experiment I show that participants gained at least
some benefit from the presence of a stationary light source in the lower,
far periphery. However, is this benefit limited to the lower periph-
ery? Would participants glean even more benefit from also receiving
stimulation across the top and sides of their periphery? Experiment
II aimed to answer these questions by introducing a Frame condition
where white light stimulation was provided more broadly across the
participants’ far periphery.

Fig. 7. Placement of the virtual environment and peripheral stimulation
within the field of view for the Frame condition.

Fig. 8. Placement of the virtual environment within the field of view for
the No Frame condition.

4.1 Method
For this experiment, a Fakespace Wide5 head-mounted display was
used. This display has horizontal, vertical, and diagonal fields of view
of 150◦×88◦×150◦. This enabled stimulation to be graphically ren-
dered in the far periphery. To keep the view of the virtual environment
consistent with Experiment I and those described by Jones et al. [14],
the field of view of the NVIS nVisor ST60 was simulated by only us-
ing the central 48◦×40◦×60◦ portion of the screen area to display the
virtual environment. A white frame was also displayed in the periph-
ery at 80◦×73◦×84◦ and extended inward 5◦. The vertical edges and
corners of the frame fell outside the area of stereo overlap within the
HMD’s field of view, preventing convergence cues indicative of the
frame’s depth. The real world that would otherwise be visible in the
far periphery was fully occluded using an opaque, black cloth that cov-
ered the sides and bottom of the display. The placement of the virtual
environment and frame is illustrated with the full extent of the head-
mounted display’s field of view denoted by a dashed line in Figure 7.
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Fig. 9. Mean distance judgments from Experiment II and the VR Fully
Occluded condition from Jones et al. [14].

Otherwise, the methods used in this experiment exactly matched those
described in Experiment I. Since the display device used in this ex-
periment differed from that of Experiment I and Jones et al. [14], an
additional condition was performed without the peripheral frame. This
No Frame condition, illustrated in Figure 8, was intended to serve as
a control condition and establish baseline performance for this head-
mounted display. Aside from the change in display device, this con-
dition exactly matched the VR Fully Occluded condition described by
Jones et al. [14]. A group of 15 participants with normal or corrected
to normal vision were recruited for this experiment. All participants
were naive to the purposes of the experiment. Eight participants expe-
rienced the Frame condition (5 males, 3 females, mean age: 27) while
seven experienced the No Frame condition (7 males, mean age: 27).

4.2 Results
Figure 9 depicts the main findings from this experiment. Partici-
pants in the No Frame condition judged distances with an accuracy of
58.37% and did not significantly differ from those in the VR Fully Oc-
cluded condition, which averaged 63.8% (F(1,13)=0.823, p=0.381).
This indicates that simulating the smaller field of view of the nVi-
sor ST60 inside the Wide5’s larger display area provided mutually
comparable distance judgments. Participants that experienced the
Frame condition judged distances with an accuracy of 71.90%, which
was significantly more accurate than their No Frame counterparts,
(F(1,13)=6.123, p=0.028). Additionally, the Frame condition did not
significantly differ from the Light Bar condition from Experiment I
(F(1,14)=0.119, p=0.736). These results seem to indicate that adding
visual stimulation to the periphery is sufficient to provide a substantial
improvement in distance judgments as expressed by blind walking.

5 EXPERIMENT III: EFFECT OF PERIPHERY ON SCALE

Blind walking is typically considered to be a reliable method for gaug-
ing an observer’s perceived egocentric distance to a given point in the
surrounding environment. However, it is important to understand that
blind walking consists of essentially two components: visuospatial and
locomotive. Participants use their vision to encode the spatial location
of a target and then express this encoded location by walking to the
target’s position. Blind walking, as a distance measure, relies on the
assumption that an observer’s vision and motor responses are well cal-
ibrated spatially. When a factor, such as peripheral stimulation, alters
blind walking behavior, it can be unclear as to whether observers have
changed their spatial understanding or simply altered their walking

behavior. Jones et al. [16] attempted to disambiguate this relationship
but found mixed results indicating that high fidelity optical flow in the
far periphery did seem to have an impact on participants’ gait while
lower fidelity optical flow had none. They report, however, that both
high and low fidelity optical flow significantly improved blind walking
performance in virtual environments. This leaves open the possibility
that peripheral stimulation may be modifying the participants’ spatial
representation of the environment. However, this could not be clearly
determined with the experimental design utilized by Jones et al. [16].
In order to resolve this point of uncertainty, the current experiment
aimed to determine whether or not participants were experiencing a
change in the perceived scale of the environment as a result of the
added peripheral stimulation.

5.1 Method
Ten participants (8 males, 2 females, mean age: 27) with normal or
corrected to normal vision were recruited for this experiment. All par-
ticipants were naive to the purposes of the experiment. Participants
were shown the same head-mounted virtual environment through the
simulated 48◦×40◦×60◦ field of view used in Experiment II. The
participants were asked to freely look about the environment until they
felt they had a good sense of the size of the virtual space. When par-
ticipants indicated their readiness, they were removed from the head-
mounted display and walked a short distance to a screen depicting a
projected, static image of the virtual environment as seen from their
prior observation position. The projected image spanned an area of
0.67m × 0.56m on the projection screen and was positioned at the
participants’ approximate eye height. Participants stood 4 meters from
the projection screen and were instructed to walk towards the projected
image until they felt as though the size of the environment in the pro-
jected image matched that seen in the head-mounted display. Once
the participants indicated they were standing at the distance where the
projected image matched the scale of the head-mounted environment,
their distance from the projection screen was recorded. This procedure
was repeated six times, three with the presence of the peripheral frame
(Frame) and three without (No Frame). Presentation order was alter-
nated between subjects with half of the participants first experiencing
the presence of the peripheral frame and the remainder without.

Gogel’s Theory of Phenomenal Geometry [10] theorizes that any
point within visually perceived space can be described in terms of
three fundamental variables: 1) perceived direction relative to the ob-
server, 2) perceived egocentric distance from the observer, and 3) per-
ceived position of the observer. One can easily see these variables ex-
pressed in many commonly used spatial judgment tasks. For instance,
perceived direction is a factor in triangulation based tasks, such as
pointing. Other tasks, such as blind walking, provide an estimation of
direct egocentric distance. We suggest that the visual scale task de-
scribed here is driven by the third variable, perceived position of the
observer. This judgment task operates by having observers reproduce
their approximate viewing position within the virtual environment, as
driven by the visual angle subtended by the projected image. This
method is somewhat similar to natural perspective estimation proce-
dures, but retains an explicit coupling between observation position
and visual scale [34, 35].

5.2 Results
A repeated measures analysis of variance was conducted to determine
if the alternating presentation order of the peripheral frame had an
effect on responses. No significant effect of presentation order was
detected (F(1,8)=2.495, p=0.153). Participants stood significantly
further from the projection screen (1.293m) when having previously
viewed the virtual environment with the peripheral frame than when
having viewed the same environment without the frame (1.078m)
(F(1,8)=7.556, p=0.025). Using the visual angle occupied by the
back face of the hallway for each of these viewing distances, the
change in visual scale of the virtual environment can be calculated.
The width of the virtual hallway was 1.82m and extended 16.53m from
the participants’ viewing position. The width of the hallway’s end oc-
cupied 3.86◦ of visual angle in the Frame condition and 4.61◦ in the
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Fig. 10. Comparison of blind walking and visual scale tasks.

No Frame condition. Using the hall width as a scaling factor, we can
now calculate the distance from the observer to the end of the hall-
way. It was found that the hallway appeared to be 13.49m long in the
Frame condition and 11.28m long in the No Frame condition. These
correspond to 80.8% and 67.4% of the hallway’s actual length, respec-
tively. Recall that the blind walking results indicated that participants
in the Frame condition judged distance as 71.9% of their actual dis-
tance while participants in the No Frame condition judged distances as
58.4% of their actual distance. As can be seen in Figure 10, the results
of the scaling task very closely mimic the trends seen in the previously
discussed blind walking judgments. Interestingly, the percentage dif-
ference between the Frame and No Frame conditions in both distance
judgments (13.5%) and scale judgments (13.4%) are quite identical.
When comparing the percent distance judged in the blind walking task
with the calculated percent distance from the scaling task, no signifi-
cant difference could be found (Frame: F(1,16)=0.400, p=0.536; No
Frame: F(1,16)=0.339, p=0.568). These results are consistent with
the hypothesis that the addition of visual stimulation in the far periph-
ery is not simply causing participants to walk farther but is introducing
a change in the perceived scale of the virtual environment.

6 EXPERIMENT IV: LARGE FIELD OF VIEW ENVIRONMENT

Experiments I and II demonstrated appreciable improvements in the
performance of distance judgments when participants viewing a vir-
tual environment through a relatively narrow field of view were pro-
vided with a small amount of static peripheral stimulation outside of
the display area. Previous work has indicated that larger fields of view
allow individuals to perform distance judgments more accurately [48].
How does the improvement in performance seen with added periph-
eral stimulation compare to the performance of participants viewing
a virtual environment through a very large field of view? Experiment
IV sought to answer this question by introducing a Full Field of View
condition that presented the same virtual environment seen in Experi-
ments I and II but in a very large field of view.

6.1 Method
Eight participants (5 females, 3 males, mean age: 33) with normal or
corrected to normal vision were recruited for this experiment. These
participants viewed the virtual environment using the same Fakespace
Wide5 display used in Experiment II. However, for this experiment,
the display’s full 150◦×88◦×150◦ field of view, illustrated in Fig-
ure 11, was used to display the virtual environment. Otherwise, the

Fig. 11. Placement of the virtual environment within the field of view for
the Full Field of View condition.

apparatus and procedures for this experiment exactly matched those
described in Experiments I and II.

6.2 Results
Participants in the Full Field of View condition judged distances
(75.96%) significantly more accurately than participants who uti-
lized the smaller field of view in the No Frame condition (58.37%)
(F(1,13)=8.852, p=0.011). As can be seen in Figure 12, these partic-
ipants did not significantly differ in average performance from their
Light Bar (74.24%) and Frame (71.90%) counterparts (Light Bar:
F(1,14)=0.059, p=0.811; Frame: F(1,14)=0.848, p=0.373). How-
ever, if we look at the Full Field of View distance judgments as a func-
tion of target distance, we see a pattern of significantly improved judg-
ments as target distances increase (F(4,28)=5.971, p=0.001). This
pattern does not manifest itself in either the Light Bar or Frame con-
ditions (Light Bar: F(4,28)=0.645, p=0.635; Frame: F(4,28)=0.623,
p=0.650). A possible explanation is that the larger field of view pro-
vides substantially more texture information along the ground plane
than is available in the smaller field of view, giving more information
with increasing distance.

7 EXPERIMENT V: REAL WORLD OCCLUSION

Most normally sighted individuals have a binocular field of view that
spans roughly 180◦×120◦. The field of view of the environment seen
by participants in Experiment IV, 150◦×88◦, is approaching that of
the real world. It has been well documented that individuals judge
distances with near 100% accuracy when performing blind walking in
the real world [19, 20, 24, 29, 41]. This includes the Real World condi-
tion described by Jones et al. [14], where participants averaged 93.5%
accuracy. Many blind walking experiments in virtual environments
compare performance against a real world control condition. In this
paradigm, participants experiencing the virtual environment are usu-
ally disallowed from seeing anything outside the display’s narrow field
of view and are typically presented with no visual stimulus between
trials. However, participants in the real world condition may experi-
ence insufficient occlusion or occlusion that is not directly comparable
to the experimental condition. Since minute, nonspecific visual stimu-
lation between trials, particularly with regard to the periphery, has un-
til recently not been considered as a possible influence on the outcome
of blind walking tasks, such asymmetries between the experimental
and control conditions may have gone unnoticed and undocumented.
However, the results from Jones et al. [14] and Jones et al. [16] show
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Fig. 12. Mean distance judgments from Experiment IV.

that the presence of visual stimulation, even in near total darkness,
during the return portion of the blind walking procedure quite strongly
influences distance judgments. This brings up an interesting question
regarding comparability between experimental and control conditions
where occlusion procedures are incongruent or insufficient. Experi-
ment V aimed to determine if rigorously disallowing visual stimulation
during the return walk using occlusion procedures that very closely
mimicked those used in Experiments I through IV would alter perfor-
mance in an otherwise unencumbered real world condition. To test
this possibility, we introduce a Real World Occluded condition.

7.1 Method
Eight participants (5 males, 3 females, mean age: 22) with normal
or corrected to normal vision were recruited for this experiment. As
depicted in Figure 13, participants wore a veil constructed of opaque,
black cloth attached to a hard plastic cap. This veil, when pulled over
the top of the head, allowed participants to have a full, unimpeded view
of the real world environment. Participants performed the blind walk-
ing task with the veil in this position. When participants completed
their judgment walk, the veil was lowered before they returned to their
starting position. The experiment took place in the real world location
that was modeled for the previous virtual environments. Otherwise,
the experimental procedures matched those used in the previous ex-
periments.

7.2 Results
Interestingly, the Real World Occluded participants judged distances
with only 81.74% accuracy. This is considerably lower than has
been reported by many studies examining real world blind walking
[13, 14, 15, 19, 20, 24, 29, 41]. Work by Kuhl et al. [21] has shown
that significant individual variations exist between participants in blind
walking tasks, with roughly one third of participants being predis-
posed to underestimating real world distances relative to a population
mean of 96% accuracy. This value is consistent with the 93.5% ac-
curacy seen in the Real World control condition reported by Jones et
al. [14]. In the current experiment, 95% confidence intervals were
calculated per participant revealing that 7 of the 8 participants sig-
nificantly underestimated distances relative to the mean performance
reported by Kuhl et al. [21] and 6 of the 8 participants relative to the
mean reported by Jones et al. [14]. Though it is possible that these
results could be the product of randomly recruiting an above aver-
age number of participants predisposed to underestimation, this seems

Fig. 13. Occluder used for Experiment V shown in (a) occluding and (b)
viewing configurations.

unlikely given the substantial number of participants exhibiting un-
derestimation. This suggests that depriving participants of visual in-
formation during the return walk appreciably hinders the participant’s
ability to judge distances with blind walking. As can be seen in Fig-
ure 14, participants in the Real World Occluded significantly under-
estimated distances relative to those in Jones et al. [14]’s Real World
condition (F(1,16)=10.905 p=0.004). Perhaps more interesting is the
lack of a significant difference between the performance of the Real
World Occluded participants and their Full Field of View counterparts
(F(1,14)=1.254, p=0.282). This suggests that participants in a large
field of view virtual environment may, in fact, judge distances as accu-
rately as participants in an equivalently occluded real world viewing
condition. A comparison of performance in the Real World Occluded
and the Light Bar and Frame conditions reveals that participants also
did not significantly differ in their distance judgments (Light Bar:
F(1,14)=1.063, p=0.321; Frame: F(1,14)=4.364, p=0.055). The im-
provement in distance judgments with increasing target distance ob-
served in Experiment IV did not manifest itself in this experiment
(F(4,28)=1.106, p=0.373).

8 DISCUSSION

Somewhat surprisingly, the results from Experiment I indicate that at
least some of the performance improvements seen by Jones et al. [14]
may not have been a result of optical flow, but from the presence
of light in the far periphery. This is a curious result as the simple
presence of a light source does not, in itself, convey any information
about the surrounding environment or the observer’s position within
the environment. However, Experiments II and III continue to sup-
port the hypothesis that adding peripheral stimulation to a virtual en-
vironment improves one’s ability to judge distance and scale. It is
especially interesting that the effect of the peripheral stimulation ex-
presses itself equally in terms of both egocentric distance and visual
scale judgments. As with any psychophysical phenomenon, observers’
responses are colored both by their internalized perceptual representa-
tions and the physical manifestation of those representations [26, 43].
For instance, changes in blind walking responses could be caused not
only by changes in perceived target distance, but also by changes in
the way one walks. Using a single technique, such as blind walking,
cannot reveal which influence has caused a change in an observer’s
response. We suggest that by observing changes in the blind walking
and visual scale tasks, both of which are driven by one’s spatial under-
standing, that the peripheral stimulation provided in these experiments
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Fig. 14. Mean distance judgments from Experiments IV, V, and the Real
World condition from Jones et al. [14].

is influencing behavior on a perceptual level.
Prior work by Jones et al. [16] speculated that peripheral stimula-

tion may affect the internal representation of an environment’s spatial
scale but lacked sufficient evidence to substantiate this hypothesis. The
present work, however, indicates that peripheral stimulation can cause
an observer to perceive a change in scale when, in fact, there was none.
A counterargument could be made that perhaps participants were us-
ing the peripheral stimulation as a reference to the screen edge and
thereby consciously judging the virtual environment as only being a
small portion of a much larger screen area. However, the comments of
the participants after the experiment seem to counter indicate this hy-
pothesis. All participants in the Light Bar condition were aware that
the bar was present in the periphery, but this is expected as the de-
vice was manually powered on at the beginning of the experiment in a
manner that was difficult to ignore. However, most of the participants
in this condition commented that they stopped noticing the bar’s pres-
ence. Some of the participants claimed the light bar disappeared as the
experiment progressed, assuming that it had been remotely disabled
by the experimenters. This was not the case, and the light bar was
confirmed to be illuminated at the end of each experimental session.
Perhaps even more interesting are the comments of the participants in
the blind walking Frame condition. Since the peripheral frame was
graphically rendered, there were no obvious physical cues to explic-
itly direct participants’ attention to the periphery. Only two out of the
eight participants remarked that the frame was present when queried.
The remaining participants reacted skeptically when informed that the
frame was, in fact, present in their periphery. This implies that the
majority of participants in the Frame condition were not consciously
aware of the frame’s presence, making cognitive efforts an unlikely
explanation for the observed improvement in distance judgments.

A rather large amount of research has focused on distance judg-
ments in virtual environment with results varying substantially from
one experiment to the next. One possible explanation for the varia-
tion seen across the literature is uncontrolled peripheral stimulation.
A remarkably small amount of stimulation seems to be necessary to
trigger an effect [14, 16]. From the perspective of a researcher want-
ing to perform tightly controlled visual experiments in virtual environ-
ments, this is a troublesome thought as minor variations in peripheral
stimulation may inadvertently contaminate experiments. Achieving
sufficient occlusion can be a nontrivial task. In the process of investi-
gating methods of occlusion, several common techniques were imple-
mented [13, 17, 29, 35, 37, 45]. These included opaque goggles, foam

rubber baffles, blindfolds, night-masks, cloth shrouds, and darkening
the physical environment by extinguishing light sources. It was found
that most reasonable implementations of these methods still allowed
at least a small amount of light to be detected by observers. How-
ever, if instead we look through the eyes of a practitioner wanting to
enhance the performance of a virtual environment, these findings are
quite encouraging. If we consider the Light Bar condition from Ex-
periment I, simply adding two large, low resolution pixels to the lower
periphery of a small field of view display enabled its users to perform
as if they were utilizing a much larger field of view. Additionally, if
the surrounding real world environment is sufficiently similar to the
virtual world, Jones et al. [14]’s findings indicate that mixing a virtual
environment with real world periphery may even allow performance
comparable to that observed in the real world. This is quite exciting
when considering that large field of view displays can be difficult to
engineer and are often prohibitively expensive.

An intriguing proposition raised by Experiment V is that some vir-
tual environment blind walking studies may be using an inappropriate
control condition. A typical scenario for a blind walking study using a
head-mounted virtual environment involves observers viewing a target
located at some distance. The observers then close their eyes and have
the virtual environment visually muted. During this period without
vision, the observers then walk to the apparent location of the target.
The observers then return to the starting position, still without vision,
and the procedure repeats. In the real world, however, it is substan-
tially more difficult to visually mute the scene. Even when observers
close their eyes, they quite often have a visual awareness of their posi-
tion in the world from light passing their closed eye lids. This is made
obvious by simply closing your eyes while walking through a well-lit
environment. It quickly becomes apparent that you can resolve subtle
shifts in light and shadow even with eyes shut. Even very small lumi-
nance changes viewed through the black cloth occluder used by Jones
et al. [14] was sufficient to alter blind walking behavior. As demon-
strated by Jones et al. [14,16] and reiterated here, near darkness is not
equivalent to darkness. A very small amount of light seepage is capa-
ble of altering distance judgments. Finding an occluding configuration
that both prevents light seepage from the surrounding environment and
is not overly cumbersome for the observer is, in fact, quite challeng-
ing. For our purposes, we found the most effective occlusion to be
achieved by using a tightly woven, black cloth veil that drapes over
the shoulders and lays flat against the chest.

The results of Experiment V seem to indicate that, when the re-
turn portion of the blind walking task is made comparable, accuracy
of blind walking in the real world and the large field of view virtual en-
vironment cease to differ. However, it is worth noting that despite the
lack of comparability under these specific circumstances, the typical
real world blind walking procedure is likely a more valid comparison
for other real world based judgments. Though real world performance
drops when visual stimulation is removed between trials, it has yet
to be definitively seen if performance will improve when comparable
stimulation is added in the virtual environment. The results shown by
Jones et al. [14, 16] imply that this may be the case. However, the
stimulation they provided during the return walk was strictly periph-
eral, leaving this possibility only partially addressed.

9 CONCLUSION & FUTURE WORK

The results of the preceding experiments can be summarized in terms
of three main findings:

• Adding static, white light stimulation to the far periphery invokes
a positive change in perceived scale of a small field of view vir-
tual environment as expressed by blind walking and visual scale
estimation,

• The effect of peripheral stimulation on blind walking perfor-
mance was not significantly different than that observed in a very
large field of view virtual environment,

• Rigorous occlusion during the return portion of the blind walking
procedure impairs blind walking performance in an otherwise
unencumbered real world environment.



Substantial future work is required in order to fully understand the
mechanisms that underlie the perceived change in scale caused by
stimulating the far periphery. Since the peripheral stimulation pro-
vided no additional information about the virtual environment or the
observer’s position within the environment, we speculate that perhaps
providing visual signal, even if nonspecific, more broadly across the
field of view may serve sufficient to activate perceptual mechanisms
associated with spatial understanding. This, however, is a strictly spec-
ulative explanation that requires further investigation. Additionally, it
is as yet unclear whether there are draw backs associated with the pe-
ripheral stimulation as presented here. For instance, does having a
light source in the far periphery impact an observer’s sense of pres-
ence or immersion in a virtual environment? Based on the previously
discussed feedback from participants in Experiment II, we speculate
that impact on presence or immersion would be minimal. However,
this is beyond the scope of the current work and necessitates further
investigation.

In the authors’ prior work, which served as the basis for this series
of experiments, typical implementations of the real world blind walk-
ing procedure resulted in performance very much comparable to those
reported in many other studies, ranging from roughly 94% to 97%
accuracy [14,15,37]. The real world occlusion procedures used in Ex-
periment V were the first in this series of studies to both rigorously
occlude and closely mimic the occlusion procedures used in the ex-
perimental conditions. The surprising amount of underestimation seen
in this condition emphasizes the importance of comparability between
experimental and control conditions. However, it has yet to be deter-
mined how little light is necessary to facilitate a change in distance
judgments in the real world. It is our suspicion that very minor light
seepage around the edges or through occluding apparatuses is quite
possibly responsible for at least some of the variation in distance judg-
ments reported through the contemporary literature. However, further
investigation is needed to determine if this is, in fact, the case.

ACKNOWLEDGMENTS

The projects or efforts depicted were or are in part sponsored by the
U.S. Army. The content or information presented does not necessarily
reflect the position or the policy of the Government, and no official
endorsement should be inferred. This material is in part based upon
work supported by the National Science Foundation under grants IIS-
0713609 and IIS-1018413. The authors would also like to express
their gratitude to the Mississippi State University Institute for Imaging
and Analytical Technologies and the University of Southern California
Institute for Creative Technologies for use of their equipment and fa-
cilities. The authors would additionally like to thank Stephen R. Ellis
and Carrick C. Williams for their thoughtful insights. Special thanks
to Thai Phan, Gurjot Singh, Kennth Moser, Chunya Hua, and Sujan
Anreddy for assistance in data collection.

REFERENCES

[1] P. L. Alfano and G. F. Michel. Restricting the field of view: Perceptual
and performance effects. Perceptual and Motor Skills, 70(1):35–45, 1990.

[2] M. Axholt, M. Skoglund, S. O’Connell, M. Cooper, and S. Ellis. Param-
eter estimation variance of the single point active alignment method in
optical see-through head mounted display calibration. In IEEE Virtual
Reality Conference, pages 27–34, march 2011.

[3] E. G. Boring, H. S. Langfield, and H. P. Weld. Foundations of psychology.
John Wiley & Sons, New York, 1948.

[4] G. Bruder, A. Pusch, and F. Steinicke. Analyzing effects of geometric
rendering parameters on size and distance estimation in on-axis stereo-
graphics. In Proceedings of the ACM Symposium on Applied Perception,
pages 111–118, Los Angeles, CA, USA, 2012.

[5] S. H. Creem-Regehr, P. Willemsen, A. A. Gooch, and W. B. Thompson.
The influence of restricted viewing conditions on egocentric distance per-
ception: Implications for real and virtual indoor environments. Percep-
tion, 34:191–204, 2005.

[6] J. E. Cutting. How the eye measures reality and virtual reality. Behavior
Research Methods, 29:27–36, 1997. 10.3758/BF03200563.

[7] J. E. Cutting and V. P. M. Perceiving layout and knowing distances: The
integration, relative potency, and contextual use of different information

about depth in Handbook of Perception and Cognition, pages 69–117.
Academic Press, San Diego, CA, USA, 1995.

[8] S. R. Ellis and B. M. Menges. Localization of virtual objects in the near
visual field. Human Factors, 40(3):415–431, 1998.

[9] E. Fuchs. Text-Book On Ophthalmology. D. Appleton & Company, New
York, 1899.

[10] W. C. Gogel. The Analysis of Perceived Space in Foundations of Percep-
tual Theory, pages 113–182. Elsevier Science Publishers, 1993.

[11] W. C. Gogel and J. D. Tietz. Oculomotor adjustments in darkness and
the specific distance tendency. Perception & Psychophysics, 13:284–292,
1973.

[12] E. Hartmann, B. Lachenmayr, and H. Brettel. The peripheral critical
flicker frequency. Vision Research, 19:1019–1023, 1979.

[13] V. Interrante, B. Ries, and L. Anderson. Distance perception in immersive
virtual environments, revisited. Virtual Reality Conference, IEEE, 0:3–
10, 2006.

[14] J. A. Jones, J. E. Swan II, G. Singh, and S. R. Ellis. Peripheral visual in-
formation and its effect on distance judgments in virtual and augmented
environments. In Symposium on Applied Perception in Graphics and Vi-
sualization, pages 29–35, Toulouse, France, 2011.

[15] J. A. Jones, J. E. Swan II, G. Singh, E. Kolstad, and S. R. Ellis. The effects
of virtual reality, augmented reality, and motion parallax on egocentric
depth perception. In Symposium on Applied Perception in Graphics and
Visualization, pages 9–14, Los Angeles, USA, 2008.

[16] J. A. Jones, J. E. Swan II, G. Singh, S. Reddy, K. Moser, C. Hua, and
S. R. Ellis. Improvements in visually directed walking in virtual environ-
ments cannot be explained by changes in gait alone. In Proceedings of
the Symposium on Applied Perception, pages 11–16, Los Angeles, USA,
2012.

[17] F. Kellner, B. Bolte, G. Bruder, U. Rautenberg, F. Steinicke, L. M., and
R. Koch. Geometric calibration of head-mounted displays and its effects
on distance estimation. IEEE Transactions on Visualization and Com-
puter Graphics, 18(4):589–596, 2012.

[18] E. Klein, J. Swan, G. Schmidt, M. Livingston, and O. Staadt. Measure-
ment protocols for medium-field distance perception in large-screen im-
mersive displays. In Virtual Reality Conference, 2009. VR 2009. IEEE,
pages 107 –113, march 2009.

[19] J. M. Knapp. The Visual Perception of Egocentric Distance in Virtual
Environments. PhD thesis, University of California, Santa Barbara, Santa
Barbara, California, 1999.

[20] J. M. Knapp and J. M. Loomis. Limited field of view of head-mounted
displays is not the cause of distance underestimation in virtual environ-
ments. Presence, 13(5):572–577, 2004.

[21] S. A. Kuhl, S. H. Creem-Regehr, and W. B. Thompson. Individual dif-
ferences in accuracy of blind walking to targets on the floor. Journal of
Vision, 6(6):726, 2006.

[22] S. A. Kuhl, W. B. Thompson, and S. H. Creem-Regehr. Hmd calibra-
tion and its effects on distance judgments. ACM Transactions on Applied
Perception, 35(9):19, 2009.

[23] D. Levi, S. Klein, and P. Aitsebaomo. Detection and discrimination of
the direction of motion in central and peripheral vision of normal and
amblyopic observers. Vision Research, 24(1):789–800, 1983.

[24] J. M. Loomis, J. A. Da Silva, N. Fujita, and S. S. Fukusima. Visual
space perception and visually directed action. Journal of Experimental
Psychology: Human Perception and Performance, 18(4):906–921, 1992.

[25] J. M. Loomis and J. M. Knapp. Virtual and Adaptive Environments: Ap-
plications, Implications, and Human Performance, chapter 2, pages 21–
46. CRC Press, Mahwah, NJ, 2003.

[26] J. M. Loomis and J. W. Philbeck. Measuring Spatial Perception with
Spatial Updating and Action, pages 1–43. Psychology Press, New York,
2008.

[27] S. McKee and K. Nakayama. The detection of motion in the peripheral
visual field. Vision Research, 24(1):24–32, 1984.

[28] C. B. Owen, J. Zhou, A. Tang, and F. Xiao. Display-relative calibration
for optical see-through head-mounted displays. Mixed and Augmented
Reality, IEEE / ACM International Symposium on, pages 70–78, 2004.

[29] J. Philbeck, A. Woods, J. Arthur, and J. Todd. Progressive locomotor re-
calibration during blind walking. Attention, Perception, & Psychophysics,
70:1459–1470, 2008. 10.3758/PP.70.8.1459.

[30] A. R. Richardson and D. Waller. Interaction with an immersive virtual en-
vironment corrects users’ distance estimates. Human Factors, 49(3):507–
517, 2007.

[31] J. P. Rolland, W. Gibson, and D. Ariely. Towards quantifying depth and



size perception in virtual environments. Presence: Teleoperators and
Virtual Environments, 4(3):24–49, 1995.

[32] G. Singh, J. E. Swan II, J. A. Jones, and S. R. Ellis. Depth judgment
measures and occluding surfaces in near-field augmented reality. In Sym-
posium on Applied Perception in Graphics and Visualization, pages 149–
156, Los Angeles, California, USA, 2010.

[33] G. Singh, J. E. Swan II, J. A. Jones, and S. R. Ellis. Depth judgments by
reaching and matching in near-field augmented reality. In Poster Com-
pendium of the IEEE Virtual Reality Conference, pages 165–166, Irvine,
CA, USA, 2012.

[34] F. Steinicke, G. Bruder, and S. Kuhl. Realistic perspective projections
for virtual objects and environments. ACM Transactions on Graphics,
30(5):112, 2011.

[35] F. Steinicke, G. Bruder, S. Kuhl, P. Willemsen, M. Lappe, and K. H. Hin-
richs. Natural perspective projections for head-mounted displays. Visual-
ization and Computer Graphics, IEEE Transactions on, 17(7):888–899,
2011.

[36] H. Strasburger, I. Rentschler, and M. Juttner. Peripheral vision and pattern
recognition: A review. Journal of Vision, 11(5):1–82, 2011.

[37] J. Swan, A. Jones, E. Kolstad, M. Livingston, and H. Smallman. Egocen-
tric depth judgments in optical, see-through augmented reality. Visual-
ization and Computer Graphics, IEEE Transactions on, 13(3):429–442,
may-june 2007.

[38] J. Swan, M. Livingston, H. Smallman, D. Brown, Y. Baillot, J. Gabbard,
and D. Hix. A perceptual matching technique for depth judgments in
optical, see-through augmented reality. In Virtual Reality Conference,
2006, pages 19–26, march 2006.

[39] J. H. Taylor. Vision in Bioastronautics Data Book, pages 611–665. Sci-
entific and Technical Information Office – NASA, 1973.

[40] W. B. Thompson, P. Willemsen, A. A. Gooch, S. H. Creem-Regehr, J. M.
Loomis, and A. C. Beall. Does the quality of the computer graphics mat-
ter when judging distances in visually immersive environments. Pres-
ence: Teleoper. Virtual Environ., 13:560–571, October 2004.

[41] J. A. Thomson. Is continuous visual monitoring necessary in visually
guided locomotion? Journal of Experimental Psychology: Human Per-
ception and Performance, 9(3):427–443, 1983.

[42] M. Tuceryan and N. Navab. Single point active alignment method
(spaam) for optical see-through hmd calibration for ar. In Augmented
Reality, 2000. (ISAR 2000). Proceedings. IEEE and ACM International
Symposium on, pages 149 –158, 2000.

[43] M. Wagner. The metric of visual space. Perception & Psychophysics,
38(6):483–495, 1985.

[44] P. Willemsen, M. B. Colton, S. H. Creem-Regehr, and W. B. Thompson.
The effects of head-mounted display mechanics on distance judgments in
virtual environments. In Proceedings of the 1st Symposium on Applied
perception in graphics and visualization, APGV ’04, pages 35–38, New
York, NY, USA, 2004. ACM.

[45] P. Willemsen, M. B. Colton, S. H. Creem-Regehr, and W. B. Thompson.
The effects of head-mounted display mechanical properties and field of
view on distance judgments in virtual environments. ACM Trans. Appl.
Percept., 6:8:1–8:14, March 2009.

[46] P. Willemsen and A. Gooch. Perceived egocentric distances in real,
image-based, and traditional virtual environments. In Virtual Reality,
2002. Proceedings. IEEE, pages 275–276, 2002.

[47] B. G. Witmer and J. Sadowski, Wallace J. Nonvisually guided locomotion
to a previously viewed target in real and virtual environments. Human
Factors, 40:478–488, 1998.

[48] B. Wu, T. Ooi, and Z. He. Perceiving distance accurately by a directional
process of integrating ground information. Nature, 428:73–77, Mar 2004.


