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When and Why a Failed Test Potentiates the Effectiveness of
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Teachers and trainers often try to prevent learners from making errors, but recent findings (e.g., Kornell,
Hays, & Bjork, 2009) have demonstrated that tests can potentiate subsequent learning even when the
correct answer is difficult or impossible to generate (e.g., “What is Nate Kornell’s middle name?”). In
3 experiments, we explored when and why a failed test enhances learning. We found that failed tests
followed by immediate feedback produced greater retention than did a presentation-only condition.
Failed tests followed by delayed feedback, by contrast, did not produce such a benefit—except when the
direction of the final test was reversed (i.e., the participants were provided with the target and had to
produce the original cue). Our findings suggest that generating an incorrect response to a cue both
activates the semantic network associated with the cue and suppresses the correct response. These
processes appear to have 2 consequences: If feedback is presented immediately, the semantic activation
enhances the mapping of the cue to the correct response; if feedback is presented at a delay, the prior
suppression boosts the learning of the suppressed response.
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Tests are perhaps the most ubiquitous element of formal edu-
cation. For hundreds of years, almost every lecture, lab, and
seminar has concluded with a test. These criterion tests are in-
tended to diagnose the knowledge or ability possessed by the
student or trainee. In the past century, however, researchers have
discovered that tests do more than diagnose; they are potent
learning events (e.g., Gates, 1917; Spitzer, 1939). That is, tests
serve to create and/or strengthen associations between information
in memory. Indeed, successfully retrieving information during
learning often creates stronger memories than does re-studying
(e.g., Allen, Mahler, & Estes, 1969). This testing effect has been
demonstrated in a variety of domains, including children’s picture
naming (Wheeler & Roediger, 1992), high-school students’ com-
prehension of history lessons (Nungester & Duchastel, 1982),

college students’ comprehension of cognitive psychology course
material (Leeming, 2002), and undergraduate students’ recollec-
tion of idea units from prose passages (Roediger & Karpicke,
2006).

Nevertheless, tests are rarely used to improve learners’ compre-
hension or competence in mainstream education (e.g., Glover,
1989). The threat of a test is often used to encourage students to
study more (but with little effect on learning; see Haynie, 1997).
Educators may be reluctant to employ tests as learning events for
fear of the effects of incorrect responses. This fear is not without
substance. Butler and Peterson (1965) found that errors on tests
can be “stamped in,” meaning that producing an incorrect response
will cause that same incorrect response to be produced on later
tests (but see Metcalfe & Kornell, 2007). These findings reinforced
the emerging “errorless learning” movement (e.g., Terrace, 1963),
which posited that errors weakened instruction and created un-
wanted by-products of the training process. Indeed, errorless learn-
ing does appear to benefit clinical populations (e.g., Kern, Liber-
man, Kopelowicz, Mintz, & Green, 2002; Kessels & de Haan,
2003).

In normal classrooms and training settings, however, research
suggests that tests should still be used—even if students some-
times respond incorrectly (e.g., Marsh, Roediger, Bjork, & Bjork,
2007; Pashler, Zarow, & Triplett, 2003). Failed tests, it seems, do
not overwrite previously learned information or otherwise corrupt
cognition. Further, failed tests do not reduce the value of later
learning. On the contrary, Kornell et al. (2009) found that presen-
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tations of information were more powerful when they were pre-
ceded by failed attempts to produce that information.

Kornell et al. (2009) avoided item-selection effects by using
cues that made success impossible or highly unlikely. In Experi-
ments 1 and 2, they used trivia questions (e.g., “What peace treaty
ended the Calumet War?”) invented by Berger, Hall, and Bahrick
(1999). Their participants believed that these questions were real
(albeit obscure and difficult) especially because they were mixed
in with genuine trivia questions. Their participants therefore at-
tempted to answer the invented questions, but they had no chance
to produce the “correct” answer (e.g., “Harris Treaty”). Their
responses were deemed “incorrect,” and they were subsequently
given immediate corrective feedback: namely, the intact invented
question–answer pair. Their participants recalled more such items
on the final test than did participants who were allotted the same
amount of time to study the intact pair without having generated a
wrong answer (Experiment 1), and they recalled as many items as
did participants who, without having generated a wrong answer,
were given more than twice as much time to study the intact
question–answer pair (Experiment 2).

In Experiments 3–6, Kornell et al. (2009) used pairs of words
with weak semantic associations (called low associates). Before
viewing the intact pairs (e.g., “frog–pond”), their participants
sometimes saw the first word (the cue) and attempted to produce
the second word (the target). The participants produced a different
associate of the cue, such as “toad,” about 97% of the time and
then received immediate corrective feedback. These items were
recalled reliably more often on the final test than were items that
did not receive a test but were instead displayed intact for longer.
This advantage of failed tests was manifested whether the final test
was administered at the end of the learning phase or after a 24-hr
delay.

Richland, Kornell, and Kao (2009) also reported that failed tests
enhance memory. They tested their participants on some informa-
tion in a two-page neuroscience text that they had not yet read. The
participants, of course, were unable to produce the correct re-
sponses. After they read the text, they received a final test that
included the earlier questions. Richland et al. found that the facts
on which the participants had been tested were recalled at a
substantially higher rate than were corresponding facts on which
they had not been tested.

Further evidence for the value of failed tests comes from studies
in which the number of tests has been manipulated. Multiple
failures to produce the correct response led to better recall than did
a single failure (Izawa, 1966, 1967). Related studies (e.g., Benja-
min, Bjork, & Schwartz, 1998; Gardiner, Craik, & Bleasdale,
1973; Whitten & Bjork, 1977) have shown that participants’ final-
test recall was better for items that they had to work longer to
produce during learning (i.e., on which they had to expend more
effort). Auble and Franks (1978) directly manipulated the duration
of this attempt and also found effort to be positively correlated
with the probability of final-test recall. Together, these findings
indicate the potentiating effect of tests; tests intensify the learning
that occurs when the answer is finally made available (e.g., Izawa,
1970, 1971).

Kornell et al. (2009) suggested that the potentiating effects of a
(failed) test might reflect the semantic activation triggered by the
test. Thus, for example, the effort expended in anticipating the
target of a particular cue (e.g., “frog–___”) activates the semantic

network of information related to that cue. When the answer
becomes available (either via retrieval or via external feedback),
this priming allows it to be efficiently mapped to the cue (e.g.,
frog–pond). This mapping strengthens the cue–target association,
thereby slowing forgetting and increasing the probability that the
pair can be completed on the final test.

The Present Study

The present study was intended to test the idea that persisting
semantic activation from a failed test can enhance subsequent
learning—and that this enhancement fades over time. Our ap-
proach was to manipulate the amount of time that separated the test
and the feedback event. Specifically, we measured recall after
varying whether a failed test was followed by immediate feedback
(i.e., massed) or delayed feedback (i.e., spaced).

Typically, separating two presentations of information is bene-
ficial for long-term memory. This spacing effect has been demon-
strated hundreds of times. Cepeda, Pashler, Vul, Wixted, and
Rohrer (2006) reviewed dozens of reports of spacing effects in the
verbal learning literature alone. In the case of failed tests, although
the incorrect initial response differs from the subsequent feedback,
perhaps delaying feedback would improve recall. Indeed, delayed
feedback often results in greater retention than does immediate
feedback (e.g., Smith & Kimball, 2010).

On the contrary, according to Kornell et al.’s (2009) hypothesis,
the to-be-learned answer must become available before the acti-
vation triggered by the test dissipates, or the test will not enhance
subsequent encoding. Thus, the beneficial effects of a failed test
should decrease when spacing separates a failed test from the
answer. We therefore predicted an advantage for immediate feed-
back over delayed feedback.

Like Kornell et al. (2009, Experiments 3–6), we used low
associates (e.g., “frog–pond”). Experiment 1 compared recall for
word pairs in a 2 � 2 design. Pairs were either tested and then
presented (test–present) or presented and then presented again
(present–present). The two trials on a given item were either
consecutive (massed) or separated by other items (spaced). Exper-
iment 2 compared recall in the two test–present conditions—
massed test–present and spaced test–present—against a single
presentation of the word pair (also see Grimaldi & Karpicke, in
press). Experiment 3 reversed the direction of the final test to more
thoroughly examine the effects of the failed test on the cue–target
association. (We also report the results of an additional experiment
in which we asked the participants to free-recall the cues. The
result of this experiment allowed us to eliminate cue memorability
as an explanation for the pattern of results in Experiments 1–3.)

Experiment 1

Method

Participants. The participants were 70 undergraduates at the
University of California, Los Angeles (UCLA). They received
partial course credit as compensation for their participation.

Materials, procedure, and design. The materials were 60
word pairs with weak semantic associations (e.g., “frog–pond”).
Each word was a minimum of four letters long. The forward
association strength of each pair was between .050 and .054; the
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average was .052 (Nelson, McEvoy, & Schreiber, 1998). In other
words, when shown the cue, people produce the correct target as
their first response approximately 5.2% of the time.

Half of the pairs were randomly assigned to receive a test (e.g.,
“frog–___”) followed by a presentation (e.g., “frog–pond”). The
other half of the items were presented twice. In both cases, the first
event (test or presentation) was 8 s long and the second event
(presentation) was 5 s long.

These two types of items were then equally and randomly
distributed among three schedules: massed, spaced, or filler. These
schedules determined when in the learning period the participants
would encounter the first event and the second event. On a spaced
schedule, the two events were separated by approximately 9.5 min.
This separation was achieved by scheduling the first event in the
first half of the learning period and the second event in the second
half of the learning period. On a massed schedule, the first and
second events were encountered consecutively in the second half
of the learning period. Filler items’ first and second events were
encountered consecutively in the first half of the learning period.

Thus, the first half of the learning period comprised all filler
items as well as the first event for spaced items. The second half
of the learning period comprised all massed items as well as the
second event for spaced items. The average interval between the
second event and the final test was therefore equated in the massed
and spaced conditions. Filler items were omitted from all analyses.
The four conditions of interest, thus, were massed test–present,
spaced test–present, massed present–present, and spaced present–
present; the experiment used a 2 (item type) � 2 (schedule)
within-subjects factorial design.

After a 5-min-long distractor (an unrelated visuospatial task), all
items were tested (e.g., “frog–___”) in random order. The depen-
dent variable was final-test recall. Following Kornell et al. (2009),
we omitted from all analyses the very rare item(s) for which a
participant provided the correct response on the initial test.

Results and Discussion

Figure 1 presents the participants’ ability to recall the target
when they were provided with the cue on the final test. There was
no main effect of schedule on recall. The participants recalled

approximately as many spaced items (M � .68, SE � .02) as massed
items (M � .69, SE � .02), F � 1, ns. There was a main effect of item
type on recall. The participants’ recall was greater for present–present
items (M � .71, SE � .02) than for test–present items (M � .66, SE �
.02), F(1, 69) � 7.46, p � .01, �2 � .10.

These main effect findings were qualified by a statistically
significant interaction between item type and schedule on recall,
F(1, 69) � 49.91, p � .001, �2 � .42. As can be seen in Figure 1,
recall was greater for massed test–present items than for massed
present–present items, t(69) � 3.55, p � .01. Immediately preced-
ing a presentation with a failed test led to better recall than did
immediately preceding it with another presentation. This finding
replicates the results of Kornell et al. (2009).

A delay, however, reversed this pattern. Recall was greater for
spaced present–present items than for spaced test–present items,
t(69) � 7.00, p � .001. At a delay, preceding a presentation with
a failed test led to worse recall than did preceding it with another
presentation. This finding suggests that the effects of a failed test
are very different from the effects of a presentation or a successful
test. Whereas a delay before feedback enhances learning following
a successful test (e.g., Cepeda et al., 2006), a failed test appears to
be even less useful than a presentation. This reversal of the testing
effect is consistent with our notion that the beneficial effect of a
test dissipates over time.

Figure 1 also shows that recall was greater for spaced present–
present items than for massed present–present items, t(69) � 7.38,
p � .001. This advantage of spacing over massing is consistent
with a considerable body of literature on the spacing effect. Recall
was greater, however, for massed test–present items than for
spaced test–present items, t(69) � 4.51, p � .001.

The above results were not likely due to a selection effect
caused by differential success rates on the initial test. During
learning, the participants provided the correct response on approx-
imately as many massed test–present items (M � .04, SE � .01) as
spaced test–present items (M � .04, SE � .01), t(69) � 1, ns.

The overall pattern of results in Experiment 1 is remarkable. The
testing effect and spacing effect are two of the most consistent and
powerful phenomena in the cognitive psychology literature. Nev-
ertheless, neither spacing nor testing appears to be beneficial when
the initial learning event is a failed test. Instead, a failed test seems
to potentiate later learning, but this potentiation fades as time
separates the failed test from the subsequent presentation. The rate
at which this potentiation fades is impossible to determine from the
results of Experiment 1. Indeed, there is no way to determine from
the results of Experiment 1 whether delayed feedback after failed
tests has any benefit whatsoever. Experiment 2 was designed to
address this issue.

Experiment 2

Determining how failed tests affect subsequent presentations is
critical to the present goal of understanding the consequences of
tests themselves on learning. Specifically, we wanted to determine
whether a failed test has any effect on the learning that occurs
during a delayed subsequent presentation. Thus, in Experiment 2,
we included a single-presentation condition. This condition al-
lowed us to compare items that were presented alone versus items
that were presented as delayed feedback following an unsuccessful
test. Thus, in Experiment 2, recall for massed test–present and
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Figure 1. Mean final-test recall by condition in Experiment 1. Error bars
represent the standard error of the mean.
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spaced test–present items was compared with recall for word pairs
that were presented only once.

Method

Participants. The participants were 45 UCLA undergradu-
ates. They received partial course credit as compensation for their
participation.

Materials, procedure, and design. The materials used in
Experiment 2 were identical to those used in Experiment 1. The
present–present conditions used in Experiment 1 (both massed and
spaced) were removed. A single-presentation condition was added
in their place: The intact pair was displayed for 5 s. (Five seconds
was also the duration of the display of feedback in the other two
conditions.) Thus, the three conditions of interest were massed
test–present, spaced test–present, and single-presentation.

The first half of the learning period included the test for spaced
test–present items. It also included filler items that corresponded to
the other two conditions of interest. The second half of the learning
period included the presentation for spaced test–present items, the
test and the presentation for massed test–present items, and all
single-presentation items.

Results and Discussion

Figure 2 presents the participants’ ability to recall the target
when provided with the cue on the final test. There was a main
effect of item type, F(2, 88) � 8.74, p � .001, �2 � .17. The
participants recalled more massed test–present items than single-
presentation items, t(44) � 4.37, p � .001. This finding is con-
sistent with prior work in which adding a failed test before a
presentation enhanced learning (Kornell et al., 2009; Richland et
al., 2009). Figure 2 also shows that the participants recalled more
massed test–present items than spaced test–present items, t(44) �
3.12, p � .01. This finding is consistent with the results of
Experiment 1. Also as in Experiment 1, this finding is not likely
due to a selection effect caused by differential success rates on the
initial test. During learning, the participants provided the correct
response on approximately as many massed test–present items

(M � .05, SE � .01) as spaced test–present items (M � .04, SE �
.01), t(44) � 1, ns.

The key question in Experiment 2 was whether participants
would recall more spaced test–present items than single-
presentation items. They did not (t � 1, ns). At a delay, failed tests
appear to have little measurable effect. That is, they were not
harmful, but they were also not helpful. This result provides
further support for the notion that the beneficial effects of a failed
test wear off over time.

However, these results appear to be at odds with the findings of
Richland et al. (2009). In their experiments, the delay between
failed tests and presentations was also a few minutes—but they
found powerful and persistent beneficial effects of the failed tests.
Perhaps there were beneficial effects of the failed test in the
present study—but we were unable to detect them. A possible
explanation is that the beneficial effects were obscured by one or
more sources of interference.

Evidence of this interference can be inferred from the sources
and frequency of errors on the initial and final tests. On the initial
test, the participants (incorrectly) provided the strongest associate
of the cue on approximately 17% of trials (SE � .02). On the final
test, they provided their initial incorrect response far more often
(M � .40, SE � .05) than they provided the strongest associate
(M � .09, SE � .01). This disparity suggests that the initial test
created a powerful lure for the participants on the final test. Thus,
the negative consequences of the initial test may have rendered the
positive consequences unable to be detected. Experiment 3 was
designed to avoid the negative consequences of the initial test in
order to determine whether there had been undetected positive
consequences.

Experiment 3

Experiment 2 suggested that tests may have no value if they are
followed by delayed feedback. It is possible, however, that inter-
ference may have obscured the beneficial effects of a failed test on
delayed feedback. Experiment 3 was designed to circumvent this
interference. Again, our goal was to compare the effects of an
initial failed test on a (immediate or delayed) presentation versus
a single presentation with no prior test. To that end, Experiment 3
was identical to Experiment 2, except for one key change: On the
final test in Experiment 3, the participants were provided with the
target and attempted to produce the cue (e.g., “___–pond”). In this
way, competition from other associations to “frog” (e.g., toad)
should be reduced or eliminated.

Method

Participants. The participants were 52 UCLA undergradu-
ates. They received partial course credit as compensation for their
participation.

Materials, design, and procedure. The materials, design,
and procedure used in Experiment 3 were identical to those used in
Experiment 2, with one exception. Whereas the final test in Ex-
periment 2 prompted the participants with the cue (e.g., “pond–
___”), the final test in Experiment 3 prompted the participants with
the target (e.g., “___–frog”). (As in Experiments 1 and 2, trials
during the learning period displayed the cue and required the
participants to produce the target.)
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Figure 2. Mean final-test recall by condition in Experiment 2. Error bars
represent the standard error of the mean.

293FAILED TESTS AND SUBSEQUENT STUDY



The average backward association strength of each pair was
.046 (Nelson et al., 1998). In other words, when shown the target,
people produce the cue approximately 4.6% of the time.

Results and Discussion

Figure 3 presents the participants’ ability to produce the cue
when they were provided with the target on the final test. There
was a main effect of item type, F(2, 102) � 43.02, p � .001, �2 �
.46. The participants recalled more massed test–present items than
spaced test–present items, t(51) � 2.80, p � .01. Thus, immediate
feedback again improved recall compared with delayed feedback.
This finding is consistent with the results of Experiments 1 and 2;
the spacing effect is reversed when the first event is a failed test.
As in Experiments 1 and 2, this finding is not likely due to a
selection effect caused by differential success rates on the initial
test. During learning, the participants provided the correct re-
sponse on approximately as many massed test–present items (M �
.04, SE � .01) as spaced test–present items (M � .04, SE � .01),
t(51) � 1, ns.

The participants also recalled more massed test–present items
than single–presentation items, t(51) � 10.42, p � .001. This
finding is consistent with the results of Experiment 2 and provides
further support for the findings of Kornell et al. (2009). This result
also shows that the strengthening provided by the failed test is not
specific to the test format. That is, even though the participants
attempted to provide the target during the learning period, this
attempt improved their later ability to provide the cue on the final
test.

Critically, the participants recalled more spaced test–present
items than single-presentation items, t(51) � 5.88, p � .001. One
may suppose that this advantage is an artifact of the test format.
The participants were tested on the cue—which had been seen
twice in the test conditions but only once in the single-presentation
condition. This additional exposure, and the resultant additional
cue memorability, could have been responsible for the relative
advantage of the test conditions over the single-presentation con-
dition.

We performed an additional experiment in which we again
changed the final-test format—this time, to be a free-recall test of

all cues. If the test-format artifact was responsible for our findings
in Experiment 3, we would have again found an advantage for
massed test–present over spaced test–present. Instead, we found
the opposite pattern of results: a standard spacing effect. Thus, cue
memorability cannot explain the pattern of results in Experiment 3;
there appear to be effects of failed tests that specifically affect the
association between cue and target. (Indeed, given the advantage
of the spaced test–present condition, cue memorability may play a
role in obscuring the effect, rather than contributing to it.)

It therefore appears that the initial test had a beneficial effect,
even after a delay, but that it could not be detected in Experiments
1 and 2 because of interference. By reversing the direction of the
test in Experiment 3, we circumvented this interference. As we
explore in the next section, though, the results of all three exper-
iments together pose a theoretical puzzle of sorts. They suggest
that the semantic-activation explanation of the superiority of the
massed test–present condition over the spaced test–present condi-
tion may not provide a complete account of the processes engaged
when a failed test is followed by feedback.

General Discussion

In three experiments, we demonstrated that failed tests potenti-
ate learning from later presentations. This demonstration served to
replicate previous findings (Kornell et al., 2009; Richland et al.,
2009). Experiment 3 further revealed that the cue–target associa-
tion was being potentiated; the benefit was present even when—
unlike the failed test—the final test provided the target and re-
quired the participants to produce the cue. We also found that the
benefit of an unsuccessful test was diminished when a delay
separated it from its feedback.

The results of the first two experiments are consistent with the
notion that a test serves to prime knowledge related to the cue. In
the case of semantic word pairs (e.g., the present study; Kornell et
al., 2009, Experiments 3–6), associations between the cue and
other semantically related words might be primed. For example,
“frog–___” may activate frog–pond, frog–amphibian, and frog–
tadpole. In the case of trivia questions (e.g., Kornell et al., Exper-
iments 1 and 2) or passages (Richland et al., 2009), a broad
network of semantically relevant information might be primed. For
example, “What peace treaty ended the Calumet War?” might
activate knowledge of battles, treaties, protestors, war movies,
theater, other conflicts, related historical events, and more. Then,
when feedback is provided, this activation facilitates the mapping
of the cue to the target. Critically, this activation wears off over
time. As a result, failed tests are more beneficial when they are
followed by immediate feedback than when they are followed by
delayed feedback. This explanation is similar to the conclusion
reached by Grimaldi and Karpicke (in press), who also investi-
gated the effect of failed tests on immediate and delayed feedback.

However, the pattern of results in Experiment 3 is not entirely
consistent with this explanation. On the final test in Experiment 3,
items in the spaced test–present condition were recalled reliably
more frequently than were items in the single-presentation condi-
tion. Thus, an initial test potentiated presentations that occurred
after several minutes, which were filled with dozens of intervening
items. Priming, though, tends to be very short-lived—on the order
of a few seconds or intervening items (McNamara, 2005). It is
therefore unlikely that priming was responsible for the advantage
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Figure 3. Mean final-test recall by condition in Experiment 3. Error bars
represent the standard error of the mean.
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of the delayed test–present condition over the single-presentation
condition in Experiment 3. Also, if the spaced test–present condi-
tion does create proactive interference, and if the benefits of
semantic activation are long gone by the time of the presentation
of the correct answer in that condition, why was recall in that
condition not worse than recall in the single-presentation condition
in Experiment 2? It follows that priming may not be the sole
mechanism underlying the benefit of failed tests on subsequent
presentations.

An alternative explanation, one that was alluded to by Kornell et
al. (2009), is that— during the failed test—the participants
searched their semantic networks, thereby activating one or more
incorrect semantic associates of the cue. By strengthening these
cue–competitor associations (e.g., Slamecka & Graf, 1978), the
participants may have temporarily suppressed the cue–target asso-
ciation (Anderson, Bjork, & Bjork, 1994). This suppression has
been demonstrated to last at least 20 min (Anderson et al., 1994).
Crucially, when an association has been suppressed, subsequent
relearning events involving that association can become more
potent (Bjork & Bjork, 1992; Storm, Bjork, & Bjork, 2008). Thus,
in this view, corrective feedback would have provided a sizable
benefit to the previously suppressed cue–target association. For
example, “frog–toad” being activated and “frog–pond” being sup-
pressed would, paradoxically, enhance the learning of “frog–pond”
when it was presented as feedback. This enhanced learning would
occur in both the immediate- and delayed-feedback conditions.

Our speculation, then, is that the spaced test–present condition
in Experiment 2 ended up producing a level of final cued recall
roughly equivalent to the single-presentation condition because a
negative factor (proactive interference from incorrect responses
generated on the test) was offset by a positive factor (enhanced
learning of the correct response, which was suppressed during the
earlier generation of an incorrect response). Thus, although the
results of the present study and the spacing effect appear to
diverge, they may share a common root: Forgetting enhances later
learning (Bjork & Bjork, 1992). In the case of failed tests, the
cue–target association is weakened via suppression, whereas in the
case of spacing, the association is weakened by various sources of
interference (e.g., from intervening items). In both cases, the initial
impairment yields later enrichment. From this perspective, our
results are consistent with current theory and provide a mechanis-
tic explanation for the claim that tests in general potentiate sub-
sequent study (e.g., Izawa, 1970).

Concluding Comment

The present study provides strong evidence that tests have value
even when learners do not provide the correct responses—indeed,
even when they cannot possibly succeed—as long as feedback is
supplied. Incorrect responses do not indelibly stain students’ mem-
ories. Instead, with well-timed feedback, tests can actually provide
the opportunity for more powerful learning.
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