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What's New in This Guide

New Features Documented

For this revision of the manual, information on the XVM snapshot feature has been
expanded greatly and moved to its own chapter, Chapter 5.

The data area of an XVM-labeled disk now starts on a 32-sector boundary, as documented
in the descriptions of the | abel and st ri pe commands in Chapter 4.

Small technical clarifications have been made throughout the manual.
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About This Guide

XVM Volume Manager Administrator’s Guide describes the configuration and
administration of XVM logical volumes using the XVM Volume Manager.

Note: To use XVM under SGI ProPack, you must obtain and install the appropriate
FLEXIm license.

This guide contains the following information:

e Chapter 1, “Introduction to the XVM Volume Manager,” describes the features of
the XVM Volume Manager and provides an introduction to the components of an
XVM logical volume. It also provides instructions for installing XVM as a
standalone volume manager.

e Chapter 2, “XVM Administration Concepts,” describes the concepts that underlie
the administration commands.

e Chapter 3, “The XVM Command Line Interface,” describes the operation of the
XVM command line interface and the features it provides.

e Chapter 4, “XVM Administration Commands,” summarizes the XVM commands
and provides examples of each command. It also provides information about
configuring XVM system disks and about the XVM snapshot feature.

e Chapter 6, “XVM Administration Procedures,” provides examples of many
common XVM administration procedures.

e Chapter 7, “Statistics,” provides examples of the statistics that XVM maintains for
the components of XVM logical volumes.

e Chapter 8, “XVM Volume Manager Operation,” describes various aspects of the
way the XVM Volume Manager operates.

e Chapter 9, “The XVM Manager GUI,” describes the installation and operation of the
XVM Manager graphical user interface (GUI).

XXiii



About This Guide

¢ Appendix A, “XVM and XLV Logical Volumes,” provides a side-by-side
comparison of XVM and XLV logical volume configuration and provides
procedures for converting an existing XLV logical volume configuration to an XVM
configuration.

Note: To use the mirroring feature described in this guide under either IRIX or Linux,
you must purchase and install the appropriate FLEXIm license.

Related Documentation

The following documents may contain additional information required to use this
product:

*  CXFS Administration Guide for SGI InfiniteStorage

*  CXFS MultiOS Client-Only Guide for SGI InfiniteStorage

The following document contains additional information required to use this product
under IRIX:

® [RIX Admin: Disks and Filesystems

For information on installing a FLEXIm license under IRIX, see IRIX Admin: Software
Installation and Licensing.

Conventions Used in This Guide

XXiv

These type conventions and symbols are used in this guide:

conmand This fixed-space font denotes literal items (such as commands, files,
routines, pathnames, signals, messages, programming language
structures, and e-mail addresses) and items that appear on the screen.

variable Italic typeface denotes variable entries and words or concepts being
defined.

user input This bold, fixed-space font denotes literal items that the user inters in
interactive sessions. Output is shown in nonbold, fixed-space font.
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About This Guide

[] Brackets enclose optional portions of a command or directive line....
Ellipses indicate that a preceding element can be repeated.

manpage(x)  Man page section identifiers appear in parentheses after man page
names.

Reader Comments

If you have comments about the technical accuracy, content, or organization of this
document, please tell us. Be sure to include the title and part number of the document
with your comments. (Online, the document number is located in the front matter of the
manual. In printed manuals, the document number can be found on the back cover.)...
Ellipses indicate that a preceding element can be repeated.

You can contact us in any of the following ways:
¢ Send e-mail to the following address:

techpubs@sgi.com

* Use the Feedback option on the Technical Publications Library World Wide Web
page:
http:/ /docs.sgi.com

¢ Contact your customer service representative and ask that an incident be filed in the
SGI incident tracking system.

¢ Send mail to the following address:

Technical Publications

SGI

1500 Crittenden Lane

Mountain View, California, 94043-1351

We value your comments and will respond to them promptly.
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Introduction to the XVM Volume Manager

The XVM Volume Manager provides a logical organization to disk storage that enables
an administrator to combine underlying physical disk storage into a single logical unit,
known as a logical volume. Logical volumes behave like standard disk partitions and can
be used as arguments anywhere a partition can be specified.

A logical volume allows a filesystem or raw device to be larger than the size of a physical
disk. Using logical volumes can also increase disk I/O performance because a volume
can be striped across more than one disk. Logical volumes can also be used to mirror data
on different disks.

Note: To use XVM under SGI ProPack, you must obtain and install the appropriate
FLEXIm license.

The XVM Volume Manager can be used in a clustered environment with CXFS
filesystems. For information on CXFS filesystems, see CXFS Administration Guide for SGI
InfiniteStorage.

This chapter provides an overview of the XVM Volume Manager and includes sections
on the following topics:

e “XVM Volume Manager Features” on page 2

e “XVM Logical Volume Device Directories” on page 4

e “Partition Layout under XVM” on page 5

e “Composition of XVM Logical Volumes” on page 10

* “Writing Data to Logical Volumes” on page 22

e “XVM Logical Volumes in a CXFS Cluster” on page 23

e “XVM Logical Volumes and Failover” on page 24

¢ “Installing the XVM Logical Volume Manager under IRIX” on page 24



1: Introduction to the XVM Volume Manager

XVM Volume Manager Features

The XVM Volume Manager provides all of the basic features of logical volumes that were
provided with XLV logical volumes, an older logical volume design developed at SGI.
These features include the following:

Self-identifying volumes

Persistent configuration and attribute information for a logical volume is
distributed among all disks that are part of the logical volume. The information is
stored in a label file on a disk, removing any dependence on the filesystem. Whole
sets of disks can be moved within and between systems.

Multiple storage types

Logical volumes support aggregate storage through concatenation and striping.
Logical volumes also support redundant storage through mirroring.

Multiple address spaces

A logical volume can support multiple mutually exclusive address spaces in the
form of subvolumes. Each subvolume within a logical volume has a different usage
defined by the application accessing the data. The XVM Volume Manager supports
a log subvolume for separating filesystem meta-data from the data itself, a real-time
subvolume for guaranteed rate I/O performance, and a data subvolume where most
data, including user files, resides. (XVM on Linux does not support real-time
subvolumes.)

Path failover

The XVM Volume Manager supports system failover with redundant components,
both within hosts and between hosts. As long as you have a working connection to
a disk, the system will attempt to complete the operations you have specified, even
in the face of host failure.

Online configuration changes

The XVM Volume Manager allows an administrator to perform certain volume
reconfigurations without taking the volume offline. Volume reconfigurations that
can be performed online include increasing the size of a concatenated volume and
adding or removing a piece of a mirror.

In addition to the features that XLV logical volumes provide, the XVM Volume Manager
provides the following significant features:

Support for a cluster environment
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The XVM Volume Manager supports a cluster environment, providing an image of
the XVM devices across all nodes in a cluster and allowing for administration of
XVM devices from any node in the cluster. Disks within a cluster can be assigned
dynamically to the entire cluster or to individual nodes within the cluster, as local
volumes.

Flexible volume layering and configuration

The elements that make up an XVM logical volume can be layered in any
configuration. For example, using the XVM Volume Manager, an administrator can
mirror disks at any level of the logical volume configuration, or use stripe-on-stripe
layering rather than a simple striped volume in situations where this results in
better volume throughput.

System disks with logical volumes

Under IRIX, the XVM Volume Manager allows you to label an XVM disk so that it
can be used as a system disk. This allows you to create XVM logical volumes that
include the partitions of a system disk. You can mirror root partitions and you can
use usr and swap partitions in any logical volume configuration.(XVM on Linux
does not support labeling XVM disks as system disks.)

Support for a graphical user interface

XVM Manager Graphical User Interface (GUI) provides access to the tasks that help
you set up and administer your logical volumes and provides icons representing
status and structure.

Large number of slices

The layout of a disk under XVM is independent of the underlying device driver. The
XVM Volume Manager determines how the disk is sliced. Because of this, the XVM
Volume Manager can divide a disk into an arbitrary number of slices.

Large number of volumes

The XVM Volume Manager supports thousands of volumes on a single disk and
allows for the expansion of the label file as needed. Under XVM, there are no
restrictions on volume width, which is the number of volume elements that make
up the widest layer of a volume.

Improved mirror performance

The XVM Volume Manager allows you to specify the read policy for an XVM mirror
element, allowing you to read from the mirror in a sequential or round-robin
fashion, depending on the needs of your configuration. You can also specify
whether a particular leg of a mirror is to be preferred for reading.
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The XVM Volume Manager also allows you to specify when a mirror does not need
to be synchronized at creation, and to specify that a particular mirror, such as a
mirror of a scratch filesystem, will never need to be synchronized.

*  Built-in statistics support

The XVM Volume Manager tracks statistics at every level of the volume tree and
provides type-specific statistics. Statistics are tracked per host, and, under IRIX,
interfaces are provided to Performance Co-Pilot to present a global state.

e Device hot plug

A disk containing XVM logical volumes can be added to a running system and the
system will be able to read the XVM configuration information without rebooting.
This feature allows you to move disks between systems and to configure a new
system from existing disks that contain XVM logical volumes.

¢ Insertion and removal

The XVM administration commands provide the ability to insert and remove
components from existing disk configurations, allowing you to grow and modify a
disk configuration on a running system with open volumes.

* Snapshot feature

Under IRIX, the XVM snapshot feature provides the ability to create virtual
point-in-time images of a filesystem without causing a service interruption. The
snapshot feature requires a minimal amount of storage because it uses a
copy-on-write mechanism that copies only the data areas that change after the
snapshot is created.(SGI ProPack does not currently support the snapshot feature.)

Note: To use the mirroring feature of the XVM Volume Manager or to access a mirrored
volume from a given node in a cluster, you must purchase and install the appropriate
FLEXIm license.

XVM Logical Volume Device Directories

Logical volumes appear as block and character devices in subdirectories of the / dev
directory.
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Table 1-1 shows the directories that contain XVM logical volumes in the IRIX operating
system.

Table 1-1 XVM Logical Volume Device Directories under IRIX

Device Directory Contents

/ dev/ cxvm Block special files for XVM logical volumes used in a CXFS cluster

/ dev/rcxvm Character special files for XVM logical volumes used in a CXFS cluster

/dev/ | xvm Block special files for XVM logical volumes used for a host’s local volume

/dev/rl xvm Character special files for XVM logical volumes used for a host’s local
volume

If you are not running in a cluster environment, then all the logical volumes are
considered to be local volumes.

The device names for XVM logical volumes in these directories are volname,subvolname
where volname is the name of the XVM logical volume and subvolname is the name of the
subvolume to be accessed under that volume.

Under Linux, block devices for XVM logical volumes used for a host’s local volume are
contained in the / dev/ | xvmdirectory. For compatibility with earlier releases, support
is also provided for the / dev/ xvni | ocal / vol / volnamel dat a/ bl ock directory.

For further information on XVM logical volume device directories, see “XVM Device
Directories and Pathnames” on page 58. For information on names of objects within
XVM logical volumes, see “Object Names in XVM” on page 53.

Partition Layout under XVM
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Before you create XVM logical volumes on a disk, you must label the disk as an XVM
disk. The XVM Volume Manager controls the partitioning of an XVM disk. Partitions are
not used to define the storage available for XVM slices, as they are for XLV logical
volumes; labeling a disk as an XVM disk removes the 16-piece partition limit of an IRIX
filesystem.
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Note: Before you can label a disk as an XVM disk, it must be formatted as an SGI disk.
Under IRIX, if your disk has not been initialized during factory set-up, use the f x(1M)
command to initialize the disk.Under Linux, use the f di sk command to format the disk
as an SGI disk.

When you label a disk as an XVM disk, you can specify whether the disk will be an XVM
option disk, an XVM system disk with combined root and usr filesystems, or an XVM
system disk with separate root and usr filesystems. An XVM disk is labeled as an option
disk by default.

For information on labeling a disk as an XVM disk, see “Creating Physical Volumes” on
page 31, and “Assigning Disks to the XVM Volume Manager with the label Command”
on page 64. For specific information on labeling XVM disks as system disks, see “XVM
System Disks” on page 87.

Figure 1-1 shows the partition layout of an XVM option disk. In an XVM option disk,
partition 10 contains the entire disk and partition 8 contains the volume header. The
remainder of the disk that is not part of partition 8 is divided into slices that you specify
using the XVM Volume Manager.

Y ‘-\

Partition 8 (volume header)

Slice 0

A Slice 1 Partition 10

(volume)

Figure 1-1 XVM Option Disk Partition Layout
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Figure 1-2 shows the partition layout of an XVM system disk with combined root and
usr filesystems. Partition 8 contains the volume header, partition 9 contains the XVM
label area where the information about the XVM volume elements on a disk is stored,
partition 0 contains the root partition, and partition 1 contains the swap partition.
Partition 10 contains the entire disk.

~ ‘ Partition 8 (volume header) N

Partition 9 (XVM label area)

Figure 1-2 Partition Layout of XVM System Disk with Combined root and usr Filesystems

Partition 1 (swap) Farltition)lo
volume

Partition 0 (root)

J
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Figure 1-3 shows the partition layout of an XVM system disk with separate root and usr
filesystems. Partition 8 contains the volume header, partition 9 contains the XVM label
area where the information about the XVM volume elements on a disk is stored, partition
0 contains the root partition, partition 1 contains the swap partition, and partition 6
contains the usr partition. Partition 10 contains the entire disk. In this illustration the
XVM system disk includes space on the disk that can be used for other filesystems
besides root, swap and usr.

Partition 8 (volume header) N

Partition 9 (XVM label area)

Partition 1 (swap)

Partition O (root) Partition 10
(volume)

Partition 6 (usr)

Figure 1-3 Partition Layout of XVM System Disk with Separate root and usr Filesystems
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Note: Under IRIX, if you attempt to use the f Xx(1M) command to modify the partition
layout on an XVM disk, a warning message is generated. You can determine which disks
are managed by XVM by executing a hi nv -c¢ di sk -v command.

Figure 1-4 shows the partition layout of an XVM system disk with multiple root
filesystems as well as a separate usr filesystem. Partition 8 contains the volume header,
partition 9 contains the XVM label area where the information about the XVM volume
elements on a disk is stored, partition 0 contains the first root partition, partition 1
contains the swap partition, partitions 2 and 3 contain additional root filesystems, and
partition 6 contains the usr partition. Partition 10 contains the entire disk.

Partition 8 (volume header) N

Partition 9 (XVM label area)

Partition 1 (swap)

Partition O (root)
Partition 10
(volume)

Partition 2 (root)

Partition 3 (root)

Partition 6 (usr)

J

y .. A A Ay A ANy 4 4

Figure 1-4 Partition Layout of System Disk with Multiple Root Filesystems
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Composition of XVM Logical Volumes

XVM logical volumes are composed of a hierarchy of logical storage objects: volumes are
composed of subvolumes; subvolumes are composed of stripes, mirrors, concats
(concatenated volume elements), and slices combined in whatever hierarchy suits your
system needs; and, at the bottom of the hierarchy, each logical storage object is ultimately
made up of slices, which define an area of physical storage. Each of these logical storage
objects is known as a volume element or a ve.

The concat, stripe, and mirror logical volume elements can be arranged and stacked
arbitrarily. There is a limit of ten levels from the volume through the slice, inclusive.

A logical volume element beneath another volume element in the hierarchy is known as
a child or piece of the higher-level volume element. Volumes are limited to 255 children,
subvolumes are limited to 1 child, and mirrors are limited to 8 children. Other volume
elements are limited to 65,536 children.

Figure 1-5 shows an example of a simple XVM logical volume. In this example, there is
one data subvolume that consists of a single two-way stripe.

-\

Data
Jvolume|

Figure 1-5 Basic XVM Striped Logical Volume
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Figure 1-6 shows an XVM logical volume with three subvolumes and a mirrored stripe
in the data subvolume.

Log
SEbvolume

I

Figure 1-6 XVM Logical Volume with Mirrored Stripe and Three Subvolumes
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Figure 1-7 shows the example illustrated in Figure 1-6 after the insertion of a concat. In

this example, additional slices were created on the unused disk space on the disks that

made up the data subvolume. These slices were used to create a parallel mirrored stripe,
which was combined with the existing mirrored stripe to make a concat.

Figure 1-7 XVM Logical Volume after Insertion of Concat
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Volumes
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The following subsections describe the XVM volume elements in greater detail.

A volume is the topmost XVM volume element. It is a collection of subvolumes, which are
grouped together into a single volume name.

Each volume can be used as a single filesystem. Volume information used by the system
is stored in logical volume labels in the volume header of each disk used by the volume.

You can create volumes, delete volumes, and move volumes between systems.

The subvolumes that make up a volume can be marked as data subvolumes, log
subvolumes, and real-time subvolumes. These are the system-defined subvolume types,
and are described in “Subvolumes” on page 15. You can also mark a subvolume as being
of a user-defined type. (XVM on Linux does not support real-time subvolumes.)

You cannot have more than one subvolume of a particular system-defined subvolume
type under the same volume. In other words, a volume can contain only one data
subvolume, only one log subvolume, and only one real-time subvolume. This restriction
does not apply to subvolumes of user-defined types.

13



1: Introduction to the XVM Volume Manager

Figure 1-8 shows an XVM volume with system-defined subvolume types.

VVolume \

Subvolumes

Real-time

Figure 1-8 XVM Volume with System-Defined Subvolume Types

Figure 1-9 shows an XVM volume with user-defined subvolume types, which have been
defined as types 16, 17, and 18. In this example, the volume is named ani mat i on and
the subvolumes are named wi r e- dat a, shadi ng, and t ext ur emap. For information
on subvolumes, see “Subvolumes” on page 15. For information on XVM object names,
see “XVM Object Specification” on page 53.

14 007-4003-018



Composition of XVM Logical Volumes

Subvolumes
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Volume

vol/animation \

Subvolume
nimation/wire-data
type 16

Subvolume Subvolumes

animation/shading

Subvolume
imation/texturemap

type 18

Figure 1-9 XVM Volume with User-Defined Subvolume Types

A subvolume is the entry point for XVM logical volume I/O. Each subvolume is a distinct
address space and a distinct type. There can be only one volume element beneath a
subvolume in an XVM topology.

Subvolumes can be of the following system-defined types:

Data subvolume
An XFS data subvolume is required for all XVM logical volumes acting
as filesystem devices.

Log subvolume
The log subvolume contains a log of XFS filesystem transactions and is
used to expedite system recovery after a crash. A log subvolume is
optional for an XVM logical volume; if one is not present, the filesystem
log is kept in the data subvolume.

15
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Real-time subvolume
Real-time subvolumes are generally used for data applications such as
video, where guaranteed response time is more important than data
integrity. A real-time subvolume is optional for an XVM logical volume.

Volume elements that are part of a real-time subvolume should not be

on the same disk as volume elements used for data or log subvolumes.
This separation is required for files used for guaranteed-rate I/O with

hard guarantees.

Note: XVM on Linux does not support real-time subvolumes.

System-defined subvolume types cannot have user-defined names.

A subvolume can also be marked as being of a user-defined type. You can specify a name
for a subvolume of a user-defined type.

Subvolumes enforce separation among data types. For example, user data cannot
overwrite filesystem log data. Subvolumes also enable filesystem data and user data to
be configured to meet goals for performance and reliability. For example, performance
can be improved by putting subvolumes on different disk drives.

Each subvolume can be organized independently. For example, you can mirror the log
subvolume for fault tolerance and stripe the real-time subvolume across a large number

of disks to give maximum throughput for video playback.

Figure 1-10 shows four examples of the composition of an XVM subvolume, showing
that an XVM subvolume can contain only one child volume element.

Subvolume\ Subvolume\ Subvolume\ Subvolume\
Figure 1-10  XVM Subvolume Examples
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Slices
Slices are the lowest level in the hierarchy of XVM logical volumes. Slices define physical
storage; they map address space of a physical disk onto a volume element.

Concats
A concat is an XVM volume element that combines other volume elements so that their

storage is combined into one logical unit. For example, two slices can be combined into
a single concat.

Figure 1-11 shows a concat that is composed of two slices.

Concat \

Figure 1-11  Concat Composed of Two Slices
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Figure 1-12 shows a concat that is composed of two mirrors.

Concat

3 3
@

Figure 1-12  Concat Composed of Two Mirrors

Stripes
A stripe is an XVM volume element that consists of two or more underlying volume
elements. These elements are organized so that an amount of data called the stripe unit is

written to and read in from each underlying volume element in a round-robin fashion.

Striping can be used to alternate sections of data among multiple disks. This provides a
performance advantage by allowing parallel I/O activity.
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Figure 1-13 shows a three-way stripe.

Stripe
N\

Slice

/

Stripe unit /

Figure 1-13  Three-Way Stripe

A stripe configured on top of another stripe may provide performance benefits over a
single wider stripe. In Figure 1-14, two three-way stripes are created and then striped
again using a larger stripe unit size. If configured correctly, disjoint sequential access
(where different processes are doing sequential I/O to different parts of the address
space) will end up on different halves of the top-level stripe. The advantage of this
configuration is that for parallel large accesses, the two halves of the top-level stripe can
operate independently, whereas with a single six-way stripe, multiple I/O operations
would be outstanding to each disk, causing the need for a disk seek.
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Figure 1-14  Stripe on Stripe Volume Element

Mirrors

A mirror is an XVM volume element that maintains identical data images on its
underlying volume elements. This data redundancy increases system reliability. The
components of a mirror do not have to be identical in size, but if they are not there will
be unused space in the larger components.

Note: To use the mirroring feature of the XVM Volume Manager or to access a mirrored
volume from a given node in a cluster, you must purchase install the appropriate FLEXIm
license.
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Figure 1-15 shows a mirror that is composed of two slices.

Mirror

Figure 1-15  Mirror Composed of Two Slices

Figure 1-16 shows a mirror that is composed of two stripes.

Figure 1-16  Mirror Composed of Two Stripes
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Figure 1-17 shows a mirror composed of a stripe and a concat.

Figure 1-17  Mirror Composed of a Stripe and a Concat

Writing Data to Logical Volumes

22

A logical volume can include slices from several physical disk drives. If the logical
volume is not striped, data is written to the first component of a volume element until
that component is full, then to the second component, and so on. Figure 1-18 shows the
order in which data is written to a concatenated logical volume. In this figure, each
wedge represents a unit of data that is written to disk. Data is written to the first

component until it is filled, and then data is written to the second component until it is
filled, and so forth.
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Figure 1-18  Writing Data to a Non-Striped Logical Volume

If the logical volume is striped, an amount of data called the stripe unit is written to each
underlying volume element in a round-robin fashion. Figure 1-19 shows the order in
which data is written to a striped volume element with a three-way stripe. Each wedge
represents a stripe unit of data. One stripe unit of data is written to the first component
of the stripe, then one stripe unit of data is written to the second component of the stripe,
then one stripe unit of data is written to the third component of the stripe. After this, the
next stripe unit of data is written to the first component, and so forth.

Figure 1-19  Writing Data to a Striped Logical Volume

XVM Logical Volumes in a CXFS Cluster
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The XVM Volume Manager is used by CXFS filesystems, which are shared among the
nodes in a CXFS cluster.Because of this, an XVM physical volume has a domain, which
can be cluster or local. An XVM physical volume with a cluster domain is owned by a
CXFS cluster, while an XVM physical volume with a local domain is owned by a single
node.

An XVM physical volume that has a cluster domain can be configured and modified by

any node in the CXFS cluster that owns it. An XVM physical volume that has a local
domain can be configured and modified only by the local node that owns it. The XVM

23
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logical volumes that are contained on XVM physical volumes with a local domain are
considered to be local volumes.

For information on XVM domains, see “XVM Domains” on page 28. For information on
CXEFS, see CXFS Version 2 Software Installation and Administration Guide.

XVM Logical Volumes and Failover

If your XVM configuration requires that you spread I/O across controllers, you must
define a complete failover configuration file.This is necessary to ensure that I/O is
restricted to the path that you select.For example, if you want a striped volume to span
two host bus adapters, you must configure a failover configuration file to specify the
preferred paths.

There are two failover mechanisms that XVM uses to select the preferred I/O path, each
with its associated failover configuration file:

¢ Failover version 1, which uses the f ai | over. conf configuration file

e XVM multi-host failover, or failover version 2, which uses the f ai | over 2. conf

configuration file

XVM failover is described in “XVM Failover” on page 102.

Installing the XVM Logical Volume Manager under IRIX

24

If you are running the “f” release leg of the IRIX operating system, you can use the XVM
Volume Manager as a standalone volume manager, a separate product from CXFS.

Note: If you will be using the mirroring feature of XVM under IRIX, you must obtain and
install the XFS Volume Plexing option, which requires a FLEXIm license. Contact SGI or
your local service provider for information on obtaining and installing this license.

To use XVM as a standalone product under IRIX, you will need to specify that the
eoe. sw. xvmmodule is installed when you install your system. This module is not
installed by default.
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If you are already running the “f” release leg of IRIX and wish to add support for running
XVM as a standalone volume manager, use the following procedure:

1. To ensure that you are running IRIX 6.5.Xf, use the following command to display
the currently installed system:

# unane -aR

IRIX 6.5.Xm does not support XVM as a standalone volume manager.
2. Insert CD-ROM #2 into the CD drive.
3. Instructi nst to read the already inserted CD-ROM as follows:

# inst

I nst> from/ CDROM di st

Caution: Do not install to an alternate root using the i nst - r option. Some of the
exit operations (exitops) do not use pathnames relative to the alternate root, which
can result in problems on both the main and alternate root filesystem if you use the
- r option. For more information about exitops, see the i nst (1M) man page.

4. Press <ENTER> to read the CD-ROM:
Install software from: [/CDROM dist] <ENTER>
5. Install the XVM module:

I nst> keep *
Inst> install eoe.sw. xvm

6. Exit fromi nst:
Inst> quit
The requickstarting process may take a few minutes to complete.

After you have installed the software and you have quit the i nst interface, you are
prompted to reboot the system and apply the changes.

Installing the XVM Volume Manager under Linux

When running SGI ProPack for Linux v 2.3, you must install the following rpms to use
the XVM volume manager:

e Xvm _conmands
e« xvm st andal one- nodul e
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Chapter 2

XVM Objects
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XVM Administration Concepts

Before configuring and administering XVM logical volumes, you should be familiar with
the concepts that underlie the administration commands. This chapter describes the
tasks that the XVM Volume Manager performs on physical and logical disk resources.
More complete descriptions of the xvmcommand line interface (CLI) commands are
provided in Chapter 4, “XVM Administration Commands,” along with examples of each
of the commands.

The major sections in this chapter are:

“XVM Objects” on page 27

“XVM Domains” on page 28

“Physical Disk Administration” on page 31
“Creating Logical Resources” on page 35
“Managing Logical Resources” on page 44

“Destroying Logical Resources” on page 47

An XVM object can be one of the following:
unlabeled disk

An unlabeled disk is a disk that has not been labeled as an XVM disk by
the XVM Volume Manager.

A disk that has been labeled as an XVM disk but has not had its labels
read by the XVM Volume Manager since the system was last booted is
also considered an unlabeled disk by the XVM Volume Manager. This
situation could arise, for example, when a previously labeled disk is
added to a running system.
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XVM Domains

28

physical volume
A disk that has been labeled for use by the XVM Volume Manager is an
XVM physical volume, or physvol.

foreign disk A foreign disk is a disk with an XVM physical volume label but which
cannot be administered by the current node because it is owned by a
different node or a different cluster.

volume element
A volume element, or ve, is a building block of an XVM logical volume
topology. XVM volumes, subvolumes, concats, stripes, mirrors, and
slices are all XVM volume elements.

An XVM physical volume has a domain, which can be cluster or local. An XVM physical
volume with a cluster domain is owned by a CXFS cluster, and it can be controlled by any
of the nodes in that cluster, which is defined by the CXFS Cluster Manager. An XVM
physical volume with a local domain is owned by a single node, and it can be controlled
only by that node.

Only the owner for an XVM physical volume can modify the configuration on that
physical volume. There may be XVM physical volumes that are seen by a host, but
owned by another host or another cluster. XVM recognizes these disks and marks them
as foreign. Disks without an XVM label are shown as unlabeled.
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Figure 2-1 illustrates a physical volume that is controlled by a local owner. In this
example, the XVM physvol | ucy has a local domain of node ri cky. Thenoderi cky is
part of the CXFS cluster nei ghbor s that also includes the node f r ed and the node

et hel , but neither f r ed nor et hel can control | ucy.

Private Heartbeat and Control TCP/IP Network

Node ode Node
fred ethel wilma betty
Cluster
neighbors

Storage Area Network Hub/Switch

—_—— e o ——_ —_ — =

Figure 2-1 XVM Physical Volume in Local Domain

In the configuration illustrated in Figure 2-1, the node r i cky can see and modify the
configuration of physvol | ucy. Thenodesfred, et hel ,wi | ma,andbetty seel ucy as
a foreign disk, and display only the disk path and not the physvol name itself. (If
necessary, you can execute the showcommand on a foreign disk to determine its physvol
name, as described in “Displaying Physical Volumes with the show Command” on

page 66.)
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Figure 2-2 illustrates a physical volume that has a cluster domain. In this example, the
physvol | ucy has an owner of cluster nei ghbor s, which consists of the nodes ri cky,
fred,and et hyl .

Private Heartbeat and Control TCP/IP Network

Node ode Node
ethel wilma betty
Cluster
neighbors

Storage Area Network Hub/Switch

In the configuration illustrated in Figure 2-2, thenodesr i cky, f r ed, and et hel can see
and modify the configuration of the physvol | ucy. The nodes wi | ma and bet t y cannot
modify the configuration of | ucy, even though they are connected to | ucy through a
SAN network; they see | ucy as a foreign disk, and can display only the disk path.

Figure 2-2 XVM Physical Volume in Cluster Domain

An XVM logical volume that spans physvols may not span domains on a running
system. A logical volume that spans local and cluster domains is marked offline.

When you bring up the XVM Volume Manager with the xvmcommand when cluster
services are enabled, the xvm cl ust er > prompt appears by default, indicating that all
XVM physical volumes that you create in this XVM session are in the cluster domain.
When cluster services are not enabled, the xvm | ocal > prompt appears, indicating that
all XVM physical volumes that you create in this XVM session are in the local domain.

You can change the current XVM domain by invoking XVM with the - donai n option,
as described in “Using the XVM CLI” on page 49, or by using the set command of the
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XVM Volume Manager, as described in “Changing the Current Domain with the set
Command” on page 64.

When you are running the XVM Volume Manager in the cluster domain, by default you
can see and modify only the XVM physvols that are also in the cluster domain, even if
you are running from the node that is the owner of a local physvol. To see and modify
local disks, you either change your domain to local with the set domai n command, or
you use the | ocal : prefix when specifying a physvol name. Similarly, when you are
running the XVM Volume Manager in the local domain, you must change your domain
to cluster or specify acl ust er : prefix when specifying the physvol that is owned by the
cluster. For information on setting and specifying XVM domains, see “Using the XVM
CLI” on page 49.

You can change the owner of an existing XVM physvol by using the XVM gi ve
command to give that physvol to a different owner, whether that owner is a single node
or a cluster. When the node or cluster that currently owns the physical volume is unable
to execute the gi ve command, you can use the st eal command to change the domain
of an XVM physical volume. For information on the gi ve and st eal commands, see
“Changing the Domain of a Physical Volume with the give and steal Commands” on
page 70.

Physical Disk Administration

Underlying XVM logical volumes are the physical volumes that make up the logical
volumes. As part of XVM logical volume administration, you create, manage, and
destroy XVM physical volumes, as described in the following sections.

Creating Physical Volumes
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In order to create XVM logical volumes on a physical disk, you must label the disk as an
XVM disk by using the | abel command of the XVM Volume Manager. This command
writes out an XVM physical volume label on a disk and allows the XVM volume manager
to control the partitioning on the disk. In a CXFS cluster, any XVM physical volumes that
will be shared must be physically connected to all nodes in the cluster.

When you label an XVM disk, you can specify whether the disk is an option disk, a

system disk with a combined rootand usr filesystem, or a system disk with separate root
and usr filesystems. XVM physical volumes are option disks by default. You must be
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administering XVM in the local domain when you create an XVM system disks, since
system disks are always local to the node which boots from them. For information on
labeling disks as XVM system disks, see “XVM System Disks” on page 87.

Note: XVM on Linux does not support XVM system disks.

If you add a new disk that has already been labeled as an XVM physical volume to a
running system, you must manually probe the disk by using the pr obe command of the
XVM Volume Manager in order for the system to recognize the disk as an XVM disk. You
do not have to do this when you are labeling a new XVM disk on your system, however,
since the XVM Volume Manager probes the disk as part of the label process. All disks are
probed when the system is booted to determine which disks are XVM disks.

By default, you cannot label a disk as an XVM disk if the disk contains any partitions that
are currently in use as mounted filesystems. You can override this restriction with the

- nopart chk option of the | abel command. Use the - nopar t chk option with caution,
as data corruption or system panics can result from labeling disks with partitions that are
in use.

Note: Before you can label a disk as an XVM disk, it must be formatted as an SGI disk.
Under IRIX, if your disk has not been initialized during factory set-up, use the f x (1M)
command to initialize the disk.Under Linux, use the f di sk command to format the disk
as an SGI disk.

Managing Physical Volumes

32

You can perform the following tasks on physical volumes:
e Display the physical volume

¢ Change the domain of the physical volume

* Add a physical volume to a running system

* Replace a physical volume

* Rename a physical volume

e Display statistics for a physical volume
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¢ Change a physical volume from a system disk to an option disk

These tasks are described in the following subsections.

Displaying Physical Volumes

Use the XVM showcommand of the XVM Volume Manager to display information about
physical volumes, both labeled and unlabeled. You can also use the showcommand to
display information about disks that are foreign to the current node. You can use this
feature to determine the current owner of a disk that is foreign to you, as described in
“Displaying Physical Volumes with the show Command” on page 66.

Changing the Domain of a Physical Volume

Use the XVM gi ve command to change the owner of an existing XVM physvol, giving
that physvol to a different local or cluster owner. When the node or cluster that currently
owns the physical volume is unable to execute the gi ve command, you can use the

st eal command to change the domain of an XVM physical volume. For information on
the gi ve and st eal commands, see “Changing the Domain of a Physical Volume with
the give and steal Commands” on page 70.

Adding a Physical Volume to Running System

When you boot your system, all disks connected to the system are probed to determine
whether they are XVM disks. If you add an XVM disk to a system that is already running,
you must manually probe the disk by using the pr obe command of the XVM Volume
Manager so that the kernel recognizes the disk as an XVM disk.

Replacing a Physical Volume
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The XVM Volume Manager allows you to replace a disk on a running system without
rebooting the system. When you do this, you must regenerate the XVM label on the
replacement disk. Use the dunp command of the XVM Volume Manager to dump the
commands to a file that will regenerate a physical volume label.

Note that when you dump the commands to regenerate a physical volume label, you
must separately and explicitly dump the commands to regenerate the volume element
tree that leads to the physical volume, as described in “Reconstructing Volume Elements:
Using the dump Command” on page 85.
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Renaming a Physical Volume

You can rename a physical volume with the name opt i on of the change command.

Physical Volume Statistics

The XVM Volume Manager can maintain statistics for physical volumes, subvolumes,
stripes, concats, mirrors, and slices. You can use the st at option of the change
command of the XVM Volume Manager to turn statistics on and off and to reset the
statistics for a physical volume. See Chapter 7, “Statistics,” for information on the
statistics XVM maintains.

In a clustered environment, statistics are maintained for the local node only.

Changing a Physical Volume from a System Disk to an Option Disk

It may be necessary to change an XVM system disk to an XVM option disk if you need to
delete the logical volumes on an XVM system disk, since volumes marked as swap
volumes cannot be deleted. You can change an XVM disk to an option disk with the
change command. For information on deleting system disks, see “Deleting XVM System
Disks” on page 100.

Destroying Physical Volumes

34

To remove an XVM physical volume from a system, use the unl abel command of the
XVM Volume Manager to remove the XVM physical volume label from an XVM disk and
restore the original partitioning scheme. The unl abel command providesa-force
option which deletes each slice that currently exists on the physical volume, even if the
slice is part of an open subvolume and its deletion will cause the subvolume state to go
offline.

The swap partition of an XVM system disk cannot be deleted. This is to ensure that the
swap partition cannot be deleted accidentally and cause a system panic. If you need to

delete the logical volumes on a system disk so that you can unlabel the disk, you must

first use the XVM change command to change the disk from a system disk to an option
disk, as described in “Deleting XVM System Disks” on page 100.
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Creating Logical Resources

After you have created the XVM physical volumes you will use for your logical volume,
you can create the logical volume elements that will make up the logical volume.

Creating Topologies

XVM topologies can be built top-down or bottom-up. Any tree or subtree you create that
does not end in a slice will not have labels written to disk, and therefore will not be
persistent across reboots.

While you are building your XVM topology, you may find it useful to display the existing
defined topology for a volume element by using the - t opol ogy option of the show
command of the XVM Volume Manager.

Automatic Volume and Subvolume Creation

When volume elements other than volumes are created, they must be associated with a
volume. You can name and create the volume explicitly when you create the volume
element, or you can specify that the volume be automatically generated with a temporary
name. A subvolume of type dat a is automatically generated for the volume (unless the
volume element you are creating is itself a subvolume of a different type). Automatic
volume and subvolume generation ensures that when an object is constructed, it can be
immediately used by an application such as nkf s to initialize a filesystem.

When you explicitly name a volume, the volume name is stored in the label space and
remains persistent across machine reboots. When the system generates a volume and
volume name automatically, a new and possibly different name will be generated when
the system reboots. Slices, however, are a special case; when the system generates a
volume name for a slice, the volume name is not temporary and remains persistent across
reboots.

You can make a temporary volume name persistent across reboots by using the change
command to rename the volume.
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Volume Element Naming

Volume elements that compose an XVM volume are named as follows:

Slices are named automatically when you create them.

Slice names remain persistent across machine reboots. This makes it convenient to
reorganize and rebuild logical volumes using slices you have defined for each disk,
even after you have rebooted the system.

You can name stripes, concats, and mirrors explicitly when you create them. If you
do not name them explicitly, you must specify that a default temporary name
should be generated.

When you name stripes, concats, and mirrors explicitly, the volume element name is
stored in the label space and remains persistent across machine reboots. Information
on setting the size of the label space is provided in “Assigning Disks to the XVM
Volume Manager with the label Command” on page 64.

You can name a subvolume explicitly only if it is of a user-defined type. Data
subvolumes are named dat a and log subvolumes are named | 0g.

As described in “Automatic Volume and Subvolume Creation” on page 35, volumes
can be created and named when you create the elements within those volumes. You
can also create an empty volume and give it a name explicitly. If you do not name an
empty volume when you create it, you must specify that the system generate a
temporary name; this practice is not recommended for general configuration.

You can make temporary volume element names persistent across reboots by using the
change command to rename the volume element.

It is not necessary to use the name of a volume element when you manipulate it. You can

use

its relative position in the logical volume instead. These naming options as well as

general information on the syntax of volume element names are described in “Object
Names in XVM” on page 53.

Attaching Volume Elements

When you create XVM logical volumes by attaching volume elements to one another
through volume element creation or through the at t ach command, the following rules
and restrictions are enforced by the XVM Volume Manager:

36
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e The source of an attach must be a subvolume, or the child of a subvolume. You
cannot attach a volume to another volume element.

* Subvolumes can be attached only to volumes.
¢ Subvolumes can have only one child.

* A volume cannot have more than one system-defined subvolume of a given type.
The system-defined subvolumes are data subvolumes, log subvolumes, and
real-time subvolumes.

* A mirror cannot have more than eight members.

e If you specify a position when you create or attach a volume element to a target
volume element, the target volume element must not already have a volume
element in that position.

e When attaching a volume element to a target that is part of an open subvolume, the
attachment cannot change the way the data is laid out in the target or any ancestor
of the target. Examples of attaches that can affect data layout are:

— Appending to a stripe

— Appending to a concat which results in the growth of an ancestor that is not the
rightmost volume element under its parents

When you attach a volume element to a mirror, this initiates a mirror revive during
which the system mirrors the data. A message is written to the SYSLOG when this
process is complete. You cannot halt a mirror revive once it has begun except by
detaching all but one of the pieces of the mirror.

When you use the - saf e option of an xvmcommand, you cannot attach volume
elements that change the way the data is laid out in the target or any ancestor of the
target even if the target does not belong to an open subvolume.

When you attach multiple source volume elements to a single target volume element,
they are attached one at a time, in turn. If an attach in the list fails, XVM attempts to
restore the volume elements to their previous parents. If a volume element cannot be
restored, a warning message is generated and manual intervention is needed.

Detaching Volume Elements
Use the det ach command of the XVM Volume Manager to detach a volume element

from its parent. When you detach a volume element, a new volume (and possibly data
subvolume) will be created, just as a volume is created when you create a volume

007-4003-018 37



2: XVM Administration Concepts

element. You can name the generated volume explicitly, or you can specify that the
volume be automatically generated with a temporary name. A subvolume of type dat a
is automatically generated for the volume element you are detaching (unless the volume
element you are detaching is itself a subvolume of a different type).

If the volume element you detach is part of an open subvolume, its detachment cannot
cause the subvolume state to go offline. Any command that would reduce the address
space of an open subvolume, such as detaching a slice that is not mirrored, will cause it
to go offline. You cannot detach the last valid piece of an open mirror from that mirror,
since this will cause the mirror to go offline.

The det ach command provides a - f or ce option to override the restriction that you
cannot detach a volume element that will cause a subvolume to go offline. The det ach
command also provides a - saf e option to impose this restriction even if the subvolume
is not open. See “The detach Command” on page 80 for examples of this command.

Empty Volume Elements

When you create stripes, mirrors, concats, subvolumes, and volumes, you have the
option of not specifying which child volume elements will compose these volume
elements. If you do not specify the child elements, an empty volume element is created
and you can attach volume elements at a later time.

Logical Volume Statistics

Creating Slices

38

The XVM Volume Manager can maintain statistics for physical volumes, subvolumes,
stripes, concats, mirrors, and slices. You can use the st at option of the change
command of the XVM Volume Manager to turn statistics on and off and to reset the
statistics for a volume element. See Chapter 7, “Statistics,” for information on the
statistics XVM maintains.

In a clustered environment, statistics are maintained for the local node only.

Use the sl i ce command to create a slice from a block range of an XVM physical volume.
You can specify the starting block of a slice and you can specify the length of a slice. In
addition, you can specify the following methods of creating slices:
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Creating Concats

Creating Stripes
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*  You can create a slice out of all of the blocks of a physical volume

*  You can divide a specified address range into equal parts, with each part a different
slice

*  You can slice multiple physical volumes at once

*  You can specify that a slice is a system slice of type r oot , swap, or usr. For
information on creating system slices, see “Configuring System Disks with the slice
Command” on page 94.

Slices are named automatically and are persistent across machine reboots. You cannot
rename slices.

The volume that is generated when you create a slice is persistent across machine

reboots. You can specify the name of the volume that is created when you create a slice.
By default, the volume name will be the same as the slice object name.

Use the concat command of the XVM Volume Manager to create a concat, which is a
volume element that concatenates all of its child volume elements into one address space.

The XVM Volume Manager enforces the rules of attachment during concat creation, as
described in “Attaching Volume Elements” on page 36.

Use the st ri pe command of the XVM Volume Manager to create a stripe, which is a
volume element that stripes a set of volume elements across an address space.

You can create a stripe that is made up of volume elements of unequal size, although this
will leave unused space on the larger volume elements.

The XVM Volume Manager enforces the rules of attachment during stripe creation, as
described in “Attaching Volume Elements” on page 36.

For information on configuring stripes that span two host bus adaptors, see “XVM
Logical Volumes and Failover” on page 24.
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Creating Mirrors

40

Use the mi rr or command of the XVM Volume Manager to create a mirror, which is a
volume element that mirrors all of its child volume elements.

Note: To use the mirroring feature of the XVM Volume Manager, you must purchase and
install the appropriate FLEXIm license.

When you create a mirror that has more than one piece, a message is written to the
SYSLOGindicating that the mirror is reviving. This indicates that the system is beginning
the process of mirroring the data. Another message is written to the SYSLOGwhen this
process is complete. Should the revive fail for any reason, a message will be written to
the system console as well as to the SYSLOG

For large mirror components, this revive process may take a long time. When you are
creating a new mirror that does not need to be revived, you should consider using the
- ¢l ean option of the mi rr or command, as described in “The -clean Mirror Creation
Option” on page 42. When you are creating a new mirror that you will use for scratch
filesystems that will never need to be revived, you should consider using the

- nor evi ve option of the mi r r or command, as described in “The -norevive Mirror
Creation Option” on page 42.

You cannot halt a mirror revive once it has begun except by detaching all but one of the
pieces of the mirror. For more information on mirror revives, see “Mirror Revives” in
Chapter 8.

The XVM Volume Manager enforces the rules of attachment during mirror creation, as
described in “Attaching Volume Elements” on page 36.

When you create a mirror you have the options of setting the following characteristics for
the mirror:

e The read policy for the mirror

e The primary leg for the mirror

e Whether the mirror will be synchronized at creation (the - cl ean option)

®  Whether the mirror will be resynchronized when the system boots (the - nor evi ve
option)
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Read Policies
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The following sections describe each of these options.

The XVM Volume Manager allows you to specify one of the following read policies for a
mirror:

round-robin  Balance the I/O load among the members of the mirror, blindly reading
in a round-robin fashion.

sequential Route sequential I/O operations to the same member of the mirror.

Figure 2-3 illustrates how data is read from the legs of a mirror with a round-robin read
policy. The wedges represent units of data that you are reading. The first read operation
gets the unit of data from the first leg, the second read operation gets the next unit of data
from the second leg, and the next read operation gets the next unit of data from the third
leg. The next read operation gets the requested unit of data from the first leg again.

Leg 1l Leg 2 Leg 3

| e | | }’l

Figure 2-3 Reading Data from a Mirror with a Round-Robin Read Policy

Figure 2-4 illustrates how data is read from the legs of a mirror with a sequential read
policy, showing that the different mirror members are not accessed for a single sequential
1/0 operation.
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Primary Leg

Leg 1l Leg 2 Leg 3

S

—

il lmy | m

Figure 2-4 Reading Data from a Mirror with a Sequential Read Policy

After you have defined a mirror, you can change the read policy with the change
command.

You can specify whether a particular leg of a mirror is to be preferred for reading by
marking it as a primary leg. After you have defined a mirror, you can redefine whether

a leg is a primary leg with the change command.

The -clean Mirror Creation Option

When you create a mirror, you can use the - ¢l ean option of the mi rr or command to
specify that the legs of the mirror do not need to be revived on creation. This option is
useful when the legs of the mirror are already mirrored or when the mirror is new and
all data will be written before being read.

The - ¢l ean and the - nor evi ve options of the mi r r or command are mutually
exclusive.

The -norevive Mirror Creation Option

42

When you create a mirror, you can use the - nor evi ve option of the i r r or command
to specify that the legs of the mirror do not need to be revived when the system boots.
This option is useful when you are creating a mirror for a scratch filesystem such as/ t np

or swap.

The - cl ean and the - nor evi ve options of the mi r r or command are mutually
exclusive.
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Creating Volumes

Use the vol une command of the XVM Volume Manager to create an XVM logical
volume explicitly. Volumes may also be created automatically when you create a volume
element, as described in “Automatic Volume and Subvolume Creation” on page 35.

When you create a volume with the vol ume command, you can specify subvolumes to
attach to the volume after it is created. When subvolumes are attached to a volume, the
XVM Volume Manager enforces the rules of attachment described in “Attaching Volume
Elements” on page 36.

Creating Subvolumes
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Use the subvol ume command of the XVM Volume Manager to create a subvolume
explicitly. Subvolumes of type dat a may also be created automatically when you create
a volume element, as described in “Automatic Volume and Subvolume Creation” on
page 35.

When you create a subvolume with the subvol ume command, you can specify the
volume element to attach to the subvolume. The volume element to attach to the
subvolume cannot be a volume or a subvolume. If you do not specify a volume element
to attach, an empty subvolume is created.

When you create a subvolume with the subvol ume command, you can specify the
subvolume type. This can be a system-defined subvolume type or a user-defined
subvolume type. There are three system-defined subvolume types:

data A data subvolume
log A log subvolume
rt A real-time subvolume

There cannot be more than one subvolume having the same system-defined type under
a volume, and you cannot specify a user-defined name for a system-defined subvolume

type.

Note: XVM on Linux does not support real-time subvolumes.
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A user-defined subvolume type is in the range 16 through 255 (0 through 15 are reserved
for system-defined types). System-defined subvolume types are used to associate an
application-dependent type with a subvolume. You can specify more than one
subvolume of a specific user-defined type under a volume.

Reorganizing Logical Volumes

As you create a logical volume, you can use the at t ach and det ach commands of the
XVM Volume Manager to organize and reorganize its elements. Additionally, after you
have created volume elements you can reorganize the volume elements by using the

r emake command of the XVM Volume Manager. The r emake command collapses holes
in a volume element or rearranges pieces under a volume element. You can use a single
r emake command as a convenient alternative to executing a series of at t ach and

det ach commands.

Managing Logical Resources

After you have created your logical resources, you can perform the following tasks:
¢ Display volume elements

¢ Disable volume elements

¢ Bring volume elements online

¢ Make online changes to volume elements

¢ Save the logical volume configuration

The following subsections summarize these procedures.

Displaying Volume Elements

44

Use the showcommand of the XVM Volume Manager to display information about
volume elements.

A volume element can be in one or more of the following states:

online The volume element is online. The volume element is properly
configured. It is able to be opened, or it is already open.
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offline

mediaerr

inconsistent

tempname

The volume element is offline. No I/O can be done to that volume
element. When a volume element is in this state, you will need to look
over the topology of the volume element and note what state each piece
of the volume element is in. There should always be at least one other
state displayed that can help determine why the volume element is
offline.

The volume element has encountered at least one media error.

One or more pieces of the volume element may have changed since the
last failure. An element may have been attached or detached, a missing
piece may have come back into place, or the state may have changed.

If a volume element is in an inconsistent state, you can use the - v
option of the showcommand to display the timestamps of the pieces of
the volume element. The inconsistent piece is the piece with the
different timestamp. Choose the correct piece to keep and detach the
other piece, or use the r emake command to accept the current
configuration.

The volume element has a name which may not be persistent across
reboots.

reviving:queued

reviving:XX%

disabled

incomplete

pieceoffline

open

valid

(mirror only) The mirror is targeted for a revive, but the revive has not
started yet.

(mirror only) The system is in the process of reviving this mirror and is
XX% complete.

The volume element has been disabled with the change di sabl e
command. The volume element must be explicitly enabled with change
enabl e before it can be brought online.

The volume element is missing one or more pieces. For all volume
elements other than mirrors, the missing pieces will need to be attached
or the volume element will need to be remade with the r emake
command before the volume element can be brought back online.

The volume element has a piece that is offline. For volume elements
other than mirrors, the offline pieces will need to be brought back online
before the volume element can be brought online.

The volume element is part of an open subvolume.

The volume element is up-to-date; the data is readable.
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clean The mirror leg has been created with - cl ean option of the mi rr or
command to specify that the leg does not need to be revived on creation;
it will be revived on subsequent boots.

Disabling Volume Elements

You can use the change command of the XVM Volume Manager to manually disable a
volume element. When you disable a volume element, no I/O can be done to that volume
element until you explicitly enable the element, which you can also do with the change
command. The object remains disabled until explicitly enabled, even across machine
reboots.

Bringing a Volume Element Online

The system kernel may disable a volume element and take that element offline. This
could happen, for example, when a mirror member shows an 1/O error. You can use the
change command of the XVM Volume Manager to bring the volume element back
online.

Making Online Changes

You can insert a mirror or a concat above another volume element using the i nsert
command of the XVM Volume Manager. This command can be used to grow a volume
element or to add a mirror to a running system, because the volume element you are
inserting can be part of an open subvolume and can have active I/O occurring.

You can remove a layer from a tree by using the col | apse command of the XVM
Volume Manager. Generally you use a col | apse command to reverse a previous insert
operation.

Saving and Regenerating XVM Configurations

46

To save an XVM logical volume configuration, use the dunp command of the XVM
Volume Manager to dump the commands to a file that will regenerate a configuration.
This allows you to replace a disk in a running system and to regenerate the XVM
configuration on the new disk without rebooting the system.
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When you dump and regenerate a device, you do not regenerate the data on the disk you
are replacing, but rather you regenerate the XVM configuration on the new disk.

Note that when you dump the commands to regenerate a volume element tree, you must
separately and explicitly dump the commands to regenerate the physical volumes that
the tree leads to, as described in “Reconstructing Volume Elements: Using the dump
Command” on page 85.

Destroying Logical Resources

The following sections describe how to remove XVM elements, and how to remove
configuration information from the kernel when an XVM disk becomes unavailable for
1/0.

Deleting Volume Elements
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Use the del et e command of the XVM Volume Manager to delete a volume element.
Parents of deleted volume elements remain and have open slots.

In general, if a volume element contains any attached children, it cannot be deleted.
However, you can specify that either all of the children or all of the children but the slices
be deleted by using the - al | or- nonsl i ce options, respectively. When you specify the
-nonsl i ce option, the slices are detached and a volume and data subvolume are
automatically generated for the slices.

If the volume element you delete is part of an open subvolume, its deletion cannot cause
the subvolume state to go offline. The del et € command provides a - f or ce option to
override this restriction.

The swap partition of an XVM system disk cannot be deleted. This is to ensure that the
swap partition cannot be deleted accidentally and cause a system panic. If you need to

delete the logical volumes on a system disk so that you can unlabel the disk, you must

first use the XVM change command to change the disk from a system disk to an option
disk, as described in “Deleting XVM System Disks” on page 100.
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Removing Configuration Information for Inaccessible Disks

48

When an XVM disk becomes physically unavailable, you may not be able to execute
standard XVM configuration commands on logical volumes that include that disk. To
recover from this situation, you can use the r epr obe command of the XVM volume
manager to remove previous configuration information from the kernel.

For information on using the r epr obe command, see “Removing Configuration
Information: Using the reprobe Command” on page 86.
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The XVM Command Line Interface

This chapter describes the XVM command line interface (CLI) and the features it
provides. The major sections in this chapter are as follows:

“Using the XVM CLI”

“Online Help for XVM CLI Commands” on page 51
“XVM CLI Syntax” on page 52

“Object Names in XVM” on page 53

“XVM Device Directories and Pathnames” on page 58
“Command Output and Redirection” on page 59

“Safe Versus Unsafe Commands” on page 60

To use the XVM CLI, enter the following:

# xvm

If cluster services have been enabled when you enter this command, you should see the
following XVM CLI prompt:

xvm cl ust er>

This prompt indicates that the current domain is cluster, and any objects created in this
domain can be administered by any node on the cluster.
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You must start cluster services before you can see and access XVM cluster configuration
objects. If cluster services have not been enabled when you enter this command on a
cluster-configured IRIX system, you should see the following XVM CLI prompt:

# Xvm
Notice: Cluster services have not been enabled on this cell yet. You
will only be able to mani pul ate | ocal objects until cluster services

are started.
xvm | ocal >

This prompt indicates that the current domain is local, and any objects created in this
domain can only be administered by the current node.

You can specify the XVM domain when you bring up the XVM volume manager by using
the - domai n option of the XVM command:

# xvm -domai n domain

The domain variable can be | ocal or cl ust er. You may find this option useful for
changing the domain of XVM command execution if you are writing a script in which
you want to execute a single command in the local domain.

When you are running the XVM Volume Manager in the cluster domain, you can see and
modify only the XVM physvols that are also in the cluster domain, even if you are
running from the node that is the owner of a local physvol. To see and modify local disks,
you either change your domain to local with the set domai n command, or you use the
I ocal : prefix when specifying a physvol name. Similarly, when you are running the
XVM Volume Manager in the local domain, you must change your domain to cluster or
specify a cl ust er: prefix when specifying a physvol that is owned by the cluster.

For example, if you are running in the cluster domain but wish to see the XVM physical
volumes in your local domain, you can use the following format:

xvm cl ust er> show | ocal : phys/ *

Similarly, if you are running in the local domain but wish to see the XVM physical
volumes in the cluster of which you are a member, you can use the following format:

xvm | ocal > show cl ust er: phys/*

For more information on XVM domains, see “XVM Domains” on page 28.
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Once the command prompt displays you can enter XVM CLI commands to configure
and manage your XVM logical volumes. These commands are executed interactively, as
you supply them.

To configure XVM logical volumes, you need to be logged in as r oot . However, you can
display logical volume configuration information even if you do not have r oot
privileges. When you have finished executing XVM CLI commands, you return to your
shell by entering the exi t command. You can also use bye or qui t as an alias for the
exi t command.

You can enter an individual XVM command directly from the shell by prefacing the
command with xvm as follows:

# xvm [ command .. .]

You can redirect a file of XVM commands into the XVM CLI just as you would redirect
input into any standard UNIX tool, as follows:

# Xxvm < nyscri pt

Alternately, you can enter the following:

# cat nyscript | xvm

For information on using shell substitution to feed the output of one command into
another, see “Command Output and Redirection” on page 59.

Online Help for XVM CLI Commands
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The XVM CLI includes a hel p command, which you can use to display the syntax for
any of the XVM CLI commands. A question mark (?) can be used as an alias for the hel p
command.

The hel p command with no arguments produces a list of supported commands. The
hel p command followed by an XVM command displays a synopsis of the XVM
command you specify. You can precede the XVM command with the - ver bose option
to display full help that shows all of the commands options and examples.

The following command displays the synopsis for the sl i ce command:

xvm cl uster> help slice
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XVM CLI Syntax

52

The following command displays the full help for the sl i ce command:

xvm cl uster> hel p -verbose slice

The keywords you can use for the help command are any of the XVM CLI commands
summarized on the xvm(1M) man page. In addition, you can enter the following help
commands:

hel p nanes
Displays information on XVM object names

hel p regexp
Displays information on the regular expressions that you can use when
specifying XVM object names

The XVM CLI commands may be abbreviated to any unique substring. Command
options may be abbreviated to any substring that is unique among the options supported
by the command. Commands and options are not case sensitive.

For example, you can enter the following command:

xvm cl ust er > vol une -vol nane mai nvol vol 1/data vol 2/10g vol 3/rt

Alternately, you can enter the following abbreviations:

xvm cl uster> vol -vol mainvol vol1/data vol 2/10og vol 3/rt

Similarly, you can enter the following full command:

xvm cl uster> show -verbose slice/freds0

You can abbreviate the previous command as follows:

xvm cl uster> show -v slice/fredsO

When you enter XVM commands, the following syntax rules and features apply:

* These keywords are reserved by the XVM CLI and may not be used to name objects:
vol, stripe, concat, mirror, raid, slice, phys, unlabeled, subvol.

*  Object names consist of alphanumeric characters and the period (. ), underscore
(_), and hyphen ( -) characters.
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*  Object names cannot begin with a digit.

* XVM CLI tokens between <> characters are interpreted as comments.
e A backslash ( \) at the end of a line acts as a continuation character.

¢ Blank lines and lines beginning with the pound sign (# ) are ignored.

* An exclamation point (!) at the beginning of a command passes the command to
the shell.

Object Names in XVM

All XVM objects except slices can have user-defined names supplied to them (if
user-defined names are not supplied, default names will be generated). The names of
XVM objects are limited to 32 characters in length and cannot begin with a digit.

With the exception of subvolumes, objects are specified using the object name.
Subvolume objects must be specified by prefixing the subvolume name with its volume
name followed by a slash (/). For example: f r ed/ dat a. In this example, f r ed is the
name of the volume and dat a is the name of the subvolume.

The following sections describe various ways XVM objects can be specified. The
following topics are covered:

* XVM object specification

* DPiece syntax

¢ XVM object name examples

* Regular expressions

XVM Object Specification

XVM objects are specified in a path-like syntax using one of the following forms where
objname is the name of the object and vepath is a path leading from one volume element
to another.
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[ domain: ][ typel ] objname
[ domain: | [ typel | vepath

The domain option canbe | ocal orcl ust er. You include the domain option when you
are specifying an XVM object that is not in the current domain, as described in “Using
the XVM CLI” on page 49.

Specifying a path component of “..” for a volume element indicates the parent of the
volume element. For example, the following command displays the parent of slice
f 0os0:

show sl ice/foos0/..

Because user-defined names are allowed, it is possible to have ambiguities in the XVM
object namespace. When an ambiguous name is supplied to an XVM command and
wildcards are not used, the command will generally produce an error message. For
information on using wildcards, see “Regular Expressions” on page 58.

To remove ambiguity in an object name, an object name may be prefixed with an object
type followed by a slash, as in the example concat / concat 1. (If there are two objects
of different object types named concat 1, specifying concat 1 alone is not sufficient to
identify the object.) Specifying an object type can also make name resolution faster by
providing information about the type of object.

Note that unambiguous subvolumes are a 3-tuple: subvol /volname/subvol_name.

The following prefixes are recognized to specify object types. The phys, unl abel ed,
and f or ei gn object types are described below.

Table 3-1 Prefixes Specifying Object Type

prefix object type

vol Volume volume element
subvol Subvolume volume element
concat Concat volume element
stripe Stripe volume element
mrror Mirror volume element
slice Slice volume element
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Piece Syntax
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Table 3-1 Prefixes Specifying Object Type (continued)

prefix object type

snapshot Snapshot volume element

copy-on-wite Copy-on-write volume element

phys Physvol
unl abel ed Unlabeled disk
foreign Foreign disk

The snapshot and copy-on-write volume elements are used with the XVM snapshot
feature, described in “XVM Failover” on page 102. XVM on Linux does not support the
snapshot feature.

A physvol is a disk that has been labeled by the XVM Volume Manager as an XVM
physical volume and has been probed by the system. For example, phys/ f r ed refers to
the XVM physvol named f r ed. The path portion of the name is the name that was given
to the physvol at the time it was labeled.

An unlabeled disk is a disk that does not have an XVM label or has an XVM label but has
not been probed by the XVM subsystem. A disk that was transferred to its current owner
by means of the gi ve or st eal command is unlabeled until it has been probed, either
explicitly with the pr obe command or during a system reboot.

The path portion of an unlabeled disk is the filesystem path to the volume partition. This
can be an explicit path (for example, unl abel ed/ hw' r di sk/ dks0d4vol ) or a relative
path (for example, unl abel ed/ dks0d4vol ). SAN disk paths have multiple
components (for example, unl abel ed/ 2000006016f e057a/ | un4vol / c11p0).

A foreign disk is an XVM disk that cannot be administered by the current owner, either
because the disk is owned by another node or another cluster. The format of the path
portion of a foreign disk is the same as the path portion of an unlabeled disk.

XVM volume elements can also be specified using a path-like syntax where the
components of the path are volume element names or piece numbers under the parent.
For example: vol / f r ed/ dat a/ concat 0/ physO refers to the ve phys0, whose parent

55



3: The XVM Command Line Interface

56

is concat 0, which is the data subvolume of volume f r ed. Additionally, concat 0/ 0
refers to the zero child (piece) of the ve concat 0. The piece syntax is helpful when you
want to target a volume element without knowing its name.

Figure 3-1 shows the layout of an XVM logical volume with system-generated names.

concatO

stripeO

mirrorQ mirrorl mirror2 mirror3

| dsk0sO I | dsk1s0 I | dsk2s0 I | dsk3s0 I | dsk4s0 I | dsk5s0 I | dsk6s0 I | dsk7s0 I

Figure 3-1 XVM Logical Volume with System-Generated Names

Table 3-2 shows examples of how you can use piece syntax to specify individual volume
elements in the XVM logical volume illustrated in Figure 3-1.

Table 3-2 Specifying Logical Volume Elements Using Piece Syntax
XVM object Alternate Object Specification
concat/concat0 vol0/data/0

stripe/stripe0 vol0/data/0/0

stripe/stripel vol0/data/0/1
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Table 3-2 Specifying Logical Volume Elements Using Piece Syntax (continued)
XVM object Alternate Object Specification
mirror/mirrorQ vol0/data/concat0/stripe0/0
vol0/data/0/0/0
mirror/mirror2 vol0/data/concat0/stripel/0
vol0/data/0/1/0
slice/dsk6s0 vol0/data/0/1/1/0

vol0/data/concat0/1/mirror3/0

XVM Object Name Examples

The following examples show how a variety of XVM objects can be specified.
vol 0 The object named vol 0

unl abel ed/ dks0d4
The unlabeled disk on controller 0, drive 4

mrror/mrror6
The mirror volume element named ni rr or 6

concat 0/ 0  The leftmost piece of concat 0

vol O/ data/ 0
The child of the data subvolume of volume vol 0

stripeO/fredsO
The volume element named f r eds0 under the stripe st ri pe0

unl abel ed/ 2000006016f e0ed0O/ | un3vol / cl i p0
The SAN disk whose volume partition path is
/ dev/ rdsk/ 2000006016f e0edO/ | un3vol / cli p0

f orei gn/ dks5d43vol
The disk dks5d43vol , which cannot be administered by the machine
displaying this object name
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Regular Expressions

Regular expressions can be used in specifying object names in XVM CLI commands. The
wildcard (*), ?, and [ ] characters are recognized and have their standard regular
expression meanings as supported through the f nmat ch(3G) function. Regular
expressions in an XVM CLI command are limited to the rightmost component of an XVM

object path.

The following examples show how regular expressions can be used in XVM CLI
command:.

* Matches all objects

vol / * Matches all volumes

slice/*s0  Matches all slices ending in sO
concat 0/ * Matches all children of concat 0

subvol /| og*
Matches all log subvolumes

fred* Matches all objects beginning with f r ed
unl abel ed/ dks[ 34] d*

Matches all unlabeled disks on controllers 3 and 4

Specifying a volume element path ending in / is equivalent to specifying a volume
element path ending in /*.

A volume element path which consists of an object type keyword is equivalent to
specifying the keyword followed by /*. For example, a show sl i ce command is
equivalent to a show sl i ce/ * command.

XVM Device Directories and Pathnames

Under IRIX, XVM logical volumes are contained in the following directories:
/ dev/ cxvm  Block special files for XVM logical volumes used in a CXFS cluster
[ dev/rcxvm  Character special files for XVM logical volumes used in a CXFS cluster

/dev/ I xvm  Block special files for XVM logical volumes used for a host’s local
volume
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/dev/rl xvm Character special files for XVM logical volumes used for a host’s local
volume

If you are not running in a cluster environment, then all the logical volumes are
considered to be local volumes.

The device names for XVM logical volume in these directories are of the form

volname, subvolname where volname is the name of the XVM logical volume and
subvolname is the name of the subvolume to be accessed under that volume. The shorter
name volname can optionally be used instead of volname,subvolname when referring to the
data subvolume. For example, / dev/ cxvni f r ed, dat a and / dev/ cxvni f r ed both
refer to the block special file of the data subvolume under volume f r ed.

Note: Older releases of XVM created a directory entry for a subvolume of the form
volname_subvolname. This convention can yield potential problem. For example, since
vol 1_dat a is a legal name for a volume it is impossible to determine whether

[ dev/ | xvm vol 1_dat a refers to the data subvolume of the volume vol 1 or to a
volume named vol 1_dat a. Use of these older directory entries is not recommended.

Some older releases of the XVM volume manager stored logical volume block special
files in / dev/ xvmand logical volume character special files in / dev/ r xvm Specifying
these directories will link to logical volumes in the cluster directories if the system was
running in a cluster environment when it was booted, or to the logical volumes in the
local directories otherwise. Use of these older directory links is not recommended, to
avoid confusion between local and cluster volumes.

Under Linux, block devices for XVM logical volumes used for a host’s local volume are
contained in the / dev/ | xvmdirectory. For compatibility with earlier releases, support
is also provided for the / dev/ xvni | ocal / vol / volnamel dat a/ bl ock directory.

For information on names of objects within XVM logical volumes, see “Object Names in
XVM” on page 53.

Command Output and Redirection

In general, commands that create or manipulate objects will print out the name of the
created or target object upon successful completion, as in the following example:
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xvm cl uster> concat -tenpnane slice/w | nmas0 slice/barneys0
</ dev/ cxvm vol 0> concat/concat O

You can use shell substitution to feed the output of one command into another. For
example, under the Korn shell the following command would create a concatenated
volume element with a volume name of f r ed and the physvols phys1 and phys2 as the
components.

$ xvm concat -vol nane fred $(xvmslice -all physl) $(xvmslice -all \
phys2)

Under csh or sh, the syntax for the command is as follows:

$ xvmconcat -volnane fred ‘xvmslice -all physl' ‘xvmslice -all \
phys2

Commands that fail, or for which the manipulated object does not make sense (such as
del et e, for example), do not print out the target object name.

As shown, commands that create or modify volume elements also display the
subvolume block-special name that the target ve belongs to inside of <> symbols. For
example, the command sl i ce -all physl produces the following output (if
successful), where sl i ce/ phys1sO0 is the name of the slice created, and

/ dev/ cxvni phys1s0 is a path to the subvolume block-special that can be opened to
gain access to the slice:

</ dev/ cxvm phys1s0> slice/ physls0

Tokens that appear inside of <> symbols are treated as comments by the CLI. This
ensures that even though a command that creates a volume element displays the
block-special name, that output is inside of <> symbols and is ignored by the CLI when
you feed the output of one command into another.

Safe Versus Unsafe Commands

60

The XVM commands can be categorized as safe or unsafe. An unsafe command is one
that will in some way affect the address space of the subvolume that the ve is under, such
as detaching or deleting a child of a concat ve. Safe commands do not affect the address
space of the subvolume, such as detaching or deleting all but the last child of a mirror ve
(detaching or deleting the last child is unsafe).
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Safe commands can always be issued regardless of the open state of the effected
subvolume, whereas unsafe commands can be issued only if the subvolume is not open.
Mounted subvolumes are always open, however a subvolume may also be open without
being mounted, for example if an application is accessing the raw subvolume.

Unsafe commands to open subvolumes will result in an error by default, but certain
commands havea -f orce option to override that behavior. Conversely, certain
commands have a - saf e option, which will enforce the safe checks even if the
subvolume is not open.
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Chapter 4

XVM Administration Commands

This chapter summarizes the xvmcommand line interface (CLI) commands and provides
examples of each command. A full description of the syntax of each individual command
is available through the hel p command, as described in “Online Help for XVM CLI
Commands” on page 51.

This chapter includes sections on the following topics:

¢ “Physical Volume Commands”

¢ “Logical Volume Commands” on page 73

e “XVM System Disks” on page 87

e “XVM Failover” on page 102

Physical Volume Commands
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You can use the following commands to create, manage, and delete XVM physical
volumes:

set Changes the default XVM domain

| abel Assigns disks to the XVM Volume Manager

show Displays XVM physical volumes

change Modifies XVM physical volumes

pr obe Probes an XVM physical volume

dunp Regenerates XVM physical volumes

gi ve Changes the domain of an XVM physical volume

st eal Changes the domain of an XVM physical volume when the node or

cluster that currently owns the physical volume is unable to execute the
gi ve command
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unl abel Removes disks from the XVM Volume Manager

These commands are summarized in the following sections.

Changing the Current Domain with the set Command

You use the set command to change the current XVM domain while executing XVM CLI
commands. The current domain can be local or cluster. If the current domain is local, the
XVM objects you are creating belong to the current node you are running from. If the
current domain is cluster, the XVM objects you are creating belong to the cluster that the
current node belongs to. The current domain is displayed as part of the Xvmprompt,
which appears as xvim ¢l ust er > or xvm | ocal >. You can also see the current XVM
domain by executing the set command without specifying the | ocal orcl ust er
parameter.

You cannot set the domain to cluster if cluster services are not started.

The following example changes the current domain from cluster to local:

xvm cl uster> set domain | ocal

For information about XVM domains, see “XVM Domains” on page 28.

Assigning Disks to the XVM Volume Manager with the label Command

64

You use the | abel command to assign a disk to the XVM Volume Manager. The | abel
command writes out or modifies an XVM physical volume label on a disk. In a clustered
environment, you can label only the disks that are attached to the system you are
working from.

When you label a disk as an XVM physical volume, the first four bytes of logical block
one, when represented as ASCII characters, yield x| ab. This enables you to determine
whether a disk is an XVM physical volume even if you are not running the XVM Volume
Manager.

Use the - nane option to assign a name to the XVM physical volume. If you do not
specify a name, the default name will be the base name of the unlabeled disk path (for
example, dks0d1). If you specify a name when assigning multiple disks to XVM, the
supplied name acts as a prefix for each physical volume name, with a unique numeric

007-4003-018



Physical Volume Commands

007-4003-018

suffix added. If you do not specify a name when assigning multiple disks, the unlabeled
disk path is used as the prefix for each physical volume name.

When you assign a disk to the XVM Volume Manager, the disk is an XVM option disk by
default. Under IRIX, you can label the disk as an XVM system disk with the - t ype
option of the | abel command. You can also label the disk as a system disk that is a
mirror of an existing XVM system disk. Labeling an XVM disk as a system disk or a
mirror of a system disk is a special case of the | abel command, as it both assigns a disk
to the XVM Volume Manager and creates logical volumes on that disk for the root and
swap filesystems. For information on creating XVM system disks and mirroring XVM
system disks, see “XVM System Disks” on page 87.

Note: XVM on Linux does not support XVM system disks

You cannot label a disk as an XVM disk if the disk contains any partitions that are
currently in use as mounted filesystems. On systems with many disks, these checks can
be time-consuming. The | abel command provides a - nopar t chk option to override
this restriction. Use the - nopar t chk option with caution, as data corruption or system
panics can result from labeling disks with partitions that are in use.

When you label an XVM disk, the - vol hdr bl ks option allows you to specify how much
space to assign to the volume header; the default value is the number of blocks currently
in the volume header of the disk being labeled. The - xvni abel bl ks option allows you
to specify how much space to assign to the XVM label area; the default is 512 blocks for
system disks and 1024 blocks for option disks.

The usual default values for the - vol hdr bl ks and the - xvir abel bl ks options
support approximately 5000 XVM objects; this should be sufficient for most XVM logical
volume configurations. If you will have more than that many objects on the XVM
physvol that the label area needs to maintain, you may need to increase the XVM label
area size. As a rule of thumb, one block is required for every seven objects. Note that a
volume element and a name for a volume element count as two objects.

Although the default size for the XVM label area should be sufficient for most XVM
logical volume configurations, you can increase the XVM label area size by shrinking the
volume header from the default value and increasing the XVM label area
correspondingly. For example, the default options will give you 1024 blocks for the XVM
label area on an option disk and, usually, 4096 blocks for the volume header. The user
data then starts at block 5120. If you set the number of volume header blocks to 3072 you
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can set the number of XVM label blocks to 2048. This will double the XVM label area,
shrinking the volume header area from the default and leaving the user data starting at
block 5120.

As of the IRIX 6.5.26 release, the data area of an XVM-labeled disk starts on a 32-sector
boundary. Disks labeled as XVM disks under earlier releases will continue to work.

The following example labels dks0d3 as XVM physical volume f r ed:

xvm cluster> | abel -nane fred dks0d3

The following example labels dks0d3 as XVM physical volume f r ed, reserving enough
space for 4096 blocks of XVM labels and increasing the default volume header to 8192
blocks.

xvmcl uster> | abel -vol hdrbl ks 8192 -xvm abel bl ks 4096 -nane fred dks0d3

Displaying Physical Volumes with the show Command

66

You use the show command to display information about XVM objects.
The following example shows the results of a showcommand with the - ext end option
enabled to show all the existing physical volumes and their device paths:

xvm cl uster> show -extend phys
phys/ coreyz 138737184 onl i ne, cl uster (/dev/rdsk/ 2000006016f elf 95/ | unOvol / c3p0)
phys/ j ansad 17779016 online, cl uster (/dev/rdsk/dks2d19vaol )
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The following example shows the results of a showcommand executed on a specific
physical volume, with the - ext end option enabled:

xvm cl uster> show -v phys/di sk2
XVM physvol phys/di sk2

size: 17779016 bl ocks sectorsize: 512 bytes state: online,cluster
uui d: a9764967-439c- 1023- 8c3b- 0800690565¢c0
system physvol: no
physical drive: /dev/rdsk/dks5d6vol on host hugh3
Di sk has the followi ng XVM | abel :
Clusterid: O
Host Nane: hugh_cl uster
Di sk Narme: disk2
Magi c:  0x786¢6162 (x| ab) Version 2
Uui d: a9764967- 439c- 1023- 8c3b- 0800690565c0
| ast update: Sun Dec 12 16:27:16 1999
state: Ox2l<online, cluster> flags: 0xO0<idle>
sechytes: 512
| abel area: 1024 blocks starting at disk block 3072 (10 used)
user area: 17779016 bl ocks starting at disk bl ock 4096

Physvol Usage:
Start Lengt h Narme

0 17779016 slice/di sk2s0

Local stats for phys/disk2 since being enabled or reset:

stats collection is not enabled for this physvol
The showcommand also allows you to display information about unlabeled disks. The
following example shows the results of a showcommand executed on an unlabeled disk:

xvm cl ust er > show -v unl abel ed/ dksOd1
Unl abel ed di sk unl abel ed/ dksOdlvol

vol une al i as: / dev/ r dsk/ dksOd1vol

vol une full path:

/hw/ nodul e/ 2/ sl ot /i 01/ basei o/ pci / 0/ scsi _ctlr/0/target/ /1 un/ 0/ di sk/ vol une/ char
D sk does not have an XWM | abel

The showcommand can display information about disks that the XVM Volume Manager
sees as foreign disks. This can be useful if you find yourself in a situation where you need
to use the st eal command to take control of an XVM physvol from its current owner. In
this situation, you may need to determine the owner of a disk that you cannot read as a
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physvol, since it appears as a foreign disk to you. The output of the showcommand will
show the owner as the “Host Name” of the physvol.The following example shows all
foreign disks, using the - ext end option to display the name of the host or cluster that
owns the disk and name of the physical volume on that host or cluster. In this example,
sample output is shown.

xvm cl ust er > show -extend forei gn

f or ei gn/ 2000006016f e058c/ | unOvol / c3p0 * 2?? (csc-eagan: csc- | un0)
f or ei gn/ 2000006016f e058c/ | unlvol / c3p0 * 2?? (csc-eagan: csc- | unl)
f or ei gn/ 2000006016f e0c97/ | un7vol / c3p0 * 2?2? (cxfsO-2: matrix)

The following example executes the showcommand on dks5d46, which is a disk that is
foreign to the current node, which is hugh2:

hugh2 1# xvm

xvm cl ust er> show dks5d46

f or ei gn/ dks5d46vol * private
xvm cl ust er> show -v dks5d46

Forei gn di sk foreign/ dks5d46vol

vol ume ali as: / dev/ r dsk/ dks5d46vol
volune full path:
/ hw/ nodul e/ 2/ sl ot/i o7/ fibre_channel /pci/0/scsi_ctlr/0/target/46/1un/0/d
i sk/ vol ume/ char
Di sk has the foll owi ng XVM | abel :
Clusterid: O
Host Nanme: hugh
Di sk Narme: disk5
Magi c:  0x786¢6162 (x| ab) Version 2
Uui d: 530138f d- 0096- 1023- 8a7a- 0800690592c9
| ast update: Thu Sep 16 10: 25:58 1999
state: Oxll<online, private> flags: O0xO0<idle>
sechytes: 512
| abel area: 1024 blocks starting at disk block 3072 (10 used)
user area: 17779016 bl ocks starting at disk bl ock 4096

Note that in this example, the host name of the foreign disk is hugh, the disk’s current
owner.

For information on foreign disks, see “XVM Domains” on page 28. For information on
the st eal command, see “Changing the Domain of a Physical Volume with the give and
steal Commands” on page 70. The st eal command should be used only when
ownership cannot be changed using the gi ve command.
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The showcommand output indicates whether a physical volume has no physical
connection to the system and would return an I/O error when read or write activity is
attempted anywhere on the volume. In the following examples, the physical volume

| cnt st has no physical connection on this system.

xvm cl ust er> show vol

vol /cl 0 online
vol / conl 0 offline, no physical connection
vol /I ncl 0 online, no physical connection
vol /1 nct st 3s2 0 online
vol /1 nct st 3s3 0 online
vol /| nct st 3s4 0 online
xvm cl uster> show -top vol /conl
vol / conl 0 offline, no physical connection
subvol / conl/ dat a 400000 of fline, pi eceoffline
concat/concat9 400000 of fline, tenpnane, i nconpl ete
slicel/lnctstsl 200000 online
(empty) o
xvm cl uster> show -top vol /I ncl
vol /I ncl 0 online, no physical connection
subvol /1 ncl/ dat a 200000 online
mrror/mrror7 200000 onl i ne, t empnane
slicel/lnctst2sl 200000 online
slicel/lnctstsO 200000 online

The showcommand can also be used to display information about other volume
elements. For more examples of the show command see “Displaying Volume Elements:
Using the show Command” on page 84.

Modifying Physical Volumes with the change Command
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You can use the change command to change the name of an XVM physical volume and
to change the state of statistics collection (to on, off, or reset). For examples of the change
command see “The change Command” on page 79.

In addition you can use the change command to change an XVM system disk to an XVM
option disk. This may be necessary if you need to delete the logical volumes on an XVM
system disk, since volumes marked as swap volumes cannot be deleted. For information
on deleting system disks, see “Deleting XVM System Disks” on page 100.
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Probing a Physical Volume with the probe Command

The pr obe command probes a disk with XVM labels so that the system is able to
recognize the disk as an XVM disk. Disks are probed automatically when the system is
booted, but you must manually execute a pr obe command when you add an XVM disk
to a running system. If you execute the pr obe command on a disk that has not been
previously labeled, an error is returned.

The disk to be probed must first be available in the hardware inventory. Use the
scsi adm nswap(1M) command to introduce a disk to the system.

The following example probes drive 4 on controller 0:

xvm cl ust er > probe dks0d4

The following example re-probes the XVM physical volume named f r ed:

xvm cl uster> probe fred

The following example probes all SCSI drives:

xvm cl ust er> probe dks*

Regenerating XVM Physical Volumes using the dump command

You use the dunp command to dump the commands to a file that will regenerate an XVM
physical volume. For examples of the dunp command, see “Reconstructing Volume
Elements: Using the dump Command” on page 85.

Changing the Domain of a Physical Volume with the give and steal Commands
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Under IRIX, you use the gi ve command to change the domain of an XVM physvol,
giving ownership of that physvol to another node or cluster. (XVM on Linux supports
local XVM volumes only.)

You cannot use the gi ve command on a physvol that has slices that are part of open
subvolumes. For this reason, the gi ve command will fail while a mirror revive is active.
In general, you must unmount filesystems on XVM logical volumes that contain the
XVM physvol and wait for mirror revives to complete before executing the gi ve
command on the physvol.
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When you give a disk away, the new owning node or cluster must read the disk before
the configuration is visible to the new owner. This happens in either of two ways:

* Automatically on reboot

¢ When the new owner uses the pr obe command to read the new disk

You can specify a physical volume to give away by either the physvol name or by the
name of the disk itself. The following command relinquishes ownership of the disk
dks0d4 to the owner named host a:

xvm | ocal > gi ve hosta dks0d4

The following command relinquishes ownership of the physical volume named f r ed to
the cluster named nmycl ust er:

xvm | ocal > give -cluster mycluster fred

In some circumstances, the node or cluster that currently owns the physical volume may
be unable to execute the gi ve command. In these cases, you can use the st eal
command to change the domain of an XVM physical volume. Only disks which are
foreign to the current node or cluster can be the targets of a st eal .

Caution: The st eal command unconditionally resets the owner of an XVM physical
volume to the current node or cluster. No attempt is made to inform the previous owner
of the change in ownership. This could result in configuration corruption. The st eal
command should be used only when ownership cannot be changed using the gi ve
command.

Before using the st eal command, you should ensure that the XVM physical volume
you are stealing is not part of an XVM snapshot volume.

In a situation where you need to use the st eal command to change the domain of an
XVM physical volume, you may not know the name of the current owner of the physical
volume. You can use the showcommand on a foreign disk to determine its current
owner, as described in “Displaying Physical Volumes with the show Command” on
page 66.

As with the gi ve command, you cannot use the st eal command on a physvol that has
slices that are part of open subvolumes. In general, you must unmount filesystems on
XVM logical volumes that contain the XVM physvol and wait for mirror revives to
complete before executing the st eal command on the physvol.
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The following example resets ownership of the disk f or ei gn/ dks0d4vol . In this
example, the disk must be owned by host a for the steal to succeed. The disk will become
a cluster disk owned by the current cluster.

xvm cl uster> steal hosta foreign/dks0d4vol

The following example also resets ownership of the disk f or ei gn/ dks0d4vol . In this
example, the disk is brought into the local domain.

xvm cl uster> set donmin | ocal
xvm | ocal > steal hosta foreign/dks0d4vol

By default, the st eal command takes ownership of a physical volume from a host. To
take ownership of a physical volume that is owned by a cluster, you must use - cl ust er
option. The following example resets ownership of disk f or ei gn/ dks0d4vol from
cluster j i m ny to the local host. The disk must be owned by the clusterj i m ny for the
st eal to succeed:

xvm | ocal > steal -cluster jinmny foreign/dks0d4vol

If you use the st eal command to take a disk from a running system, you may end up
with the configuration showing the disk as both owned and foreign. Using the gi ve
command avoids this situation. To recover, you can use the r epr obe command, as
described in “Removing Configuration Information: Using the reprobe Command” on
page 86.

For information on the set command, see “Changing the Current Domain with the set
Command” on page 64. For information on local domains, cluster domains, and foreign
disks, see “XVM Domains” on page 28.

Removing Disks from the XVM Volume Manager with the unlabel Command
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You use the unl abel command to remove an XVM label from a disk so that the disk is
no longer an XVM disk. This restores the original partitioning scheme to the disk. In a
clustered environment, you can unlabel only a disk that is attached to the system you are
working from.

The following example removes the XVM label from the XVM physical volume named
phys1:

xvm cl ust er > unl abel physl
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The following example forcibly unlabels phys1, first deleting any slices that may exist:

xvm cl uster> unl abel -force physl

Logical Volume Commands

The following sections describe the xXvmcommands you use to create, modify, display,
reconstruct, and delete volume elements.

Creating Volume Elements

The slice Command
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There are separate Xvmcommands to create the following logical volume elements:

Slices
Concats
Mirrors
Stripes
Subvolumes

Volumes

These commands are summarized in the following sections.

The sl i ce command creates slices from specified block ranges of XVM physical
volumes.

As of the IRIX 6.5.26 release, there is a default restriction that all XVM slices are created
on 32-sector boundaries on the disk and are some multiple of 32 sectors in length.If you
do not supply a length, the address range will be from the indicated start block to the end
of the free area containing the start block, rounded down to the highest multiple of 32
sectors that will fit. The start block itself must begin on a 32-sector boundary. You can
explicitly remove this restriction with the - noal i gn flag.
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The concat Command
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For information on using the sl i ce command to create the slices that are used to make
up the volumes of a system disk, see “Configuring System Disks with the slice
Command” on page 94.

The following example creates one slice covering the whole usable space of the XVM
physical volume phys1:

xvm cluster> slice -all physl

The following example creates four equal-sized slices covering the XVM physical
volume phys1:

xvm cl uster> slice -equal 4 physl

The following example creates a slice starting with block 5,000 with a length of 100,000
blocks:

xvm cluster> slice -start 5000 -1ength 100000 physl

The following example divides the 100,000-block chunk beginning at block 5,000 into 4
equal-sized slices:

xvm cluster> slice -start 5000 -1ength 100000 -equal 4 physl

The concat command creates a volume element that concatenates all of its child volume
elements into one address space. When you create a concat, you must specify whether
you are naming the generated volume to which it is attached or whether the system will
generate a temporary volume name.

The following example concatenates the slices f r eds0 and wi | masO into a larger
address space. The created concat volume element has a system-generated temporary
name and is contained in a volume with a system-generated temporary name:

xvm cl uster> concat -tenpnane slice/fredsO slice/wlnmas0

The following example also concatenates the slices f r eds0 and wi | mas0 into a larger
address space. It explicitly names the resulting concat myconcat and the volume it
belongs to concat vol :

xvm cl ust er> concat -venane nyconcat -vol name concatvol slice/freds0 \
slice/w | nasO
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The mirror Command
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Note: To use the mirroring feature of the XVM Volume Manager, you must purchase and
install the appropriate FLEXIm license.

The mi rr or command creates a volume element that mirrors all of its child volume
elements. When you create a mirror, you must specify whether you are naming the
generated volume to which it is attached or whether the system will generate a
temporary volume name.

When you create a mirror that has more than one piece, a message is written to the
SYSLOGindicating that the mirror is reviving. This indicates that the system is beginning
the process of mirroring the data. Another message is written to the SYSLOGwhen this
process is complete. For large mirror components, this may take a long time. You cannot
halt a mirror revive once it has begun except by detaching all but one of the pieces of the
mirror.

Should the revive fail for any reason, a message will be written to the system console as
well as to the SYSLOG For more information, see “Mirror Revives” in Chapter 8.

When you create a mirror, you can define a read policy and a primary leg for the mirror.
These features are described in “Creating Mirrors” on page 40.

When you create a mirror, you can specify that the mirror does not need to be
resynchronized when it is created. Alternately, you can specify that the mirror will never
need to be resynchronized; this is an option that is useful when you are mirroring a
scratch filesystem. These features are described in “Creating Mirrors” on page 40.

The components of a mirror do not have to be identical in size, but if they are not there
will be unused space in the larger components.

The following example creates a mirror whose members are the slices f r eds0 and

wi | mas0. The volume that the mirror will be associated with will be named mi r vol .
xvmcluster> nmirror -volnane mirvol slice/freds0 slice/wlnmas0

The following example creates a mirror, with members sl i ce/ f r eds0 and

slice/w | mas0 and volume name newni r vol . In this example, a revive will not be
initiated when the mirror is created.

xvmcluster> mrror -vol nane newmrvol -clean slice/fredsO slice/wlnasO
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The stripe Command
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The following example creates an empty mirror with a sequential read policy. To make
the mirror usable, the members of the volume element will have to be explicitly attached
using an at t ach command. This command creates a mirror with a system-generated
name that is contained in a volume with a system-generated name.

xvm cluster> mrror -tenpnane -rpolicy sequenti al

The following example creates a two-member mirror with a primary member named
fredsO0. All reads will be directed to f r eds0, with writes going to both members. This
command creates a mirror with a system-generated name that is contained in a volume
with a system-generated name.

xvmecluster> mrror -tenpnane -prinary slice/fredsO slice/fredsO slice/w | mas0

The st ri pe command creates a volume element that stripes a set of volume elements
across an address space. When you create a stripe, you must specify whether you are
naming the generated volume to which it is attached or whether the system will generate
a temporary volume name.

Itis legal to create a stripe that consists of volume elements of unequal size, although this
may leave some space unused.

A stripe units has the restriction that it must be a multiple of 32 512-byte blocks. You can
remove this restriction with the - noal i gn flag.

The actual size of the stripe volume element depends on the stripe unit size and the size
of the volume elements that make up the stripe. In the simplest case, the volume elements
are all the same size and are an even multiple of the stripe unit size. For example, if the
stripe unit is 128 512-byte blocks (the default stripe unit size), and you create a stripe
consisting of two slices that are each 256,000 blocks, all the space of each of the slices is
used. The stripe size is the full 512,000 blocks of the two slices.

On the other hand, if two slices that make up a stripe are each 250,000 blocks and the
stripe unit is 128 blocks, then only 249,984 of the blocks on each slice can be used for the
stripe and the size of the stripe will be 499,968 blocks. This situation may arise when you
create the slices on a disk by dividing the disk equally, or use the entire disk as a slice,
and do not coordinate the resulting stripe size with the stripe unit size.
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Even if one of the two slices that make up the two-slice stripe in the second example is
256,000 blocks (while the other is 250,000 blocks), the stripe size will be 499,968 blocks,
since the same amount of space in each volume element that makes up the slice is used.

The general formula for determining what the stripe size will be is the following, where
stripe_width is the number of volume elements that make up the stripe:

stripe_size = (smallest_stripe_member / stripe_unit) * stripe_unit * stripe_width
Note that this formula uses integer arithmetic.

You can view the stripe unit of an existing stripe with the show - ext end (or - v) stripe
command (where stripe is the name of the existing stripe).

For information on configuring stripes that span two host bus adaptors, see “XVM
Failover” on page 102.

The following example stripes the slices f r eds0 and wi | mas0. The volume that the
stripe is associated with will be named st ri pedvol.

xvm cluster> stripe -vol nane stripedvol slice/freds0O slice/w | nms0

The following example stripes the mirrors mi rr or 0 and i r r or 1 using a stripe unit
size of 512 blocks:

xvm cluster> stripe -tenpnane -unit 512 mirror[01]

The following example creates an empty stripe with room for four slices. Four volume
elements must be attached to the stripe before it will come online.

xvm cluster> stripe -tenpnane -pieces 4

The subvolume Command
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The subvol ume command creates a subvolume and, optionally, attaches a specified
volume element to the subvolume. The volume element attached to the subvolume
cannot be a volume or another subvolume.

When you create a subvolume, you must specify whether you are naming the generated

volume to which it is attached or whether the system will generate a temporary volume
name.
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The volume Command

You can create a subvolume of a system-defined type of dat a, | og, orrt (real-time), or
you can create a subvolume of a user-defined type. You cannot specify a subvolume
name for a subvolume of a system-defined type.

Note: XVM on Linux does not support real-time subvolumes.

The following example creates a log subvolume and attaches concat O to it. The volume
associated with this subvolume will be named myvol .

xvm cl ust er > subvol une -vol nane nyvol -type |log concatO

The following example creates a subvolume and attaches concat 0 to it, setting the ui d
and mode of the block and character special files corresponding to the subvolume:

xvm cl ust er> subvol ume -tenpnane -uid 1823 -node 0644 concatO

The following example creates a subvolume with a user-defined type of 100:

xvm cl ust er > subvol une -tenmpnane -type 100 concatO

The vol ume command creates an XVM volume and, optionally, attaches specified
subvolumes to the volume.

The following example creates an empty volume named f r ed:

xvm cl ust er> vol une -vol nane fred

The following example groups data, log, and real-time subvolumes under a volume. The
created volume has a system-generated temporary name.

xvm cl uster> vol ume -tenpnane vol 0/data vol 1/1 og vol 2/rt

Modifying Volume Elements
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The XVM Volume manager provides the following commands to modify volume
elements after you have created them:

e change

e attach
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The change Command

The attach Command

007-4003-018

e detach

e renmake

These commands are described in the following sections.

The change command changes the attributes of an XVM physical volume or volume
element that you have previously defined. You can change a variety of attributes of an
XVM object using the change command, depending on the object. You can use the
change command to enable statistics collection for an object, to bring a volume element
back online that the kernel has disabled, and to manually disable and re-enable a volume
element.

You can use the change command to rename an existing object. The name you give an
object with this command remains persistent across reboots. You cannot change the name
of a slice.

For a full list of the attributes that you can modify using the change command, see the
help screen for this command.

The following example enables statistics for XVM physical volume pvol 0 and the data
subvolume of vol / f r ed:

xvm cl ust er> change stat on phys/pvol 0 vol /fred/ data

The following example resets statistics for all objects that have statistics enabled:

xvm cl uster> change stat reset *

The at t ach command attaches an existing volume element to another existing volume
element. For information on the restrictions that the XVM Volume Manager imposes on
attachments, see “Attaching Volume Elements” on page 36.

You can specify where to attach a volume element. If you do not explicitly indicate where
to attach a volume element, the source volume element will be attached to the first
(leftmost) hole in the target volume element. If there are no holes, the source volume
element will be appended to the end (right).
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You can attach multiple source volume elements to a single target volume element by
using the at t ach command. When attaching multiple source volume elements, the
position you specify for the attachment applies only to the first volume element;
remaining volume elements will be placed to the right, filling holes or appending.

When you attach multiple source volume elements to a single target volume element,
they are attached one at a time, in turn. If an attach in the list fails, XVM attempts to
restore the volume elements to their previous parents. If a volume element cannot be
restored, a warning message is generated and manual intervention is needed.

The following example attaches the slice f r eds0 to concat O at the first available
position:

xvm cluster> attach slice/fredsO concatO

The following example attaches all subvolumes of vol 0 to vol 1:

xvm cluster> attach vol 0/* vol 1

The following example attaches sl i ce/ f r edsO to concat 0, performing checks as if
concat 0 and sl i ce/ fr eds0 were part of open subvolumes, even if they are not:

xvm cl uster> attach -safe slice/fredsO concatO

The detach Command

The det ach command detaches a volume element from its parent. When you detach a
v