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About This Guide

This guide provides information on preparing, installing, configuring, and using the
Total Performance Manager (TPM) application for the TP9100 external RAID subsystem.

This guide is intended for system administrators. Use this guide to:

Gain a basic understanding of the TPM software.

Learn how to install, configure, and run the TPM software in Linux, IRIX, and
Windows environments.

Learn about hardware and software requirements.

Learn how to use the GUI to operate the TPM software.

This guide contains the following chapters:

Chapter 1, “Introduction” — Introduces the TPM software and provides
information about features and packaging.

Chapter 2, “Installing, Configuring, and Running TPM on IRIX, Linux, and
Windows” — Describes the host prerequisites and how to install and configure the
TPM software.

Chapter 3, “Using TPM” — Describes how to use the various GUI menus to
configure and control the RAID subsystem.

Appendix A, “TPMWatch Event Monitor and Logger” — Describes how to
configure and operate TPMWatch, a support program designed to poll RAID
subsystems and report their health to an output file.

Appendix B, “Error Codes” — Describes the error codes associated with the TPM
software.

XV



About This Guide

Product Support

SGI provides a comprehensive product support and maintenance program for its
products. If you are in North America and would like assistance with your
SGI-supported products, contact the Customer Support Center (CSC) at 1-800-800-4SGI
(1-800-800-4744) or your authorized service provider. If you are outside North America,
contact the SGI subsidiary or authorized distributor in your country.

Obtaining Publications

Reader Comments

XVi

To obtain SGI documentation, go to the SGI Technical Publications Library at:
http://techpubs. sgi.com

If you have comments about the technical accuracy, content, or organization of this
document, please tell us. Be sure to include the title and document number of the manual
with your comments. (Online, the document number is located in the front matter of the
manual. In printed manuals, the document number can be found on the back cover.)

You can contact us in any of the following ways:
* Send e-mail to the following address:
t echpubs@gi . com

* Use the Feedback option on the Technical Publications Library World Wide Web
page:
http://techpubs. sgi.com

* Contact your customer service representative and ask that an incident be filed in the
SGI incident tracking system.

* Send mail to the following address:

Technical Publications

SGI

1600 Amphitheatre Pkwy., M/S 535
Mountain View, California 94043-1351

e Send a fax to the attention of “Technical Publications” at +1 650 932 0801.

We value your comments and will respond to them promptly.
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Chapter 1

Introduction

Product Overview
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The Total Performance Manager (TPM) application is an HTML-based GUI RAID
client-server application manager. It provides a user-friendly graphical user interface
(GUI) for configuring and monitoring external RAID disk subsystems that use several
families of RAID controller engines. TPM consists of two programs that run natively on
an IRIX, Windows, or Linux system that is physically attached to a RAID storage
subsystem. All communication is through the Fibre Channel (FC) controller, so that no
RS-232 interface is required. The application incorporates an embedded Web server to
provide the user interface to a user-supplied Web browser.

Note: TPM supports only external RAID controllers. It does not support internal RAID
controllers, such as the Mylex AcceleRAID cards used in some SGI computing platforms.

Once the TPM service routine is running on a host server, it may be interfaced to any
modern Web browser that supports HTML level 3 or higher. This includes Microsoft’s
Internet Explorer 4.x and above, and Netscape Navigator 3.x and above. The browser
client does not have to be located on the computer running the TPM service routine. The
browser also does not have to be running locally. If TPM is running on a computer with
Internet access, the browser can communicate with TPM through a dial-up connection
(provided there is no firewall blockage).

To communicate with the TPM service, enter the URL on which the TPM is listening. By
default, TPM starts on port 2002. Therefore, if your host server is configured for IP
address 192.168.1.99, set your web browser to the following URL:

http://192.168. 1. 99: 2002



1: Introduction

Features

TPM is designed to support the TP9100 external RAID subsystem. The TPM application
provides the following functions:

¢ Configuration: Adds, deletes, and modifies LUNS, topologies, and device status.

* Administration: Configures controllers, administers LUNs, and takes controllers
online and offline.

* Reporting: Presents statistical data and subsystem status.

e  Maintenance Procedures, such as RAID controller and drive firmware downloads.

Software Packaging

The software is packaged differently for IRIX/Linux than for Windows. The following
sections describe both.

IRIX/Linux Software Packaging

For IRIX and Linux, the TPM software is distributed on a CD-ROM that contains the files
shown in Table 1-1. The files must be located in the $DAM _HOVE directory tree. By
convention, $DAM HOME is set to / opt / dam and this manual uses $DAM_HOVE and

/ opt / daminterchangeably.

Table 1-1 Files in the Distribution (IRTX and Linux)

Files Description

cgi -bin/oemparts.txt  Cross-reference file for spoofing make and model of
subsystem.

cgi-bin/oentail.htm  HTML segment that appears at the bottom of most Web

pages.
tpm TPM service routine.
damevent | og Log file (automatically created if not found).

2 007-4382-001



Software Packaging

Table 1-1 (continued) Files in the Distribution (IRIX and Linux)

Files Description

dam oscan Script or executable that discovers SCSI/Fibre Channel
devices and LUNS.

t pmnat ch Executable file that monitors subystem health.

i mges/ Directory of image files displayed on various Web

i mges/ oenl ogo. gi f
i mages/ wal | paper. gif
dat abase/

passwd. t xt

/tnp

pages.
The logo that is displayed on main screen.

The background image displayed on most Web pages.
Directory of files that store inquiry, log, and sense codes.

The username and password file that is validated during
logon.

The directory where TPM places several small
temporary files during program execution.

Windows Software Packaging

007-4382-001

By convention, DAM_HOME is set to the current working directory (for example,
“C:\Program Files\SGI\SGI TP1900 Array Manager”). The distribution files must be
located in the current working directory.

Table 1-2 Files in the Distribution (Windows)

Files

Description

aspi 32. exe

aspi chk. exe

aspii nst. exe

cgi - bin\oenparts.txt

This upgrades a machine that currently has ADAPTEC ASPI
level 4.57 to 4.60

This displays the current level of ADAPTEC ASPI drivers
installed on the machine.

This installs ADAPTEC ASPI level 4.57 onto the machine.

Cross-reference file for spoofing make and model of
subsystem.
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Table 1-2 (continued)

Files in the Distribution (Windows)

Files

Description

cgi-bin\oentail.htm

cygwi nl. dl

dat abase\

dmai | . exe

i mages\ oem ogo. gi f
i mages\ wal | paper. gif

passwd. t xt

See32. dl

sh. exe

t pm exe

t pmwat ch. exe

HTML segment that appears at the bottom of most Web pages.

A pseudo UNIX environment for Windows. This DLL
provides a translation layer between the UNIX environment
and the Windows environment.

Directory files that store inquiry, log, and sense codes.

This executable provides the mailing function and is called
from within the tpmwatch executable.

The logo that is displayed on the main screen.
The background image displayed on most Web pages.

The username and password file that is validated during
logon.

This is a support dll for the email program.

This executable is part of the CYGWIN environment and
allows usage of shell commands using the 'C' system
command

TPM service routine.

Executable file that monitors subsystem health.

007-4382-001



Chapter 2

Installing, Configuring, and Running TPM on IRIX,
Linux, and Windows

This chapter explains how to install and configure the TPM application on all operating
systems. You may install TPM with other active users on the system if you wish. The
entire process takes little time and no reboot is required.

Host Prerequisites

007-4382-001

The host server where the TPM application is installed must have the following
prerequisites:

e TCP/IP access. This access must exist between the host system and the machine
with the Web browser. This can be over any medium, including Ethernet, token
ring, ATM, or dial-up SLIP/PPP.

e A specific IP port or socket number.The software must communicate with a specific
IP port or socket number. If there is a firewall or router, ensure the administrator
does not restrict traffic over that socket (normally, the socket used is 2002).

* A compatible Web browser. HTML-compatible Web browsers with JavaScript
support, such as Microsoft’s Internet Explorer (IE) version 4.0 or 5.0, and Netscape’s
4.x browsers have been tested. The browser can execute on any machine. The
operating system of the client machine is not important.

*  Your fibre channel host adapter and drivers must be properly configured.
*  Operating System. TPM supports the following operating system versions:
e IRIX 6.5.7 or later
*  Windows NT 4.0 with Service Pack 5 or later

Note: ASPI driver version 4.57 or later must be installed in order to use TPM
software.
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e  Windows 2000 Advanced Server with Service Pack 1 or later.

Note: ASPI driver version 4.60 or later must be installed in order to use TPM
software

e Linux RedHat 6.2 with ProPack 1.3 or later

Installing the Software

This section describes how to install and uninstall the TPM software on the IRIX, Linux,
and Windows platforms.

Note: Prior to removing or upgrading the software, Tpm and TPMWatch must first be
terminated.

Installing TPM on IRIX Platforms
1. Loginasroot.

2. Insert the TPM CD-ROM into the CD-ROM drive.

Note: If the CD-ROM does not mount, refer to the appropriate IRIX Operating System
Manual for instructions.

3. Type the following command to launch the IRIX software installation tool (inst) to
install the software image:

inst -f /COROMirix/dist/sgi_tpm
4. To specify the package, type:

l'ist
5. To install the software, type:

install
6. At the Install subsystem prompt, type:

sgi _tpm

6 007-4382-001



Installing the Software

7.

8.

9.

To complete the installation, type:

go

Type the following command to exit the install program:
qui t

The exit operation is automatically performed.

Type the following command to unmount the CD:

unount / CDROM

10. Remove the CD from the CD-ROM drive.

Uninstalling TPM on IRIX Platforms

1.
2.

Log in as root.

Type the following command to launch the IRIX “versions -remove’, to remove TPM
software:

versi ons renove sgi _tpm

Installing TPM on Linux (RedHat 6.2 with SGI ProPack 1.4%) Platforms

1.
2.
3.

Log in as root.

Insert the TPM CD-ROM into the CD-ROM drive.
Type the following command to mount the CD:
mount /dev/cdrom /mt/cdrom

Type the following command to launch Red Hat Package Manager (rpm), which
installs the TPM software:

rpm-iv /mt/cdrom |inux/rpm sgi_tpmrpm
To unmount the CD, type the following command:

unount /mmt/cdrom

1 At the time of this writing, SGI ProPack 1.4 needs a patch to operate properly. SGI ProPack 1.3 works

007-4382-001

properly with drive firmware 6.14; however, drive downloads to update firmware do not work.
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6. Remove the CD from the CD-ROM drive.
7. Make sure of the following:

a. All SCSI adapters are loaded.

b. The glogicfc module is removed.

c.  The qlogic2100 module is loaded.

d. The SCSI generic module is loaded.

Uninstalling TPM on Linux (RedHat 6.2 w/ProPack 1.4?) Platforms

1. Log in as root.

2. Type the following Red Hat Package Manager (rpm) command to uninstall the TPM
software:

rpm-ev sgi_tpm

2 At the time of this writing, SGI ProPack 1.4 needs a patch to operate properly. SGI ProPack 1.3 works
properly with drive firmware 6.14; however, drive downloads to update firmware do not work.

007-4382-001



Installing the Software

Installing TPM on Windows NT 4.0 and Windows 2000 Advance Server Platforms
1. Log in as administrator.

2. Insert the TPM software CD-ROM into the CD-ROM drive and go to step 3 for
Windows 2000 installations or step 5 for Windows NT installations.

3. For Windows 2000 installations, you must manually install the ASPI 4.57 drivers.
Type the following:

X: \ W NDOWS\ ASPI | NST. EXE

where X: corresponds to the drive letter of your CD-ROM drive. Alternately,
navigate to the \WINDOWS folder on the CD-ROM and double click
ASPI | NST. EXE.

The dialog box shown in Figure 2-3 on page 10 appears.
4. Proceed to step 7.

Note: For Windows 2000 users, ASPI drivers must be manually installed prior to the
installation of SGI TP9100 Array Manager software. The SGI TP9100 Array Manager
software installation will not complete until ASPI drivers are installed. If you start
this installation and the ASPI drivers are not installed, the severe warning dialog box
shown in Figure 2-1 appears. If this happens, click OK in the dialog box and go back
to step 3.

Q ¥ou are running Windows 2000, This product requires ADAPTEC ASFI drivers V4,60,

Use of the ADAPTEC ASFI drivers may cause conflicts with some devices
If wou wish ko use this product: then vou must install the ADARTEC drivers manually.

The installation is a bwo stage process. The First skage will install ASPI revision 4.57 and is accomplished by running ASPIINST.EXE.
The syskem must then be rebooted and the ASPISZ.EXE program run. This will then prompt you to upgrade ko ASFI revision 4.60.

The ADAPTEC ASPI driver install files can be found on the supplied media.

Figure 2-1  Windows 2000 Installation Severe Warning Dialog Box

5. For Windows NT installations, select Start —>Run and type the following in the Run
dialog box:

007-4382-001 9
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X:\ W NDOWB\ SETUP. EXE

where X: corresponds to the drive letter of your CD-ROM drive, OR if you prefer,
navigate to the \WINDOWS folder on the CD-ROM and double click SETUP.EXE.

If your platform does not have ASPI drivers, the dialog box shown in Figure 2-2
appears. Otherwise, the dialog box shown in Figure 2-9 on page 14 appears, where
you may continue with the installation procedure.

Your systerm is running Windows NT 4.0 but appears to hawve no ASPI drivers. Your system reguires ASPI revision 4.57
drivers in order far this program to communicate with the disk array.

The installation is & two stage process. The first stage will install ASPI revision 4.57. The system mustthen be rebooted
and the setup program run again. This will then prompt to upgrade to ASPI revision 4.60 if required.

Do you wish to begin the upgrade process

Figure 2-2  ASPI 4.57 Drivers Upgrade Dialog Box

6. Click Yes to proceed with the upgrade.
The dialog box shown in Figure 2-3 appears.

Adaptec ASPl Upgrade ]

Thiz utility upgrades A5P for Windows 95 indows MT. Do you wizh to continue’?

Figure 2-3 Upgrade Confirmation Dialog Box

7. Click Yes.
The ASPI 4.57 upgrade Wizard dialog box appears, as shown in Figure 2-4.

10 007-4382-001



Installing the Software

(i Adaptec Upgrade Wizard ES I

Adaptec ASPI Version 4.57

Thatik you for uzing ASP for Windows 95, Afindows NT. This progran
upgrades your curent wersion of ASP to version 4.57 [1008).

Click Uparade ta begin.

LCancel
Figure 2-4 ASPI14.57 Upgrade Wizard
8. Click Upgrade.
The 4.57 upgrade installs, as shown in Figure 2-5.
(i Adaptec Upgrade Wizard I
Adaptec ASPI Version 4.57

Thank you for uzing A5P for Windows 95 A%indows MT. This program
upgrades your current version of A5P| to version 4.57 (1008].

Upgrade completed. Click Reboot to restart
wour spztem for the changes to take effect.

Figure 2-5 ASPI 4.57 Upgrade Wizard Progress

007-4382-001 11
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9. Click Reboot.

10. Allow the system to reboot, then start the TPM installation process again, as
outlined in the following steps.

11. Log in as administrator.

12. Insert the TPM software CD-ROM into the CD-ROM drive and go to step 13 for
Windows 2000 installations or step 14 for Windows NT installations.

13. If you are installing the software on a Windows 2000 machine, you must manually
install the ASPI 4.60 drivers. Type the following command:
X:\ W NDOWE\ ASPI 32. EXE
where X: corresponds to the drive letter of your CD-ROM drive. Alternately,
navigate to the \WINDOWS folder on the CD-ROM and double click ASPI 32. EXE.
The dialog box shown in Figure 2-7 appears. Proceed to step 19.

14. If you are installing the software on a Windows NT machine, select Start —>Run and
type the following in the Run dialog box:
X: \ W NDOWS\ SETUP. EXE
where X: corresponds to the drive letter of your CD-ROM drive, OR if you prefer,
navigate to the \WINDOWSE folder on the CD-ROM and double click SETUP.EXE.

15. If you are installing the software on a Windows NT machine, the dialog box shown
in Figure 2-6 appears.

Question

@ Your system is mwinning Windows NT 4.0 with APSI revizion 4.57 divers. vour system may reguire A5P revizion 4.60

drivers in order for this program to communicate with the disk array.

Upgrade to the latest level?

Figure 2-6  Windows NT ASPI 4.60 Drivers Upgrade Dialog Box

16. If you wish to upgrade to ASPI 4.60, you may do so by clicking Yes, but it is not

required for Windows NT. If you choose to upgrade, a reboot will be required.

If you clicked Yes, the dialog box shown in Figure 2-7 appears.

17. Proceed to step 19.

12
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If you clicked No, the TPM InstallShield Wizard appears, as shown in Figure 2-9 on
page 14

18. proceed to step 26.

Adaptec ASPI Upgrade [ <]

This utility uparades ASP for Windows 950 indows MT. Do you wizh to continue?
Mo |

Figure 2-7 Upgrade Confirmation Dialog Box

19. Click Yes.

The Upgrade Wizard dialog box appears for ASPI 4.60 (a dialog box similar to that
of Figure 2-4 on page 11).

20. Click Upgrade.
The 4.60 upgrade installs, as shown in Figure 2-8.

(:-; Adaptec Upgrade Wizard I

Adaptec ASPT Version 4.60

Thank, you for uging A5 for Windows 35 indows MT. This program
upgrades wour current version of ASP ta wersion 4.60 [1027).

Upgrade completed. Click Rebaoat ta restart
your spetem for the changes to take effect.

Figure 2-8 ASPI4.60 Upgrade Wizard Progress

21. Click Reboot.

007-4382-001 13
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22. Allow the system to reboot, then start the TPM installation process again, as
outlined in the following steps.

23. Log in as administrator.

24. Insert the TPM software CD-ROM into the CD-ROM drive.

25. Select Start —>Run and type the following in the Run dialog box:
X\ W NDOWS\ SETUP. EXE

where X: corresponds to the drive letter of your CD-ROM drive, OR if you prefer,
navigate to the \WINDOWSE folder on the CD-ROM and double click SETUP.EXE.

The TPM InstallShield Wizard dialog box appears, as shown in Figure 2-9.

SGI TP3100 Array Manager Setup =

Welcome to the InstallShield Wizard for SGI TP3100
Array Manager

The InstallShield®Wizard will install SGI TP3100 Arraw
Manager onyour computer. To continue, click MNext

< Each Cancel

Figure 2-9 TPM InstallShield Wizard

26. Click Next.

The License Agreement dialog box appears, as shown in Figure 2-10.
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Installing the Software
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SGI TPY100 Array Manager Setup

License Agreement

Please read the following license agreement carefully.

Figure 2-10 License Agreement Dialog Box

27. Click Yes.

The Choose Destination Location dialog box appears, as shown in Figure 2-11.

15
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SGI TP9100 Array Manager Setup

Choose Destination Location

Selectfolder where Setup will install files.

Figure 2-11 Choose Destination Dialog Box

28. You can accept the file installation default destination folder (C:\Program

Files\SGI\SGI TP9100 Array Manager) or click Browse... to select a file installation
different destination folder.

29. When you have selected a destination folder, click Next.
The Select Program Folder dialog box appears, as shown in Figure 2-12.
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SGI TP9100 Array Manager Setup
Select Program Folder

Flease select a program folder.

Setup will add program icons to the Program Folder listed below. You may type a new folder name,
or select one fram the existing folders list. Click Mext to continue.

Program Folders:

Existing Faolders:
50
Administrative Tools (Commaon)
Adobe Acrobat
Cosmo Flayer
Equilibrium
Exceed
Finisar GT
FullShaot 97k
lomega
lomega Backup ;|

[retalliztned

< Back Mlext > I Cancel |

Figure 2-12 Select Program Folder Dialog Box

30. Select the program folder for storing program icons and click Next.

The Installation Complete dialog box appears, as shown in Figure 2-13.

007-4382-001 17



2: Installing, Configuring, and Running TPM on IRIX, Linux, and Windows

SGI TPI100 Array Manager Setup I

Installation Complete

Setup has completed installing the SGI TP3100 Array Manager

[T Ves, | want ta view the release notes,

A reboat is only required if pou install=d ASPI drivers,

< Back | Finish [Earize|

Figure 2-13 License Agreement Dialog Box

31. Click Finish to complete the installation.
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Uninstalling TPM on Windows NT 4.0 Platforms

To perform the uninstall, follow the procedure listed here.

1.
2.

Go to Start —> Settings —> Control Panel and double-click Add/Remove Programs.

In the list that appears, select the SGI TP9100 Array Manager software entry and
click Add/Remove.

Click Yes in the Confirm File Deletion dialog box.

A dialog box appears that indicates that the SGI TP9100 Array Manager software
has been successfully uninstalled from your machine.

Click OK.

The TPM software is removed.

Click OK on the Add/Remove Programs Properties dialog box to close it.
Go to Start —> Settings —> Command Prompt.

A DOS window appears.

Use the DOS del command as shown to delete the ASPI driver files:

del [drive:]\ W NNT\ Syst enB2\ WNASPI 32. dI |

del [drive:]\ W NNT\ Syst enB2\ DRI VERS\ ASPI 32. sys

del [drive:]\ W NNT\ Syst eml WOWPOST. exe

del [drive:]\ W NNT\ System W NASPI . dl |

where [ dri ve: ] is the letter of the boot drive where the files are located.

Note: If you are uncomfortable with DOS line commands, go to Start —> Find —> Files (or
Folders) and search for the above ASPI driver files and delete them using the Find Files
window.

007-4382-001
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Uninstalling TPM on Windows 2000 Advanced Server Platforms

To perform the uninstall, follow the procedure listed here.
1. Go to Start —> Settings —> Control Panel and double-click Add/Remove Programs.

2. In the list that appears, select the SGI TP9100 Array Manager software entry and
click Change/Remove.

3. Click Yes in the Confirm File Deletion dialog box.

A dialog box appears that indicates that the SGI TP9100 Array Manager software
has been successfully uninstalled from your machine.

4. Click OK.
The TPM software is removed.
5. Click Close on the Add/Remove Programs Properties dialog box to close it.
6. Close the Control Panel window.
7. Go to Start —> Settings —> Command Prompt.
A DOS window appears.
8. Use the DOS del command as shown to delete the following ASPI driver files:
del [drive:]\ W NNT\ Syst enB2\ WNASPI 32. dI |
del [drive:]\ W NNT\ Syst enB2\ DRI VERS\ ASPI 32. sys
del [drive:]\ W NNT\ Syst eml WOWPOST. exe
del [drive:]\ W NNT\ System W NASPI . dl |

where [ dri ve: ] is the letter of the boot drive where the files are located.

Note: If you are uncomfortable with DOS line commands, go to Start —> Find —> Files (or
Folders) and search for the above ASPI driver files and delete them using the Find Files
window.
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Configuring Usernames and Passwords

Invoking TPM

TPM'’s security mechanism is simple. Just edit the passwd. t xt file, and make changes
as necessary (only the system administrator should have access rights to this file). Each
line serves as new username and password combination. The username and password
are separated with a single colon (username:password). The colon character is not
allowed in either the username or password, everything is case-sensitive, and the
username, password, or both fields can be blank.

Setting the Environment Variable for IRIX and Linux:

To set the environment variable, follow these steps:
1. Log on as root (or have root access).
2. For csh, or tesh SHELL, type:
set env  DAM HOMVE / opt/dam
3. For sh, bash, or ksh SHELL, type:
DAM _HOME=/ opt / dam
export DAM HOVE

Starting SGI TP9100 Array Manager for IRIX and Linux

007-4382-001

Note: Only users with root permissions are allowed to run TPM.

To start TPM, enter the following command:
/opt/dam tpm [-D] [ - W port_numnber]
where por t _numnber is the IP socket/port number required to access the program. This

not only hides TPMfrom standard Web surfers, but also prevents it from interfering with
a system that happens to function as a Web server. Because normal Web traffic uses
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TCP/IP port number 80, the TPM server is invisible to client browsers unless the
browsers are instructed to use a specific port.

By default, TPM interacts with port number 2002. If that port is busy, the program just
initializes the service at the next available port number. It is also recommend that you run
the service routine in the background to avoid tying up a terminal session. To do this,
enter the following command:

# /opt/danmtpm &

The flag - D can be added to display debug information on the terminal. Only do this if
so instructed.

Note: When enabled, debug mode may cause the application to run more slowly.

Starting SGI TP9100 Array Manager for Windows

To start TPM, use one of the following methods:
e Start —> Programs —> SGI TP9100 Array Manager, or
*  Double-click the SGI TP9100 Array Manager icon on the desktop.

To turn on debug mode, right-click the SGI TP9100 Array Manager icon on the desktop
and click Properties.

On the resulting dialog box, add -D to the end of the entry in the Target text box (after the
right-hand quote mark).

Note: When enabled, debug mode may cause the application to run more slowly.

Setting Up the Browser

Now that TPM has been invoked, you must set up a browser to run the TPM GUL
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Assume, for example, that the TCP/IP number of your host is 192.200.200.7, and it’s
name is server 1. sgi . com To interact with the TPM software, set the address (URL)
of your browser to one of the following:

e http://serverl.sgi.com 2002, or
e http://192.200.200.7: 2002

If you have another server running the TPM application, and the IP name/number
combination is 192.200.200.10, ser ver 2. sgi . com and you started the program with
t pm - W 1234, then you may access the software from either another PC, or an
additional browser window, with:

e http://server2.sgi.com 1234, or
e http://192.200.200. 10: 1234

23
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Logon Screen

24

After you invoke TPM, the logon screen appears in the browser window, as shown in
Figure 2-14.

These eniries are case sensiive.

MLaunch session in new browser window

|Accept| | Reset Screen

Figure 2-14 Logon Screen

Follow these steps to log on:
1. Enter your username.

2. Enter your password.

3. Click Accept.

The username and password entered are validated against the file

$DAM HOMVE/ passwd. t xt . If the username and passwords match the file
contents, the main window screen appears (see Figure 3-1 on page 28). Otherwise,
the logon dialog box is redisplayed. TPM does not support multiple concurrent
users. If another user (or specifically, another browser session, from any IP number)
invokes TPM by setting their browser to the appropriate URL), TPM logs off the
original user.

Note: You should consider the port number as a password. Unless a user knows the port
number, they cannot access TPM, and will not be given the chance to attempt a log in.

If you do not have networking installed, you can still access the GUI by using Netscape
or Internet Explorer. Just set the browser to http://| ocal host: 2002, or the
appropriate port number.
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Additional Considerations
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Below is a list of additional considerations.

Firewall administrators may block traffic on undefined port numbers such as 2002.
Please talk with your security administrator to make sure you agree on what ports
are acceptable for running TPM.

Once the TPM job ends, it typically takes a minute or so for the port to automatically
free up on your operating system. That means if you start another session of TPM
before the port is free, you will see a message saying your default port is busy, and it
will use the next available one.

TPM is not designed to be a multi-user program. Only one Web browser at a time
should attempt to interact with it.

If you have an enterprise with multiple hosts and subsystems, you can open
multiple windows as necessary with your browser to interact with an unlimited
number of subsystems concurrently.

Each record must be a fixed length (16 + 18 + 1) bytes long. The last byte is the new
line character which will be added by your text editor. Do not edit this file on a PC.
Be careful when FTP’ing, as well.
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Chapter 3

Main Menu
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Using TPM

This chapter explains how to use TPM to configure and monitor your external RAID disk
subsystems.

Note: The GUI screens vary according to the firmware (6.14 or 7.01) installed on the
RAID controller. Where the screens are different, both are presented and explained.

After you successfully log on to TPM, the main menu is presented (see Figure 3-1).

Note: In many of the menus and screens shown in this document and presented by the
software, additional information in the menu or screen is shown that may not appear in
the body of the document. Be sure to read all information in each menu or screen before
taking action on a particular menu.
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Current Device: DACPE0FFz-based RAID Controller at /ea/scsi20000080e5110413/Tun0/c5pl

Configuration Functions:

.

PR

Select physical dewice - displays a table of all SC31Fibre devices and RAID subsystems. You must select the one which you wish to configure or
inguite about (allow up to 30 seconds for discovery)

Wndify disk device status - bring disks on-line, off-line, or assign as global spares

Create/Destrov/Fxpand Logical Drives - allows wou to set up new configurations, add logical drives to existing configurations, and expand the
capacities of existing arrays

Configure Host-to-LUN Mapping. - This allows logical drives to be made available or invisible to selected FC host adapters

Initialize LUMNsY - performs low-level format of a LUN. This is required before it can be used by your 0/8

Install dewice drivers for new LUNs - This instructs your operating system to scan for new LUNs, and create device drivers as necessary

Send Cornmand to host - Use this option to send commands to your host. The commands must not be interactive, and all results will be displayed
upon cotnpletion.

Administrative Functions:

.

.

.

.

Wiewr/Wodify BAID controller confisuration - Although many changes may be tade on-the-fly, some settings must be made before any RAID
groups are defined,

Feset controller(s) - This simultanecusly cold resets all controllers in a subsystern. Whiltiple atternpts are made for 90 seconds, in case the controllers
have active [/0s.

Gracefully bring a controller off-line

Gracefully bring a 288 coptroller oncline. - Do this after a failed controller has heen removed, or you are upgrading from a simplex configuration to a
dual-controller configuration

Perfortn data consistency checkdrestore ona LUN - You should perform a data consistency check regularly for all redundant LUNs

Enable/Disable write cache for LUN(Y.

Reporting Functions:

.

.

.

Set default screen refresh rate - This lets you define the number of seconds between each screen refresh for status screens which automatically
Tepaitit.

Display (Dualy Controller Status - This returns status information on dual controller status, and host addressing information on the connected
controller.

Topology cuery - Displays all host adapters on the 3AN attached to the subystern, and what controller/ports they are attached 1o,

Thisnlaw statistical data hw nhwsical desrice - This shnws Ing naee informatinn for an indisidal diske drisre

Figure 3-1 Main Menu

Figure 3-1 shows a portion of the main menu window that appears once you log on. The
main menu windows are different for 6.14 and 7.01 firmware. The differences will be
explained as each menu item is explained in subsequent sections of this chapter.

It is a good idea to disable the browser menu buttons when you run TPM because the
BACK, RELOAD (Netscape Navigator), and REFRESH (Internet Explorer) buttons do
not work with TPM. In fact, using these buttons may put the TPM application in an
undesired state. Instead, use the buttons and links that TPM presents at the bottom of
each screen.
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Configuration Functions

The main menu window has the following principal areas, with the associated
explanations on the indicated pages:

e “Configuration Functions” on page 29
* “Administrative Functions” on page 78
* “Reporting Functions” on page 92

e “Miscellaneous Functions” on page 107

Configuration Functions

The Configuration Function menu has the following selections, with the associated
explanations on the indicated pages:

* “Select Physical Device (Configuration Function Menu)” on page 30
* “Modify Disk Device Status (Configuration Function Menu)” on page 33

* “Create/Destroy/Expand Logical Drives (Configuration Function Menu)” on
page 38

* “Initialize LUN(s) (Configuration Function Menu)” on page 65
* “Configure Host-to-LUN Mapping (Configuration Function Menu)” on page 69

* “Installing Device Drivers for New LUNS (Configuration Function Menu)” on
page 76

* “Send Command to Host (Configuration Function Menu)” on page 77

* “Select Physical Device (Configuration Function Menu)” on page 30
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Select Physical Device (Configuration Function Menu)

To view a table of all devices and RAID subsystems, click the Select physical devices link
under Configuration Functions in the main menu. The dialog box shown in Figure 3-2
appears.

Select a single device below to inquire about or configure:

® Selecta device by clicking the Select hution below, then clicking on the Select hutton.

® The list of units helow represents all 5CSI, Fibre Channel, and 55A peripherals found on your system at this instant. Although you may only configure a
RAID systen, you are fiee to select any device and perform applicable statistical inquiries on it

® If youwant to select a RAID controller, choose any device that doesn't have the word None in the RAID Controller column, preferably at LUND

Vendor 1D Partner

Select | Physical device path | Channel |ID |LUN |Type | (SCSI S]():I;';ilimt D C"n"“]“f mErdc) Controller{Slot#)
Inguiry) ( nquiry) S5 Address

Shuf<osif20000060e5110413 f1un0f chys 1D DACYENFFz () DACHANFFz (13
Hodet 20000080e5110413 MYLEX ||DACARMRBI04336RS | o g g g0 F5 11-04-13 Bty

Hode 20000080e5114c0d 20-00-00-80-E5-11-4C-0D | 20-00-00-00-20-00-00-80

-] F]

5 ‘EKID
hw fscsif20000080e5114ec0d/1unlf o5 DA DA
iy o b b MYLEY |DACARNMRBIO1ZGEBS B3 RIS L)

Select | Reset Screen

Return to Main Page] [Log Off
Figure 3-2  Select Physical Device Dialog Box

By activating the desired checkbox under the Select column and clicking the Select
button, you can select which RAID subsystem you wish to configure or monitor. You
make your selection by choosing the physical device path associated with any ID/LUN
combination displayed.

If you are running in a dual-controller configuration (in redundant mode), make sure to
select controller 0 (C0). An example of this is DAC960FFx(0).

Note: All configuration and monitor operations must be through controller 0.
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Operation

It is important for the administrator to know how physical device selection works,
because it can serve as a good general debugging tool in the event that your computer
does not “see” a specific LUN. The algorithm is the same, regardless of the operating
system. In summary, TPM executes the following steps:

1. Creates a list of all SCSI and FC device drivers.

2. Issues a standard SCSI inquiry command to report the drive Vendor ID and Product
ID fields. If the inquiry fails, TPM assumes the device driver is no good, and skips to
the next driver in the list.

3. Issues the vendor-specific Inquiry command to determine if the device is a logical
drive within a RAID subsystem. If so, it issues additional commands to report
which controller and World Wide Name (WWN) is associated with that LUN.

4. Builds the record and reports what it has discovered if either the Vendor or Product
fields are non-blank.
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What to Do if a Device is Missing

32

If a device does not display; it is probably because the device driver is either missing or
incorrect. This happens quite frequently, depending on what OS you have, and what you
did to create drivers in the first place. Assuming your FC host adapter is properly
installed and operational, and you have exclusive access to your host server, choose from
the following:

¢ If running IRIX, issue the scsi ha -p bus# command (see scsiha(lm)), followed
by thei oconfig -f /hwcommand (see ioconfig (Im)).

¢ If running Linux, try removing and installing the device driver. If you have the
Qlogic device driver, the command is/ shi n/ r nmod gl a2100; /sbi n/i nsnod
gl a2100). If that doesn’t work, you must reboot.

¢ If running Windows, you must reboot.

Caution: If the Qlogic device driver is in use when you attempt to remove it (for
example, an outstanding command is in progress), the host server might crash (the Linux
OS will hang). Therefore, you should make sure that all applications that are using the
Qlogic device driver have been terminated first before you remove and reinstall the
device driver.

Note: Use the qla2100 driver for SGI ProPack1.3. Use gla2x00 for SGI ProPack1.4 and
later.

If all of the above remedies fail, a device might be masked because the controller is doing
it intentionally. This occurs if the Affinity, LUN, or SAN mapping is used to make one or
more LUNs invisible to a particular host adapter or controller. If you can, go to the main
TPM menu (see Figure 3-1) and use the Configure Host-to-LUN Mapping selection
under Configuration Functions to see if that is the problem. Otherwise, you may have to
contact your SGI customer support representative to resolve the problem.

007-4382-001



Configuration Functions

Field Definitions

The definition of each field in the Select Physical Device dialog box is given in Table 3-1.

Table 3-1 Select Physical Device Field Definitions

Field Definition

Select Selects which RAID subsystem you wish to configure or monitor.

Physical Device In the case of Linux, the physical device path is the pass-through device driver name (/ dev/ sgx) for

Path that particular device. Otherwise, it is the raw driver.

Controller, These are additional fields reported by the OS that help identify the device driver.

Channel, ID, LUN

Type TPM reports all TP9100 RAID devices.

Vendor ID The Vendor ID and Product ID parameters are returned by a standard SCSI Inquiry. You may wish to

(SCSI Inquiry), note some interesting information reported by LUNs. The first field typically starts with DAC. The

Product ID second field describes the type and size of RAID LUN you have. For example, the selected LUN at

(SCSI Inquiry) /' hw/ scsi / sc34d0l 0 (first row of Figure 3-2) points to a 17,464 MB RAID-3 disk. The digits before the
“B” indicate number of MB, and the character after the “B” indicates the type of RAID. RAID types of
0,1,3, and 5 indicate RAID-0, RAID-1, RAID-3, and RAID-5, respectively. A RAID type of 6 indicates
RAID 0+1, and a RAID type of 7 indicates JBOD.

Controller (Slots) | This parameter shows the model of the controller, followed by the slot number in the subsystem in

Address parentheses, followed by the unique MAC address for that controller, which assigned by the controller

manufacturer.

Note: All of the LUNs in Figure 3-2 appear twice, once for each controller. That is
because the host is attached to both controllers, and the RAID subsystem is configured to
map each LUN to both controllers. If you change the mapping, or don’t have a
dual-controller configuration, then your results will be different.

Modify Disk Device Status (Configuration Function Menu)

007-4382-001

To view or change the status of the drives, select Modify Disk Device Status under the
Configuration Function menu. The dialog box shown in Figure 3-3 (for firmware 6.14)
or Figure 3-4 (for firmware 7.01) appears.
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Modify Disk Device Status for RATD Subsystem at /hw/scsi20000080¢5110413/md/cSpl

1. You may change any number of drives that are not OI-LIVE to STANDBY, UHCONFIGURED, OFF-LINE, or ON-LINE.

2. Mlow 10 seconds for the drive state to be changed.

3. Al other drives are defined as belongmg to a BATD group. You must frst delete the RATD group before you can change the state of these
disks. If'the RATD group 13 mounted, you must also dismount #, or your host may become confused

SGI 3T173404FC [Z2704] SGI 3T173404FC [2705] 3GI 3T173404FC [2705] SGI 3T1753404FC [2705]
3/MN: 3CEODZLFO S/M: 3CEQZCEC I/MN: ICEDZLSE 3/N: 3CEDZJ9C
100Mhz, 2 Ports, FC-AL 100Mhz, 2 Ports, FC-AL 100Mhz, 2 Ports, FC-AL 100Mhz, 2 Ports, FC-AL
Phy=ical: 70007 Physical: 70007 Phy=ical: 70007 Phy=ical: 70007
Useable: 69991 Useahle: 69991 Useable: £9991 Tszeable: 69991
LoopID=125 (7Dh) Chan=0 LoopID=124 (7Ch) Chan=1 LoopID=123 (7Bh) Chan=0 LoopID=122 (7Aih) Chan=1
In=1 ID=1
LlNs: 0O

o
® HOT SPARE ® HOT SPARE
» L]

SGI ST173404FC [2705] SGI ST173404FC [2705] aGI 3T173404FC [2705] SGI ST173404FC [2705]
3/M: 3CEDZJFP4 3/M: 3CEODZLERQ 3/N: 3CEDZ1HE 3/N: 3CEODZF1C
100Mhz, 2 Ports, FC-AL 100Mhz, 2 Ports, FO-AL 100Mhz, 2 Ports, FC-AL 100Mhz, 2 Ports, FO-AL
FPhy=ical: 70007 Physical: 70007 Phy=ical: 70007 Phy=sical: 70007
Useahle: 69991 Useshle: 69951 Useable: £9591 Useahle: 6559591
LoopID=121 (79h) Chan=0 LoopID=120 [78h) Chan=1 LoopID=112 (77h) Chan=0 LoopID=118 (76h) Chan=1

1

® HOT SPARE
L]

Figure 3-3 Modify Disk Device Status Dialog Box (for 6.14 Firmware)
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Modify Disk Device Status for RAID Subsystem at hw/scsi/sc13d010

1. You may change any number of drives that are not OI-LINE to STANDBY, UNCONFIGURED, OFF-LINE, or OH-LINE.
2. Allow 10 seconds for the drive state to be changed

3. All other drives are defined as belonging to a FATD group. You must first delste the EATD group before you can change the state of these

disks. If the FATD group 1z mounted, you must also dismount it, or your host may become confised.

SGI ST318304FC [2706]
S/N: 3ELOOSS0Q

W : Z00000Z037653467
100Mhz, 2 Ports, FC-AL
Driwve Speed: 10016 RPM
Physical: 17560
Usesble: 17530
LoopID=125 (7Dh) Chan=0
In=125

LUNs: None

® HOT SPARE
L]

SGI ST318304FC [2705]
S/: 3JELOOHNG

WWM: ZO00000Z037658ECD
100Mhz, 2 Ports, FC-AL
Driwve Speed: 10016 RPM
Physical: 17560
Usesble: 17530
LoopID=121 (79h) Chan=0
In=1z1

LUNs: None

]
® HOT SPARE

Figure 3-4 Modify Disk Device Status Dialog Box (for 7.01 Firmware)

SGL ST336704FC [2705]
S/M: 3CDO1S6EL

WM: ZO0OO00Z037ZA17E9
100Mhz, 2 Ports, FC-AL
Driwve Speed: 10016 RPM
Physical: 35003
Useable: 34696

ID=124
LUNs: None

® HOT SPARE
-

SGIL ST318304FC [2705]
3/N: 3ELOOKDG

WWM: ZOOOD0ZO3765955D
100Mhz, 2 Ports, FC-AL
Driwve Speed: 10016 RPM
Physical: 17560
Useakble: 17530

ID=1z0
LUMNs: HNone

® HOT SPARE
L]

LoopID=124 (7Ch) Chan=1

LoopID=120 (78h) Chan=1

BGI ST318304FC [2705]
3/M: 3ELOOWAT

WWM: ZO00000Z037659735
100Mhz, 2 Ports, FC-AL
Drive Speed: 10016 RPM
Physical: 17560
Useable: 17530
LoopID=123 (7Eh) Chan=0
ID=123

LUN=: HNone

(]
® HOT SPARE
L]

BGI ST318304FC [2705]
3/N: 3ELOOWSS

WUM: ZOD0ODO0ZO376587ZF
100Mhz, 2 Ports, FC-AL
Drive Speed: 10016 RPM
Physical: 17560
Useable: 17530
LoopID=119 (77h) Chan=0
Ir=119

LUNs: Hone

o

® HOT SPARE
L]

SGIL 3T318304FC [2705]
3/N: ZELOOEDT

VWM : ZO0OD0ZOD376SSEES
100Mhz, 2 Ports, FC-AL
Driwve Speed: 10016 RPM
Physical: 17560
Useable: 17530
LoopID=118 (76h) Chan=1
ID=11&

SGIL 3T318304FC [2705]
S/M: 3ELOOWLC

WM : ZO0O00Z037659541
100Mhz, 2 Ports, FC-AL
Driwve Speed: 10016 RPM
Physical: 17560
Useable: 17530
LoopID=122 (7ih) Chan=1
ID=122

LUN=: None

® HOT SPARE
.

LUNs: None

® HOT SPARE
L]
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Operation

36

The Status dialog box for controllers with 7.01 firmware has the following additional
information not displayed for the controllers with 6.14 firmware:

* Drive Speed (in RPM)
e WWN (worldwide name)

The Modify Disk Device Status dialog box allows you not only quickly view status of
the drives, but also to define hot spares. Each drive in Figure 3-3 or Figure 3-4 maps to
the same physical row and column of the disk drive chassis. If you are also using
expansion enclosures, additional drive matrices are displayed for each chassis attached
to the RAID enclosure.

Click on a button (or buttons) to change the drive state, then click OK at the bottom of
the screen to activate the changes. You would typically use the buttons as follows:

¢ (Click ON-LINE to put a drive into the online state.
¢ (Click HOT SPARE to turn one or more drives into hot spares.
¢ (lick UNCONFIGURED to change the state of a drive from online to dead (a dead

drive acts as though it is not even plugged in).

Changes are effective immediately, and no reboot is required. It is safe to perform these
changes at any time (providing you are not taking a mounted LUN offline by marking its
drives as UNCONFIGURED, of course).

When you click OK after having made your selections, you are returned to the main

menu. If you click Reset Screen, all radio buttons that you have changed are set back to
their previous states.
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Field Definitions

The definition of each field in the Modify Disk Device Status dialog box is given in
Table 3-2.

Table 3-2 Modify Disk Device Status Field Definitions

Field Definition
Make/Model/ This field returns the SCSI vendor ID, product ID, and firmware revision for each drive. For proper
[Firmware] operation, it is strongly recommended that each drive in a LUN have the same make, model, and

firmware release.

Serial Number

The drive serial number

Worldwide Name
(7.01 firmware only)

A 64-bit identifier assigned to a particular drive. It is used to distinguish one drive from another. The
WWN may be used for network management purposes or whenever drive identification is needed.

Clock Speed

The clock speed in MHz of the device. This is not very interesting now, but when 200 Mhz and 400
MHz fibre channel drives become supported, it will become quite important.

Number of Ports

The number of ports used by each disk. The number should normally be 2 for FC and 1 for SCSI.

Interface

The drive controller interface. FC-AL = Fibre Channel Arbitrated Loop.

Drive Speed
(7.01 firmware only)

The spindle speed in RPM of the hard disk drive

Physical The physical number of blocks and MB on the disk. 1 MB = 1024 * 1024 bytes, and one block = 512
bytes.

Usable The usable number of blocks and MB on the disk. These numbers are always less than the physical
numbers because the RAID controller allocates a portion of disk space for it’s Configuration On Disk
(COD).

LoopID A unique hexadecimal number for a particular disk drive. The LooplD is basically the equivalent of
a SCSIID.

Channel/TargetID The channel number and target ID for a drive. GAM uses this extensively to identify individual disks.

List of LUNS A list of the logical drives that are using some or all of the space on a disk drive.

Status The Status area is color-coded. In addition to HOT SPARE and ON-LINE, it is possible that the drive

could be in another state, such as UNCONFIGURED.

007-4382-001

Finally, TPM does not care to which state you change a drive, so use common sense. If
the Modify Disk Device Status screen shows that a drive is used within a LUN, and you
change the drive from ON-LINE to some other state, data loss could result.
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Create/Destroy/Expand Logical Drives (Configuration Function Menu)

To set up new drive configurations or to add, delete, or expand drives in an existing
configuration, select Create/Destroy/Expand Logical Drives under the Configuration
Function menu. The dialog box shown in Figure 3-5 appears.

This section lets you set up new configurations, or add/delete/expand logical drives in existing configurations. You will be walked throngh each
choice, and the configurator will not change anything until specifically instructed to do so. Click here for a help screen which describes your
RAID options in detail, and provides you with relative capacity, availability, and performance characteristics of each each type. Or chose one
of the buttons helma:

New Configuration
New Configuration |

This creates a new disk configuration. The configurator will prevent you from running this if any LUNs are
already defined. (You must perform the Delete LUN operation repeatedly until all LUNs have been remowed. )

Add a LUN - Retains ALL Data

. . . . . . : Add LUN(s)
This lets you use free disk space to create an additional logical RAID disk (LUN). Exdsting data will not be
affected. You must have unconfigured disks available, and at least one LUN must already exist.

Delete last LUN - Retains ALL Data (Except that of the LUN which will be
destroyed).

This will Tet you delete the last LUN which was defined, (Limitations with the current firmware make i Delete LLIN
impossible to delete anything but the last LUN) If you click on the Delete LUN, then the nest screen will
describe it's characteristics, and give you the chance to get out cancel the procedure. Mote: The configurator will
not atternpt to determing if there 13 a mounted filesystem on the LUN,

Expand a LUN - Retains ALL Data

This lets you add capacity to an existing LUN while the controller is online with the host(s). For exzample, 2
systemn using a f-disk RAIDS set can add another disk to create a 7-disk drive set. This procedure is also
referred to by the acronym,"ORE™, for On-Line Raid Expansion..

* Duting the expansion, which includes re-sttiping data from the old (smallef) set to the larger set, the controller
continues to service host [0 operations

* MORE is supported in the simplex mode of operation only. One controller in a dual-active controller system must

te disabled (failed-over). Attempting to do this operation in a dual-active environment will be rejected.

One to six deives can be added to a set at a time. The masimum number of phyrsical disk diives i5 eight.

You can not have & LUNs defined. The expansion requires one free LUN in order to execute. |

You can not perform an expansion if all 8 LUNs are defined. Expand LUN

The disk drives being added st not be part of an array.

The capacity of each of the added disk drives must be greater than or equal to the size of the smallest disk drive

i the get.

The added capacity parameters are kept in non-volatile memory. In the event of power loss to this host or to the

subsystem, (or a controller failure) then the process will automatically resume when power is restored, or the

controller is replaced.

In the event of a disk drive failure, the process continues to completion in CRITICAL mode

PO

.

Figure 3-5 Create/Destroy/Expand Logical Drives Dialog Box

The Create/Destroy/Expand Logical Drives dialog box contains the following buttons:

* New Configuration: allows you to create a new disk configuration. If LUNs have
already been defined, they must be deleted.
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* Add LUN(s): allows you to use free disk space to create one or more additional
LUN(s).

* Delete LUN: allows you to delete the last LUN that was defined.
¢ Expand LUN: allows you to add capacity to an existing LUN.

Note: At the top of the screen is a link marked Click here. Clicking this link opens a
window that provides detailed information on each type of RAID, along with
performance characteristics and data reliability considerations. If one has not had factory
training on the controllers, this information will probably be quite useful.

The following sections explain how to use these buttons in more detail.
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New Configuration

When you click New Configuration, the screen appears as shown in Figure 3-6.

RAID Array Configuration for system at ferfscsi f=c13dolo

Drive | Drive |Drive Drive Drive Drive Drive Drive Drive Drive Drive Drive Drive Drive Drive |Drive Drive o .. al thnmLogwalMB
Pack | 0 1 2 3 4 5 6 7 8 9 |10 11 |12 |13 |14 |15 ’s
ChID [Ch-ID |ChID |ChID [Ch-ID |Ch-ID |ChID [Ch-ID |Ch-ID | ChID ChID ChID |ChID |ChID |Ch-ID Ch-ID 3;5 u+1
Mext
Assign

Siripe Size (All LUNs)is TBD. Totals: | i

RAID Subsystems:
‘Eucl.nsu.m #0 {Rackmount view, rotate 96° clockwise if in tower)
17560ME S3003ME 17560ME: L1560ME
w1zl Ll o1zl Liaal
17560ME 17560 17560ME 17560ME
v Ll o Lue
17560ME L1560ME 17560ME: L1560ME
w1l Lusl o1l L
Clear All Select Marked | Cancel

If atiy disks above are colored GREEN, then they may contain active LUNs. You will, however, be allowed to reconfigure them without requiting you to
marmally delete any active LUNs (Provided you selected the New Configuration optior)

Ity order to build LUN s, you first must organize the disk deives into packs of up to 16 drives.

The Next Assign box will show you what pack and drive number that the next drive you assign will be assigned to

Pack mambers ate onty for the benefit of the configurator, and they are not saved within the controller.

turn to Main Page] [Log Off]
Figure 3-6 New Configuration Screen
You may create a new LUN configuration if presently there are no configured LUNSs in
your array. Drive packs can be combined to form large LUNs of up to 32 disk drives with
6.14 controller firmware, up to 60 disk drives with 7.01 controller firmware, or can be

split into multiple LUNS, or a combination of both. TPM uses packs to group drives
together for easier configuration.

Creating Drive Packs

The primary rules for creating packs are listed below. More details on how to do this are
found in subsequent sections of this document.

¢ The maximum number of packs that can be combined into a LUN is four for
controllers with 6.14 firmware.
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The maximum number of packs that can be combined into a LUN is 16 for
controllers with 7.01 firmware.

1 to 8 disk drives can be combined into a pack for controllers with 6.14 firmware.
1 to 16 disk drives can be combined into a pack for controllers with 7.01 firmware.
The number of drives in a pack determines the possible RAID levels.

If spanning packs into a LUN, all packs must have the same number of disks.

Any drive of any size may be used in a pack, but the amount of usable storage will
be computed as the smallest disk times the number of drives in the pack.

Creating and Defining New LUNs

Follow this procedure to create and define new LUNs. More details on how to do this are
found starting in Figure 3-7 on page 42 of this manual.

1.

8.

Activate the desired checkboxes in the RAID Subsystems area of the screen shown
in Figure 3-6 and click Select Marked to group the desired drives into a pack.

The packs exist only for configuration purposes, and are used to group drives
together for easier configuration.

To continue assigning drives into packs, repeat step 1 until all desired drives are
assigned into packs.

After at least one pack has been created, you can use the Select Previous Pack
button to reconfigure a previously configured pack.

After you have finished creating the desired drive packs, use the Define LUNs
button to create a LUN using up to four of the drive packs (for 6.14 firmware), or up
to 16 of the drive packs (for 7.01 firmware) you just created. You may use up to four
drive packs (32 drives maximum) with 6.14 controller firmware or up 16 drive
packs maximum (60 drives maximum) with 7.01 firmware.

Select the drive pack(s) that you want to define as the new LUN and click Configure
New.

Select the desired RAID level for the LUN you are creating and click Apply.

To continue building LUNSs that incorporate drives in other packs, click Select
Pack(s) and repeat the process of defining LUNs and their corresponding RAID
levels and usable MB.

Update the RAID controller with the new LUN information.

The next sections explain how to execute these steps.
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Group the First Set of Drives into a Pack

To group the first set of drives into a pack, follow these directions:

1. Activate the desired checkboxes in the RAID Subsystems area of the dialog box (see
Figure 3-6) and click Select Marked to move drives from the map shown in the
RAID Subsystems area of the screen into Pack A.

The top area of the screen contains a table that shows the drives assigned to drive
pack A. Next Assign now appears in a new row to indicate that drives can now be
selected and assigned to drive pack B through a similar process.

As you assign drives to the pack, the screen changes to the example shown in
Figure 3-7 (6.14 firmware) or Figure 3-8 (7.01 firmware).

RAID Array Configuration for system at /me/scsi/sc39d010

. . ) . . . . . . ) Maximum Logical MB
Drive |Drive 0 |Drive 1 Drive 2 |Drive 3 Drive 4 |Drive 5 Drive & Drive 7 [Physical
Pack | ChID |ChID | ChID |ChID | ChID [€hID |ChID |ChID | MB  RAID |RAID | RATD | RAID
0 1 35 0+1
17301ME 17501ME 17501ME 17501MB
‘ A 0.0 Undo | [1.0 Une | 0.1 ndo |[i.1 undo ‘ ‘ ‘ ‘ 70007‘ 69940‘ 34970‘ 52455‘ 34570
Mexzt
| | |
Stripe Size (All LUNs) is 64KB. Totals:| 70007 69940 | 34970| 52455| 34970

| RATD Subsystems:
|Em:lusure #0 (Rackmount view, refate 90° clockwise if in fower)
17501 ME 17501ME 17501ME 17501ME
00 1-0 01
17501ME 17501MB 17501ME 17501MB
03l 12 o3 13
17501ME 17501MB 17501ME 17501MB
05T 15 g4l 1.4
Clear All | Select Previous Pack | Define LUNs Select Marked

Cancel

If any disks abowe are colored GREEN, then they may contain active LTNs. You will, however, be allowed to reconfizure them
without recuiring you to manually delete any active LTINs (Provided wou selected the New Configuration option).

+ In order to build LTUNs, you first must organize the disk drives into packs of up to 8 drives

The Next Assign bex will show you what pack and drive mumber that the next drive you assign will be assigned to

* Pack numbers are only for the benefit of the configurator, and they are not saved within the controller.

Return to Main Page] [Log Off

TPI100 Array Manager (TPM 1.0

Figure 3-7 Drives Assigned Into Pack A (6.14 Firmware)
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RAID Array Configuration for systemn at fhefscsi f=c13do1o

Drive | Drive | Drive | Drive |Drive Drive Drive Drive Drive Drive Drive |Drive |Drive |Drive Drive Drive Drive ) . al MamnmnlmgwalMB
Pack | O 1 2 3 4 5 6 7 8 9 |10 (11 |12 |13 |14 |15 3"
ChID |ChID | ChID | ChID |ChID (Ch-ID |Ch-ID |Ch-ID [Ch-ID [Ch-ID |Ch-ID |Ch-ID |Ch-ID | Ch-ID | Ch-ID | Ch-TD! 3;5 u+1
17560ME Z500ZME L7560ME 17560ME
A Urm m. Um lrm 27635 | 70120 | 35060 | 52590 | 35060
Next
A ssign

Siripe Size (All LUNs) is TED. Totals: ‘ 87685 70120 25060 (52500 35060

RAID Suhsystems:

|Em:l.nsuxe #0 (Roclanount view, rotate 94° clockwise if' in tower)
|17560MB |35003MB |1moma |17560MB

0-125 1124 0123 1122

17560ME 17560ME 17560MB 17560ME

wrn run s sl

17560ME 17560ME 17560MB 17560HE

ol s ons T s

Clear All | Select Previous Pack Defing LUNS Select Marked Cancel

® If any disks ahove are colored GREEN, then they may contain active LUNs. You will, however, be allowed to reconfigure them without requiring yrou to
matmally delete any active LUNs (Provided you selected the New Configuration option).

® Inorder to build LUNs, you first must organdze the disk drives into packs of up to 16 deives.

® The MNext Assign box will show you what pack and drive number that the next drive you assign will be assigned to.

® Pack numbers are only for the benefit of the configurator, and they are not saved within the controller.

turn io Main Page] [Log Off
Figure 3-8 Drives Assigned Into Pack A (7.01 Firmware)

Figure 3-7 and Figure 3-8 show that four drives have been assigned into drive pack
A, which could become a RAID set. Every time a set of drives is assigned, the table
cell labeled Next Assign moves to the next row down, where a new drive pack can
be created.

2. Toremove a drive from a pack, click the undo box @ (for 7.01 firmware) or click

the Undo button | Undo  (for 6.14 firmware), and the remaining drives in the pack
shift to the left, while the removed drive reappears with a cleared checkbox in the
RAID Subsystem table. Use the Select Previous Pack button to reconfigure the
drive arrangement in an earlier drive pack.

Nothing is saved for several more screens, and you may cancel at any time by
pressing the Cancel button. Use the Clear All button to deassign all drives from the
drive packs.
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Note: You do not have to allocate all the drives to packs (or LUNSs). If you choose not
to configure certain drives, they may be used at any time when you click Add
LUN(s) or Expand LUN (see Figure 3-5), if the characteristics of the LUN qualify for
expansion.
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Group the Remaining Drives Into Packs

To create remaining drive packs, continue activating drive checkboxes in the RAID
Subsystem area of the dialog box and using the Select Next Pack button as necessary
until the drives are grouped as desired into separate drive packs.

Note: Refer to “New Configuration” on page 40 for rules on drive pack
configuration.

When you are finished, the screen looks similar to the one pictured in Figure 3-9
(6.14 firmware) or Figure 3-10 (7.01 firmware). In both cases, the drives have been
grouped into three separate drive packs.

RAID Array Configuration for system at /twe/sesifsc39d010

Drive |Drive 0 [Drive 1 Drive 2 |Drive 3 Drive 4 Drive 5 Drive 6 Drive 7 Physi.;all Maximum Logical M[B
Pack |ChID |ChID ChID | ChID |ChID |ChID | ChID Ch-ID | MB |RA]D0‘RA]D1‘RA]ID 35 |RAID 0+1
17501ME 17501ME 17301MEB |17501MB
‘ A | W W e W e ‘ ‘ ‘ ‘ 70007‘ 69940‘ 34970‘ 52455‘ 34570
17301ME (17501ME 173010B 17501 MB
‘ R ‘U_Z i | I8 o | 8 i | 8 Lo ‘ ‘ ‘ ‘ 70007‘ 69940‘ 34970‘ 52455‘ 34570
17501ME (17501ME (17301ME 17501ME
‘ C | Wi | I | A e ‘ ‘ ‘ ‘ 70007‘ 69940‘ 34970‘ 52455‘ 34570
MNext
o k=l T BN
\ Stripe Size (All LUNs) is 64KB. Totals:| 210021 (209820 | 104910 157365 104910
RATD Subsystems:
|Em:lnsure #0 (Rackmount view, retate 90° clackwise if in fower)
175011E 17301ME 17501 MEB 17501ME
0-0 1-0 0-1 1-1
17501B 17501MB 17501MEB 17501MB
0-2 1.2 0-3 1-3
17501E 17501ME 17501 MBE 17501ME
0-5 1.5 0-4 1.4
Clear All | Select Previous Pack | Define LUNs | Select Marked Cancel

Figure 3-9  All Drive Packs Created (6.14 Firmware)
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RAID Array Configuration for system at fhw/scsifsc134010

Drive |Drive |Drive |Drive |Drive |Drive |Drive |Drive | Drive |Drive | Drive ol Maximum Logical MB
Physical

s |6 |7 |8 |9 |10 |11 12 13 |14 |15 RAID | RAID
ID/[ChD |ChID [Ch-ID |ChID | ChID |ChoD |ChID |ChID | ChID [ChID chap | M8 [RAIDD RAID1 | =00 041

ST LSRR

Drive Drive 0 Drive 1 Drive 2 Drive 3
Pack | Ch-ID | Ch-ID |ChID | Ch-ID

- BEREE

T0242 | T0120 | 35060 | 52590 35060

J0242 | 70120 | 35060 | 53590 35060

TET
e EEERRERRRRRECCEE

‘ Siripe Size (All LUNs)is TED. Totals: ‘ 280971 280480 140240 | 210260 | 140240 |

Clear Al I Select Previous Pack I Define LUNs Select Marked Cancel

& If aty disks above ate colored GREEN, then they may contain active LUNs. Vou will, howeves, be allowed to reconfigure them without requiting you to manually delete any
active LUN s (Provided you selected the New Configuration option)

& In order to build LUNs, you first must organize the disk deives into packs of up to 16 drives.

® The Next Assign boxwill show you what pack and drive number that the next drive you assign will be assigned to

& Pack numbers are only for the benefit of the configurator, and they are not saved within the controller

Figure 3-10 All Drive Packs Created (7.01 Firmware)
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Defining a LUN Using the Drive Packs

To define a LUN, follow these steps:
1. Click Define LUNSs.

The screen shown in Figure 3-11 appears.

Logical Unit Configuration for system at /hw/sosifscl13d010

| Drive Pack Raw Usahle Anu.;amﬂ\ Physical Distrihution
I A A oy R
T L P I

[ ]
RN
N | | ][l | ] [ ]

Select the pack or paclys) you wish to assign to the nest group of LUNs you will create, and press on an action button. The rules for combining packs are:

¢ A pack may be split into roltiple LUNs.
¢ Fach pack must have the same number of disk drives (if you want to cotmbine therm)
* Youneed a mimmum of 2 disks for RAID 0,1; 3 for RAID 3,5; and 3 for RAID 0+1. Additional constraints on allowable FAID stactures may also be

applied, depending on whether or not you are spanning paclks. Thiz configurator will prevent you from creating an inwalid configuration, once pou select
which peek(s) pow wemt 10 use 1o define this next logiced disk.

« A mazmum of 16 packs may be combmed nto a single LU, bt do not exceed 96 drives, or 2 T total MB.

Logical Pack(s) | Usable | Write
Drives | AP LVl | neq” | MB | Cache

New |Select pach(s) from abeve, thern pross an aciion bultern below,

Stripe Size

Configure New Cancel

Figure 3-11 Select Drive Packs to Include in LUN

2. Check the boxes at the left (A, B, or C) to select one or more packs to combine into a

LUN.

3. To create a LUN from drive pack A, for example, activate the A box and click

Configure New at the bottom of the screen.

The screen in Figure 3-13 (6.14 firmware) or Figure 3-14 (7.01 firmware) appears.

Note: For controllers with 6.14 firmware, you must go to the View/Modify RAID
Controller Configuration dialog box (see Figure 3-41 on page 80) and select the stripe
size before defining the LUN.
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Logical Unit Configuration for system at /hw/scsifsc134010
Drive Park Allocated | Physiral Distribution

e T E s
B | [ e .

NN | ||| [ el | \ T
- ENENEREN | | [eeewe.] [ | ] [

+ & mazrmum of 16 packs may be combined into a single LUN, it do not excesd 96 drives, or 2 TD total MB.

Logical Pack(s)| Usable |Write
Drivest Il Used | MB |Cache
0 |[RAID O (slripe) Max MBE=70120 =l| ™D |[a11 o

Apply | Cancel

If you enter ALL for the M field, then the configurator will automatically allocate all remaining storage from the selected pacl(s)

Figure 3-12 LUN is Being Defined (6.14 Firmware)

Logical Unit Configuration for system at /hw/scsi/fs013d010

\ Drive Pack Allocated |

@ww2w4sWWW%ﬁw£@ﬁiﬁr
<IN [ | | |
B | | | (e S \ F

IR [ ][] e | [

+ 4 mmawirum of 16 packs may be combined into a single LUN, but do not excesd 96 drives, or 2 TB total MB

Logical

Pack(s) Usable |Write A
Drives RAID Level Used ME Cache Stripe Size
0 [RAID O (stripe) Max MB=70120 =] D |[s11 F | C8KB T 16KB O 32KB © 64 KB

Apply | Cancel

If you enter ALL for the WB field, then the configurator will antomatically allocate all remaining storage from the selected paclas).

Figure 3-13 LUN is Being Defined (7.01 Firmware)
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4.

5.

6.

These dialog boxes show that a Logical Drive #0 (LUN 0) is being created that
allows you to select the RAID level and usable MB.

Select the desired RAID level from the drop-down box shown and fill in the usable
MB you require.

If you do not want all remaining storage in the pack to be assigned to the LUN, then
cycle between entering the amount of storage you want to use, and the type of
RAID you want to assign to it.

You are free to mix and match as required; however, TPM prevents you from
defining a LUN that is either too large or too small.

In this example, leave All in the Usable MB field, and click Apply to actually create
the LUN.

The screen shown in Figure 3-14 appears.

Logical Unit Configuration for system at /hw/scsi/20000080e5110413/1un0/c5pl

P:

T
F

Drive Pack Allocated ‘ Physical Distribution
Driva DriveDrivelDes Raw |Usahle| MB e e
g . nive Lrnve LUnve Unive | (1R MEBE (%o TIVe tarl:m
ack |Drive 0 |Drive 1 |Drive 2 |Drive 3 4 5 6 P Teod) 4 |ChID | Block # Blocks [{# MB
279964 0 0-0 01143341568 |65991
TOOOTME |FO00FLIE |FOCOTIE TDUDTMB 0 1-0 0143341568 (69991
00 10 01 e (B (1‘3:])0 0 0 1 0]143341568 |69991
01143341568 65991

?I]I]I]?MB ?I]I]I]?MB FOO0TIB

0-3

?EII]EI?ME

FOO0TIB ?I]I]I]?MB FOO0TIB

0-3

?EII]EI?ME

‘280028 ‘279964‘ 0.0 n/) ‘ ‘ ‘ ‘
280028‘279964‘ @0 %) ‘ ‘ ‘

Tjﬁ

« & mazimum of 4 packs (total of 32 disks) may be combined into a single LT, but you can not exceed 4,294 967,295 blocks (approx 2.1 TB).

D

Logical

Pack(s) Usable | Write
vivest| TP Level Py i | MB |Cache

0 |RAIDO(Stips) A 279064 ¥

Select Pack(s) | Next Screen Cancel

Figure 3-14 LUN is Defined

The right-hand side of the table shows how the LUN is physically arranged on each
disk drive.
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7. To continue building LUNSs that incorporate drives in other packs, click Select
Pack(s) and repeat the process of defining LUNs and their corresponding RAID
levels and usable MB.

Figure 3-15 (6.14 firmware) or Figure 3-15 (7.01 firmware) shows how the screen
appears after using all the drive packs to define three separate LUNS.

Logical Unit Configuration for system at /hw/scsi/20000080e5110413/1un0/c5p1

Drive Pack

Pack Drive 0

Drive 1 Drive 2

Drive 3

Drive

TO00TME
A 00

TO00TME TODOTME
10 0-1

11

TO00TME

TO0OTMIE
B 0.2

TO00TME TFODOTMIE
1-2 0.3

13

TO0OTMIE

T000TME
C s

TO00TME TODOTME
1-4 0-3

1-3

TO00TME

Drive

Drive

Drive

Allocated Physical Distribution
Raw |Usable| MB ﬁ Drive Starti
MEB ME (% TIve (starfing

Used) 4 |ChiID | Block #Blocks #MB
0 0-0 0[143241568 69991

279964
0 1.0 0[143341568 69991
S e (13,0)'0 0 0-1 0[143341568 69991
. 0 1-1 0[143341568 63991
1 0-2 0[143341568 69991

279964
1 1-2 0[143341568 63991
B (B (1‘3:])'0 1 0-3 0[143241568 69991
1 13 0[143341568 69991
2 0-4 0[143241568 69991

279964
2 14 0[143341568 69991
S e (13,0)'0 2 0-5 0[143341568 69991
. 2 15 0[143341568 63991

Logical Pack(s)| Usable | Write
Drives RAID Level Used | MB |Cache
0 RAID 0 (Stripe) A 279964 ¥
1  |[RATD 041 (Mirrored Stripe)) B (139982 Y
2 RAID 5 (Parity Stripe) ¢ |200973 ¥
Next Screen | Cancel

Figure 3-15 All LUNSs Defined (6.14 Firmware)

+ & mazimum of 4 packs (total of 32 disks) may be combined into a single LUN, but you can not exceed 4,294 967 295 blocks (approx 2.1 TE)
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Logical Unit Configuration for system at fhwfecsifecizdore

\ Drive Pack O Allocated | Physical Distribution
MB ; ;

AR e e M e
1 0 O O P 2 035001440 (17530
17560ME 35003ME |17560ME |17560ME 70120 0 (1124 035901440 17530
& 0-125 1124 [0-123 1-122 | (1000 %) | O |D-123 0|35001440 17530
0 |1-122 035001440 17530
1 D-121 035901440 17530
17560ME (17560ME |17560ME |17560ME 70120 1 (1120 035901440 17530
E 0-121 1120 0-l18 111 -3 Tz (1000%)| 1 |0-119 035901440 17530
1 [1-118 035901440 17530
2 D117 035901440 17530
17360ME (17560ME |17560ME |17560ME Foi20| 2 [1-116 [0/|35501440 17530
€ ow s pus 1w o2 | 7oL (1000%y) 2 [0-115 035901440 17530
2 [1-114 035901440 17530

+ & maximum of 16 packs may be combined into a single LN, but wou can not exceed 4,294 967,295 blocks (approx 2.1 TE).

Logical Pack(s) Usable Write
Dbt 1D el u::fl ) ME |Cache
0 |[RAID O (Strige) A T30 Y | 64KB
1 |RAIDOH (Mirrored Stipe)| B | 35060] Y | 64 KB
2 |RAID 5 (Right Asymmetric)| € | 52590 Y | 64KB

Siripe Size

Mext Screen | Cancel

Figure 3-16 All LUNs Defined (7.01 Firmware)

At this point, all the LUNs have been defined. Next, the RAID controller must be
updated with the new configuration.
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Updating the RAID Controller

To update the RAID controller with the new LUN configuration, follow these steps:
1. Press the Next Screen button.

The warning screen shown Figure 3-17 appears.

* o # Warning * # #

A0 Thiz command will add new LUN(s) to the logical dizk configuration. Next, you will be given the
|ST°P‘ option to either continue adding more LUN(s), or reset the controller to finish the procedure. Please
=" allow 10 - 30 seconds for the next screen to appear.

Are you sure you want to do this? YES [ NO

Figure 3-17 Updating the RAID Controller Warning Screen

2. Click YES to save the LUN configuration; otherwise click NO.

If all goes well, the screen shown in Figure 3-18 appears, indicating that the new
LUN(s) are online.

The new LUNs are now on-line. If you wish to continue adding T.UNs, then you may do so until you are
i After all LUNs have been added, you must perform a RESET to finish the procedure. After the
u would typically perform these operations in the order below:

and conirolle
3. Install device drivers on the computer(s) which will access the new LUNs.

Select your choice by clicking on one of these two buttons:
RESET COMNTROLLER Create/DestroyExpand Logical Drive(s)

Return to Main Page] [Log Off]

Figure 3-18 LUN Online Screen
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3. Press the Create/Destroy/Expand Logical Drive(s) button if you want to add more
LUNSs or reconfigure existing LUNS.

4. Press Reset Controller after all LUNs have been added and properly configured.

The screen shown in Figure 3-19 appears.

** % Warning * * *

_ This command will reset the controller. Do not issue it if you have mounted file systems,
b and/or the possibility of live data that has not been flushed from cache to disk.

" You will be notified if the command was accepted, or timed out (10 attempts over 20
seconds), whichever comes first.

Are you sure you want to do this? YES | NOl

Figure 3-19 Warning Screen

A reset is required, and is not optional. The reason that TPM even asks you about
initiating a reset is to give you the chance to make sure your host(s) are ready for a
reset.

Note: If you are adding a new LUN to an existing configuration, you should
unmount any LUNs before resetting. This is especially important if there is a
possibility that the host will attempt to issue any I/Os to the LUNs before the
controller(s) finish rebooting.

5. Click YES.

The window shown in Figure 3-20 appears.

The controller is resetting, and should complete within 90 seconds. A daughter window
will shortly pop-up which will report the status of the reset, and it will tell you when the
subsystem is back on-line. Do not destroy rhis window, rather close the daughter window
when the reset has completed. Do not minimize the window until it is painted with status
information. It may take up to 60 seconds for status information to appear.

Figure 3-20 Controller Resetting Information Screen
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Next, the two Reset Status Information windows appear, as shown in Figure 3-21
and Figure 3-22.

eset Status Information

Figure 3-21 Controller Resetting Status Screen (1 of 2)

eset Status Information...

Figure 3-22 Controller Resetting Status Screen (2 of 2)

6. Click Close This Window on the dialog box shown in Figure 3-22.
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After the controller(s) are reset, you must return to the main menu and do the following:

1. Install the device driver for the new LUN (see “Installing Device Drivers for New
LUNS (Configuration Function Menu)” on page 76).

2. Initialize the LUNs (see “Initialize LUN(s) (Configuration Function Menu)” on
page 65).
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Add LUN(s)

Back at the main menu, click select Create/Destroy/Expand Logical Drives under the
Configuration Function menu. The screen shown in Figure 3-23 appears.

This section lets you set up new configurations, or add/delete/expand logical drives in existing configurations. You will be walked through each
choice, and the configurator will not change anything until specifically instructed to do so. Click here for a help screen which describes your
RAID options in detail, and provides you with relative capacity, availability, and performance characieristics of each each type. Or chose one
of the buttons below:

New Configuration

New Configuration |
This creates a new disk configuration. The confisurator will prevent you from rnning this if angy LUNs are g

already defined. (You must perform the Delete LUN operation repeatedly until all LUNs have been removed.)
Add a LUN - Retains ALL Data

Add LUN(s) |
This lets you use free disk space to create an additional logical RAID disk (LURN). Existing data will not be
affected. You must have unconfigured disks available, and at least one LUN must already exist.

Delete last LUN - Retains ALL Data (Except that of the LUN which will be
destroyed).

This will 18t you delete the last LUN which was defined. (Limitations with the current Brmware rmake it Delete LUN |
inpossible to delete anything but the Iast LUNCY If you click on the Delete LUN, then the next screen will
describe it's characteristics, and give you the chance to get out cancel the procedure. Mote: The configurator will
not attempt to determnine if there 1z a mounted filesystemn on the LUN.

Expand a LUN - Retains ALL Data

This lets wou add capacity to an existing LUN while the controller is online with the host(s). For examnple, a
system using a -disk RAIDS set can add another disk to create a 7-disk drive set. This procedure is also
referred to by the acronym, " ORE", for On-Line Raid Expansion. .

* During the expansion, which includes re-striping data from the old (smaller) set to the larger set, the controller
continues to service host LD operations

* MORE is supported in the simplex mode of operation only. One controller in a dual-active controller system must

te dizabled (failed-ower). Attempting to do this operation in a dual-active environment will be rejected.

One to six drives canbe added to a set at a time. The maximm number of physical disk drives is eight.

You cat not have 8 LUN s defined. The expansion requites one free LU in order to execute.

You can not perform an expansion if all § LUNs are defined. Expand LUN

The disk drives being added must not be patt of an atray.

The capacity of each of the added disk diives must be greater than or equal to the size of the smallest disk drive

it the get.

The added capacity parameters are kept in non-volatile memoty. In the event of power loss to this host ot to the

subsystem, (or a controfler faiture) then the process will automaticalty resume when power is restored, or the

controller is replaced.

In the event of a disk drive failure, the process continues to completion in CRITICAL mode

Figure 3-23 Create/Destroy/Expand Logical Drives Screen

To add one or more LUNSs, follow these directions:
1. Click Add LUN(s).

A screen similar to the one in Figure 3-24 on page 57 appears.
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RAID Array Configuration for system at /hw/sesifse13d0l0

Tacimamn Logical M
i Drive 0 Dive Tive | Dxive | Duive gL
Pack | ChID (h.ID [ 7 & ll] 11 12 13 14 ]'l'[B
Ch-ID | Ch-ID |Ch-ID l:ll]]l Ch-ID |Ch-ID (Ch-ID |Ch-ID | Ch-ID l:h]]] 35

17560HE |1?5601\‘EB |1‘.?560MB |1?5601\‘EB 70242 (70120 [25060 [s3300 ’;

Drive 1
Ch-ID

Thive 2
Ch-ID

0-125 1124 0-123 1122

fff
10 3 NN N o I

Stripe Size (ALl LUNs)is 64KE. Totals: | 70242 [70120 [a5060 52500 35

RAID Subsysbans:
|End.osum # (Reckrmint view, rofmee 20° clockwise ifin iower)

17560IE 175600E 17 560ME 17560ME
0-125 1-124 0-133 1-122

17560IE 175600E 17 560ME 17560ME

0-121 [V 1-120 [V (RICA sl

17560IE 175600E 17 560ME 17560ME

ozl sl pasl s

Select Marked | Cancell

* Harge disks dbowe are colored GREEH, then they mugy cortait active LU, Yo will, hovresrer, e allowred to recordizure therm withont requiriig yon to maroalbe delete e
artive LTH: (Prowided yon selected the Hewr Confgmration optioe).

# I order to build LTTH: , yon first st organize the disk drives ko packs of up to 16 drives.

* The Mext Assign boxwrill shover o what pack and drive romber that the nest drive yon assignoaill be aeigped to.

* Pack yombers are ondy for the berefit of the copdigurator, and they are not saved vwithin the cortroller.

Figure 3-24 Add LUN(s) Screen

To add a LUN to an existing configuration, at least one LUN must already exist. In
addition, unconfigured disks must be available with enough disk space to create an
additional LUN.

2. Follow essentially the same procedures as before listed under “New Configuration”

on page 40.

The procedure that is followed and the screens that appear are similar to adding a
new configuration to an unconfigured controller. The differences are as follows:

e All previously defined LUNs and packs (which are actually used in LUNs) are
displayed when selecting drives for packs. The allocated drives, however, do

not have an empty checkbox in them (only unused disks have an empty
checkbox).

* You may not add a drive to an existing pack. To do this, you must use the

Expand LUN button (see Figure 3-23) to perform an online RAID expansion
procedure.
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¢ Although you can fill out the screens, you must not attempt to save the
configuration using the Next Screen button while users are online, because a
controller reset is required.

3. When you have finished defining the new LUN, click Next Screen.

The warning screen shown in Figure 3-25 appears.

" [This command will add new LU to the cal di g Afk ou will be given the option to |7,

her continue adding more LUN(s), or res roller sh the procedure. Please allow 10 - 30
conds for the next sereen to appe

Are you sure you want to do this?

Return to Main Page] [Log Off
Figure 3-25 Add LUN(s) Warning Screen

4. Click YES to add the LUN, or NO to cancel and go back to the main menu.

If you select YES, the confirmation screen in Figure 3-26 appears after a brief
waiting period.

The disk drives associated with the new LTUNs are now on-line. If vou wish to continue adding LTUNs, then you may do so until
vou are finished. After all LUNs have been added, you must perform a RESET to finish the procedure. After the reset, you
would typically perform these operations in the order below:

1. Initialize the LTUNs. (Allow roughly 1 min/MB)
Tap new LUNS to your desired Affinity/TTN/SAN mapping scheme which will determine what hosts and controllers can

access them.
3. Install device drivers on the computer(s) which Wil access the new LUNS.

Select vour choice by elicking on one of these two buttons:
RESET CONTROLLER Create/Destroy/Expand Logical Drive(s)

[Return to Main Page] [Log Off]

Figure 3-26 Add LUN(s) Confirmation Screen
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5. Click RESET CONTROLLER if no more LUNs are to be added, or
Create/Destroy/Expand Logical Drives if you need to add more LUNS.

If you select Create/Destroy/Expand Logical Drives, you are returned to the dialog
box of Figure 3-23 on page 56.
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Delete LUN

60

Use the Delete LUN button on the Create/Destroy/Expand Logical Drives screen (see
Figure 3-23) to delete a LUN.

To delete a LUN, follow these directions:

1. Click Delete LUN.

The warning screen shown in Figure 3-27 on page 60 is displayed. This screen
shows the size and characteristics of the last LUN that was created.

+ Drive
+ RATD
+ Size: 1

Are you sure you want to do this?

[Return io Main Page] [Log Off]

Figure 3-27 Delete LUN Warning Screen

2. Click YES to delete the LUN immediately.

3. Click NO to return to the main menu.

If you delete the LUN, a controller reboot is required. However, if you are going to be
deleting multiple LUNSs (for example, you may be entering a completely new
configuration) the reboot can be skipped until all of the LUNs have been deleted. Don’t
delete a LUN with a mounted file system on it. This may lock up the server, or at the very
least cripple it.

Warning: Make sure that you do not delete the LUN associated with the device
driver you selected to talk to the RAID subsystem. If you do, TPM will not be able to
communicate with the RAID controller until you choose another device driver from
the Select Physical Device screen (see Figure 3-2 on page 30).
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Expand LUN
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RAID expansion allows capacity to be added to an existing RAID set while the controller
is online. No resets are required, and I/Os to other LUNs will be serviced (a little slower).
The following rules and conditions must be met to expand a LUN:

1.

10.

11.

The most important rule is that you must be using a file manager such as Veritas’

Volume Manager. These file managers allow you to actually use an expanded LUN.
If you wish to attempt an on-line expansion, and your environment is not properly
configured, the request will fail, and you will receive an appropriate error message.

During the expansion, which includes re-striping data from the old (smaller) set to
the larger set, the controller continues to service host I/O operation.

LUN expansion allows you to add capacity to an existing LUN while the controller
is online with the host(s). For example, a system using a 6-disk RAID5 set can add
another disk to create a 7-disk drive set. This procedure is also referred to by the
acronym MORE.

MORE is supported in the simplex mode of operation only. One controller in a
dual-active controller system must be disabled (failed over). Attempting to do this
operation in a dual-active environment will be rejected.

One to six drives can be added to a set at a time. The maximum number of physical
disk drives is eight with 6.14 controller firmware, or 16 with 7.01 firmware.

You can not have eight LUNs defined with 6.14 controller firmware or 32 LUNs
defined with 7.01 controller firmware. The expansion requires one free LUN in
order to execute.

You cannot perform an expansion if all eight LUNs are defined with 6.14 controller
firmware or all 32 LUNSs defined with 7.01 controller firmware.

The disk drives being added must be in STANDBY, and must not be part of an array.

The capacity of each of the added disk drives must be greater than or equal to the
size of the smallest disk drive in the set.

The added capacity parameters are kept in non-volatile memory. In the event of
power loss to this host or to the subsystem, (or a controller failure) the process
automatically resumes when power is restored, or the controller is replaced.

In the event of a disk drive failure, the process continues to completion in
CRITICAL mode.

MORE, Initialize, Rebuild, and Consistency Check are mutually exclusive
operations. Only one process may run at a time.
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12. No configuration update commands will be accepted during the expansion.

13. Write-back cache is disabled during the expansion.
14. The LUN must be online.

To expand a LUN, follow these steps:

1. Click Expand LUN in the Create/Destroy/Expand Logical Drives screen (see

Figure 3-28).

of the buttons helow:

This section lets you sei up new configurations, or add/delete/expand logical drives in existing configurations. You will be walked through each
choice, and the configurator will not change anything until specifically instructed to do so. Click here for a help screen which describes your
RAID options in detail, and provides you with relative capacity, availability, and performance characieristics of each each type. Or chose one

New Configuration

Thizs creates a new disk configuration. The configurator will prevent you from rnning this if any LUNs are
already defined. (You must perform the Delete LUN operation repeatedly until ail LUNs have been retnoved.)

New Configuration |

Add a LUN - Retains ALL Data

This lets you use free disk space to create an additional logical RAID disk (LUN). Existing data will not be
affected. You rrust have unconfigured disks available, and at least one LUN must already exist.

Add LUNG) |

Delete last LUN - Retains ALL Data (Except that of the LUN which will be
desiroyed).

Thiz will let you delete the Jast LUN which was defined. (Litnitations with the current firmware make it
imposeible to delete anything but the last LUN.) If you click on the Delete LUN, then the next screen will
describe it's characteristics, and give you the chance to get out cancel the procedure. MNote: The configurator will
not attempt to determine if there is a mounted filesystemn on the LUN.

Delete LUN |

Expand a LUN - Retains ALL Data

This lets you add capacity to an existing LUN while the controller is online with the host(s). For exarnple, a
system using a G-disk RAIDS set can add another disk to create a 7-disk drive set. This procedure is also
referred to by the acronym, " ORE", for On-Line Raid Expansion

+ During the expansion, which inchides re-striping data from the old (smaller) set to the larger set, the controller
contites to service host 10 operations

MORE is supported in the simplex mode of operation only. One controller in a dual-active controller system must
be disabled (failed-oves). Attempting to do this operation in a dual-active environment will be rejected.

One to six drives can be added to a set at a time. The maximum mamber of physical disk drives is eight

Vou cat not have 8 LUNs defined. The expansion requites one free LUN in order to execute.

You can not perform an expansion if all 8 LUNs are defined

The disk deives being added must not be part of an atray.

The capacity of each of the added disk drives must be greater than or equal to the size of the smallest disk drive
if the set.

The added capacity parameters are kept in non-volatile memory. In the event of power loss to this host or to the
subsystem, (or a controller faiture) then the process will automaticalty resume when power is restored, or the
controller is replaced.

In the event of a disk drive failure, the process continues to completion in CRITICAL mode.

Figure 3-28 Create/Destroy/Expand Logical Drives Screen

A screen similar to that shown in Figure 3-29 appears.

Expand LUN |
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RAID Array Configuration for system at fhorfecsifec13dolo

The LUN s lsted below will support oty-line expansmn

[t C]l]D cnm 01.1]) cnm (:1.1]) Chm 01.1]) (:1.1]) Clll]) C]ll]) ChID [ChID |chID (ChD chDD [chp | MB  [Fumber|  Tipe

R | O I I -~
RAID 0+1
FTTTTETTTTTTTTTTT = - |5
Stripe)

RAID Subsystems:

|Em:lns\me #0 (Rackeount view, rotate 96° clockwise if in fower)

17560ME 25003ME 17560ME 17560ME
0-125 1124 0123 1123
17560HE 17560MEB 17560HE 17560ME
0-121 1-120 0-119 1-113

17560ME

rus

17560ME

ons

17560 ME

il

17560HE
0-117

Select Another Pack | EXPAND Selected LUN | Select Marked Cancel

turn to Main Page] [Log Off

Figure 3-29 Expand LUN Screen

Note: In the screen shown in Figure 3-29, one disk drive has just been added to drive
pack A, leaving three unused disk drives that can still be used to expand a LUN.

The drives shown in green are in an online state, which means they are configured
into LUNs which happen to be online.

When there are drives shown in the RAID Subsystems Map area of the screen with
an empty checkbox visible, the drives are unused and can be assigned to expand a

LUN. Click the Select Another Pack button until the cell labeled Next Assign is in

the desired drive pack that is being expanded. Then activate the desired checkboxes
and click Select Marked to add the drive(s) to the pack.

When you expand the LUN, the drive pack to which the drive has just been added
will still be assigned to the LUN, but will have more capacity, thus expanding the
LUN.

Note: If a LUN does not qualify for expansion, it will not be displayed.

63



3: Using TPM

3. When you have finished adding drives to a particular pack, use the Select Another

Pack button to select and expand another pack, or click EXPAND Selected LUN
button to finish the LUN expansion process.

If you click EXPAND Selected LUN, the warning message shown in Figure 3-30
appears:

* % arning * * *

. This command will begin an on-line expansion of the selected pack. If you have a dual-controller configuration, then the 2nd
b controller will automatically be taken off-line for you during the procedure. { This is a limitation of the finmware, and not of the
g configurator). If you agree to cortinue, a follownp message will appear which will tell you if the command was accepted.

Allowr approximately 10 - 20 seconds for the next screen to appear.
Are you sure you want to do this? YES | NO)

Figure 3-30 Warning Message

4. Click YES to begin the LUN expansion, or NO to cancel and return to the main
menu.

64
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Initialize LUN(s) (Configuration Function Menu)

007-4382-001

The LUNs must be initialized before the operating system can use them. The TPM

application automatically selects uninitialized LUNs for you and displays their status

(INITIALIZED, UNINITIALIZED, or INITIALIZING).

To initialize one or more LUNSs, follow these steps:
1. Click Initialize LUNs on the main menu.

The screen shown in Figure 3-31 appears.

(Initialize LUN) Logical Disk Information for RAID Subsystem at /hw/scsi/sc13d4010

Logical Drive #0 (70120 MB, 73,526,149,120 Eytes) AT s ]"QONLINE )
Affinity Map: SAN Mapping Initialize? |V |UNINITIALIZED

Logical Drive #1 {35060 ME, 36,763,074,560 Bytes) RAID 041 (Mirrored Stripe) {@iONLINE )

Affinity Map: SAN Iapping Initialize?|NO  uNINITIALIZED

Logical Drive #2 (35060 MB, 36,763,074,560 Bytes) RAID 5 (Right As a5 {QONL"'IE ,

Affinity Map: SAN Mapping Initialize? |V  |UNINITIALIZED

Enter "YES" in the fields corresponding to the LUN(s) you wish to initialize. You may select as many LUNz as you desire. Then press the Initialize
hutton to immediately begin the process, or press the Cancel button. Initialization will ron in the background, and the configurator will irnmediately
taken you to the background job status screen.

INITIALIZE Cancel

[Return to Main Page] [Log Off

Figure 3-31 Initialize LUN
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As shown in Figure 3-31, several LUNs are shown as UNINITIALIZED.

2. Type YES in the boxes corresponding to the devices to initialize, and click Initialize
at the bottom of the screen.

The initialization confirmation screen shown in Figure 3-32 appears.

Request to Initialize LUN 0 - Operation started successfully

Request to Initialize LUN 1 - Operation started successfully

Pequest to Initialize LUN 2 - Operation started successfully

K]

[Return io hMain Page] [Log Off]

Figure 3-32 Initialization Confirmation

3. To continue with the initialization of the LUNs shown on the screen, click OK.

A status screen similar to the one shown in Figure 3-34 (for controller 6.14 firmware)
or in Figure 3-34 (for controller 7.01 firmware) displays how the procedure is
progressing, and updates every 10 seconds.
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Background Job Status RATD Controller at /hw/scsi/sc3d1410

Rehuild Not in progress
Consistency Check Not in progress.
‘LU’N 0 |In progress 0.1 % complete
‘L'U'N 1 |In progress 0.2 %0 complete.
‘LU’N 2 |In progress 0.1 % complete
‘L'U'N 3 |In progress 0.0 %0 complete.
‘LU’N 4 | Not in progress.
‘L'U'N 5 | Not in progress.
‘LU’N 6 | Not in progress.
‘L'U'N 7| Not in progress.

Initialization Status

This sereen will automatically refresh in approximately 10 seconds

[Return to Main Page] [Log Off

Figure 3-33 Initialization Progress (6.14 Firmware)
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Background Job Status RAID Controller at /hw/scsifsc134010

Logical Drive #0 (70120 MR, 73,526,149,120 Bytes) RAID D (Siripe)

Cancel All | In progress 0.3 % complete.

Logical Drive #1 {35060 ME, 36,763,074 ,560 Bytes) RATD 0+1 (Mirrored Siripe)

Not in progress
| Comsistency Check Not in progress
_M.| In progress 0.6 % complete.
| Online RAID Expansion Not in progress

Logical Drive #2 (35060 MB, 36,763,074,560 Bytes) RAID 5 (Right &5 i)

| Rebud | Not in progress
| Consistency Check | Not in progress
| Online RAID Espansion | Not in progress

This screen will automatically refresh in approximately 10 seconds

[Return io hMain Page] [Log Off]

Figure 3-34 Initialization Progress (7.01 Firmware)

The initialization procedure can be done at any time, and the controller(s) will
service I/Os for other LUNs while this is in process. There is also a configurable
parameter in the controller configuration that allows you to adjust how much

controller CPU time to allow for background operations such as this.
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The Configure Host -to-LUN item on the Configuration Functions portion of the main
menu (see Figure 3-1 on page 28) allows logical drives to be made available or invisible
to selected Fibre Channel host adapters.

RAID controllers offer several drive mapping techniques and configuration modes for
many different environments. These configuration modes define which hosts see the
logical disks, and the effects of a hardware failure. When you select Configure Host to
LUN Mapping from the main menu, the dialog box shown in Figure 3-35 (6.14 firmware)
or in Figure 3-37 (7.01 firmware) appears.

This section implements Host to LUN Mapping by allowing you to select a technigue by which LUNs will be presented to computers. Carefully
choose from below, and note that no changes will be made until you specifically itell the configurator to SAVE one. Also be sure not to have
any mounted filesystems on LUNs if your new mapping makes them either disappear, or changes the LUN number that is reported to your
host O/S.

Affinity LUN Map
- . . Affinity MAP

This option lets you assign what controllers and ports see each of your logical drives. The LUNs

which will be presented to your 0/5 will be automatically assigned.

User-Supplied LUN Map

This allows you to assign a specific SCSLFibreChannel ID's for every logical drive that is USEI’-SUPPHEd LUN Map |
configured into the array. You have the flexibility to assign themn by specific controller/port numbers
as well

SAN Map - (CURRENT)

(Requires finmware version ¢. 0 or abowe)Select this option to define which LUNs will be seen by SAN MAP

specific Fibre-channel host adapters. This is exitemely secure, and a must for rulti-host Storage
Area Metworlks.

[Return to Main Page] [Log Off]

Figure 3-35 Configure Host to LUN Mapping (6.14 Firmware)

The mapping strategy currently used by the controller is indicated with (CURRENT). In
the example of Figure 3-35, the SAN Map is the current mapping strategy.

Note: SAN MAP is the only mapping strategy supported by the TP9100 RAID system.

Click SAN MAP to make any modifications to the mapping strategy. No changes are
made until you complete the subsequent dialog boxes.
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Heed these important warnings:

Warning: A reset is required if you change the mapping type (for example, from
SAN to Affinity), or the topology type within SAN mapping. You can, however, set
things up and postpone the reset until you have some downtime available.

Warning: If you make a change to the mapping, be sure to consider how the new
mapping might affect device drivers on attached systems. Depending on what you are
changing, you might make the controller invisible to TPM. You also might make one
of your host device drivers now point to the wrong LUN, which could result in data
loss if the LUN is in use. In other words, TPM will not stand in your way if you do
something to configure the system in an undesirable manner.

Warning: Only the most experienced administrators should make changes in an
on-line environment.
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The Storage Area Network (SAN) Mapping feature, also known as Host-to-LUN
Mapping feature, restricts host access to logical drives. Each drive is granted only to a
single host or group of hosts, providing limited security control of data in an
environment where multiple hosts are connected to the controller.

This feature is available only on controllers with a fibre channel host interface running
on firmware version 6.0 or greater.

The SAN mapping feature is intended for use in configurations in which multiple host
computers attach to one or more controllers. This is also referred to as a SAN
configuration. The host computers are attached to the controller(s) through a fibre
channel arbitrated loop, FC hub, or FC switch. An example of fibre channel arbitrated
loop configuration is shown in Figure 3-36.

Host Computer 1 | | Host Computer 2 | | Host Computer 3

|

FC Hub or Switch

|

RAID Subsystem
With Dual Controllers

Logical
Drive 0
(RAID 3)

Logical
Drive 1
(RAID 1)

Logical
Drive 2
(RAID 0)

Logical
Drive 3
(RAID 5)

Figure 3-36 Storage Area Network

Without host to LUN mapping, each host computer (1 through 3) has complete access to
all four system drives. When a host system boots, operating systems such as Windows
NT attempt to mount all of these system drives. As a result, any data on the array can be
accessed by the Windows NT system. In some cases, Windows NT automatically writes
an identifying signature to these storage areas. This results in data corruption if another
one of the host systems has stored data there.
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If IRIX or Linux computers are involved, then an automatic mount might not occur, but
you still have a security risk, and the possibility that a user with root privilege will mount
one of these disks, or attempt to create a file system on one of these disks.

By utilizing SAN mapping, however, each logical drive can be configured to be visible to
a single host computer only. If you are using a volume mapping tool such as Veritas’
Volume Manager, or Tivoli’s (previously Mercury’s) SANergy product, then you can
safely concurrently mount file systems on these LUNs to any number of these three hosts.

The controller uses the World Wide Name (WWN) to uniquely identify host computers
that have logged in to the controller. A list of valid hosts and their corresponding WWNSs,
is provided to external configurators in order to configure the mapping.

After logical drives are configured, the controller maintains a table of WWNs for each
one. This table defines the hosts that are granted access to each system drive and the
controller port and the LUN number. The controller uses the table of WWNSs to determine
access to a specific system drive. If a host sends a new command to the controller, the
controller validates the WWN, LUN, and controller port prior to servicing the command.
If the WWN, LUN, and port information are valid for the system drive, the requested
command is completed normally. If the WWN, LUN, and port combination are not valid
for the system drive, the command is completed with SCSI Check Condition status, with
the sense key set to Illegal Request (05h) and the sense code set to Logical Unit Not
Supported (25h).

There are three exceptions to the response to commands when the WWN, LUN, and port
combination are not valid:

1. If the request is an Inquiry command, the controller returns the Inquiry data with
the peripheral qualifier set to indicate that the target is capable of supporting the
specified device type on this LUN, but no device is currently connected to that
LUN.

2. If the request is a Report LUNs command, and the addressed LUN is 0, the
controller completes the command normally, reporting only the LUNs accessible by
the host requesting the command.

3. If the request comes from TPM, however, the command is processed normally by
the controller. This allows a controller that is not configured to be reconfigured to
operate correctly with the attached hosts.
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Supported SAN Mapping Topologies

The model of controller you use dictates what SAN Mapping topologies are supported.
This manual covers all three possibilities (Inactive Port, MultiPort, and Multi-TID). Only
one type of SAN topology can be active, and any changes to a topology requires a reboot
for it to become effective. The topologies are:

¢ Inactive Port—in this topology, Controller0/Port0 and Controller1/Port1 are active.
During failover, the inactive port on the partner takes over for the active port on the
failed controller.

*  MultiPort—in this topology, all ports are active. This topology does not provide
transparent failover or failback and requires an alternate path driver to the host.

*  Multi-TID—in this topology, all ports are active. This topology provides transparent
failover and failback, but should not be used in conjunction with an alternate path
driver.

This manual is not designed to be a tutorial on the strengths, weaknesses, and required
external hardware configuration to use for each topology for the various operating
systems. The documentation here merely covers how to configure each of them.

To display the SAN Logical Drive Map for controllers with 6.14 firmware, click the SAN
Map button on the Configure Host to LUN Mapping screen (see Figure 3-35 on page 69).
The screen shown in Figure 3-37 appears.

Note: For controllers with 7.01 firmware, the SAN Logical Drive Map appears when the
Configure Host -to-LUN item on the Configuration Functions portion of the main menu
(see Figure 3-1 on page 28) is selected.
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SAN Logical Drive Map for RATD Subsystem at /hw/scsi/20000080e5110413/1un0/cS5pl

Zopoow Current Topelogy is Multip
[WutiPon =] (Current Topology is ort)
Defined Drives
Select + Inactive Port - Ctrl)/Port0 and Ctrll/Portd are active. During failover, the inactive port on the Drive #]  Tyvpe ME
pattner takes over for the active pott on the fafled controller. i3
+ MultiPort - All ports are active. This topology does met provide iransparent failover/failback and 0 |RAID0+1104,986
Portmap requires an alternate path driver to the host 1 RAIDO 139,982
Current: COPO « Multi-TID - All ports are active. This topology provides transparent faflover/faflback, tut should 2 RAID 5 |139,982
COPD not be used in conjunction with an alternate path driver 3 RAID 3 209,073
CilFD If you change the topology. Then you must RESET the controller hefore it will apply the new
topology scheme. However, a reset is not required to change any of the below mapping.
Host World Wide Name 0 1 2 3 4 5 6 7
Drive to LUN Mapping [tumo =] | Jromt =] | Jromz =] | [rons =] [riene =] | [*hone =] | [Mane =] | [hone =]
Allow ALL Hosts e ~ ~ W r r - r
20-00-00-E0-8B-02-E6-37 v v W~ Il Il r Il Il
20-00-08-00-69-04-85-D7 [ [l [l vl [l - Il [l
10-00-00-60-69-20-12-86 I I I I r r r r
20-00-00-E0-8B-01-34-3B ~ ~ ~ I~ Il - | Il
20-00-00-E0-8B-00-F3-C4 ~ ~ ~ I~ Il - | Il
20-00-08-00-69-04-87-D4 v I I Il Il r Il Il
20-00-08-00-69-04-87-E6 [ vl v vl [l - Il [l
20-00-08-00-69-00-00-07 I I I I r r r r
10-00-00-60-69-10-02-4E = = ~ = Il - | Il
10-00-00-60-69-10-02-5D ~ ~ ~ I~ Il - | Il
20-00-00-E0-8B-01-D9-BD v I I Il Il r Il Il
20-00-00-E0-8B-00-3D-D& " v v v [l - - [l

Figure 3-37 SAN Mapping

Regardless of the topology, the bottom portion of the screen shown in Figure 3-37 will be
the same. Administrators must first choose the topology that best matches the SAN
environment, then configure the mapping. To change the topology, click the Topology
drop down box, then press the Select button. The screen is then changed to contain the
appropriate values for the selected topology and controller /port combination.

Note: Your subsystem will probably have multiple controllers and ports. If this is the
case, use the buttons in the Portmap area of the screen to configure the map for each of
them (the topology type is the same for all ports).

After all the changes have been made, click APPLY at the bottom of the screen.
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The warnings given earlier in this section are repeated here:

Warning: A reset is required if you change the mapping type (for example, from
SAN to Affinity), or the topology type within SAN mapping. You can, however, set
things up and postpone the reset until you have some downtime available.

Warning: If you make a change to the mapping, be sure to consider how the new
mapping might affect device drivers on attached systems. Depending on what you are
changing, you might make the controller invisible to TPM. You also might make the
device drivers now point to the wrong LUN, which could result in data loss if the LUN
is in use. In other words, TPM will not stand in your way if you do something to
configure the system in an undesirable manner.

Warning: Only the most experienced administrators should make changes in an
on-line environment.
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Installing Device Drivers for New LUNS (Configuration Function Menu)

Selecting this item on the main menu (see “Main Menu” on page 27) instructs TPM to tell
the host computer to scan for new devices and update device drivers. To initiate this
process, click Install device drivers for new LUNS on the main menu. The warning
screen shown in Figure 3-38 appears.

* % * Warning * * *

This command will install new device drivers for any new LUNS that might have been built.

| It will call the included seript, damdevsecan, so take any necessary precautions advised by your

* [sysadmin before running it. (The seript will take 1 - 2 minutes to run).

Are you sure you want to do this?

Return to Main Page] [Log Off]

Figure 3-38 Install New Device Drivers Warning Screen

If you are running in a live environment with mounted LUNS, you need to be careful
about executing this feature. For example, if you changed SAN mapping so logical drive
#3 is mapped to LUN 0 instead of LUN 4, then you will make file systems disappear, and
confuse your device drivers. This should be expected, of course. As stated earlier, TPM
is not going to prevent you from doing something that would be detrimental to the
system configuration.

Also, if you have cross-linked or improperly defined device drivers, running this
function corrects the problem, but it also properly redefines drivers. This could also have
an effect on mounted devices. Below are some operating system-specific comments:

* Linux: RedHat 6.2 does not support scanning for new devices. A reboot is
recommended. However, if you manually remove your FC device driver, then
re-install it, new devices are discovered. This saves you the trouble of rebooting, but
the technique obviously can’t be used if other LUNs are active and mounted. After
unloading the FC driver module, perform a reload. You can select new LUNS,
which calls the $DAM _HOVE/ dandevscan shell script.

e IRIX: TPM calls the $DAM_HOME/ dandevscan shell script.

If the new LUNSs haven't been discovered, a system reboot may be required in order
to have the host recognize the new devices.

e  Windows: A reboot is required after creating LUNSs.
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Use this function to spawn a command line to the IRIX/Linux host that you are
communicating with.

Note: The Windows OS does not support Send Command to Host. Therefore, it does not
appear on the main menu.

When the program terminates, the resulting page is returned. In addition, any error
messages going to stderr appear at the top of the result window. The output buffer is
truncated to the first 95 KB worth of data.

This command is typically used to perform mounts, but TPM doesn’t care what you do.
Remember also that the command will be run as root, so please view the caveats above.
To run the command, click Send Command To Host on the main menu. The screen
shown in Figure 3-39 appears.

Send Command To Host
Enter any cormmand below, and you must adhere to the following liritations

+ Ifthe command nns in the background (trailing arpersand), then no return status will he shown on the nest screen.

+ Youmust not pipe stdout or stderr. This 15 the mechanism by which output will be sent to your browser,

+ Do not run interactive commands, as there is no facility to run an interactive session using HTIML. If this is what you require, then use a telnet
session.

+ FRemember that the job will be run as root, and your environment will be the same as the service routing running in the background.

Command:

EXECUTE Cancel

[Retwrn to Main Page] [Log Off]

Figure 3-39 Send Command to Host

Note: Use only non-interactive commands (those that do not require a user response).

Type the appropriate command, then click EXECUTE.
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The Administrative Functions menu is located on the main screen and is shown in
Figure 3-40.

A dministrative Functions:

.

WiewnMiodify RATD controfler configuration - Although many changes may be made on-the-fly, some settings must be made before any RAID
groups are defined

Reset controllerts) - Thiz simultaneously cold resets all controllers in a subsystem. IMultiple attempts are made for 90 seconds, in case the
controllers have active [/0s

Gracefully bring 2 controller off-line,

qud

Gracefully bring a cottroller on-line, - Do this afier a failed controller has been rernowved, or you are upgrading from a simplex confizuration
to a dual-controller configuration

Perform data consistency checlfrestore ona LUN - You should perform a data consistency check regularly for all redundant LTMs.
EnableDisable write cache for LU Y.

Figure 3-40 Administrative Functions Menu

This menu has the following selections, with the associated explanations on the indicated
pages:

“View /Modify RAID Controller Configuration” on page 79
“Reset Controller(s)” on page 85

“Gracefully Bring a Controller Off Line” on page 86
“Gracefully Bring a 2nd Controller On Line” on page 87
“Perform Data Consistency Check/Restore LUN” on page 88
“Enable/Disable Write Cache for LUN(s)” on page 91
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This menu selection lets you make changes to your controller. The most important thing
to know is that changes labeled On-the-fly are immediate. Those marked Reset require
a controller reset to become effective. The two choices labeled New Config can only be
made when there are no defined LUNSs, as they are data-destructive. When you click
View/Modify RAID controller configuration, the dialog boxes appear as shown in
Figure 3-41 and Figure 3-42 (for controllers with 6.14 firmware), and as shown in
Figure 3-43 and Figure 3-44 (for controllers with 7.01 firmware). A partial dialog box is
shown in each figure.
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DAC9SG0FFx Controller Configuration (Firmware Type: 5 Rev 6.14 Build #00 128 MB Cache, Max #LUNs=8

‘ Category

|Desc1_1p' tion

Auto Rebuild Management

On-the-fly

If enabled, it detects the replacement of a failed drive and performs an automatic rebuild once it
has spun up, provided it is instafled into a redundant array (RaIp 1. RaID 3, BAID 5. BaD o+1). If
this feature is disabled, the administrator must issue the rebuild command manually through this
configurator.

Operational Fault Management

Stripe Size

Reset

Allows the controller to take autonomous actions when a failure occurs. This monitors and
reports deive faitures, background activity completion status, enclosure events, ete. This should
remain enabled during normmal controller operation.(Tfis is alse kown as SES. or SCST
Enclosure Services)

This is the stripe size used by the controller to allocate cache lines in memory and data striping
on disk. The walue must not change once youhave created LUNs as data loss will result. Alzo,
cettain firmrare revisions won't even accept the corunand iff any LUN ¢ exist.

Read Ahead

Reset

The controller extends conunands to the corresponding sfripe waf size. The controller reads
data from disk in chunks of one stripe-unit size. Given an SKB stripe size, a JKB read, for
exattiple, tesults in EKB read being issued to the deive. The remaining 6K of data stays inthe
cache.

Super Read Ahead

Reset

The controller extends the read-ahead algorithm by alwrays reading an extra cache line on a read
recuest, and reading a further cache line when a cache hit occurs on a pre-fetched cache line.
This iz primatily uzefil for applications with a high degree of sequential-ness.

Reassign limited to 1 sector

Reset

If enabled, reassigns will be restricted to only one block, the failing block. If this is disabled al
reassigns will be for the entire cutrent [0, some possibly large mamber of blocks, not all of them
failing. The single block reassign iz further limited to recovered exrors and medivm esrors.

‘Truc Verify

‘ Reset

When enabled, and if the host enables werifiyy on an IfO0 operation, and data is transferred, a true
wetify with data comparison is performed. When disabled, no data compatision is made

|Disk Write Through Verify

‘RA]D-S Algorithm Control

‘ Reset

|During error handling, this turne on Force Unit Acces for reads and writes.

If disabled, the algosithem is right asyrumetric, if enabled, left asyruneteic. (It is doubtful you will
ever see a performance difference, regardless of the setting).

Rehuild Check Consistancy Raie
Default

On-the-fly

This value times 2 approximates the percentage of available rebuild cycles to be uzed when
rebuilding a RAID group, or checking congistancy. CPU utilization iz atwrays shared with data
traffic. Range 0-50. Therefore, a walue of 30 dewotes the mavmm allowable resources to a deive
rebuild of expansion, allowing it to proceed atite fastest. A lower number provides more
resources to service other I0s,

Disk Queue Limit

On-the-fly

Sets the mavinum allowed queue depth for tagged commands to each attached deive. Thiz iz
further limited to the deive's own tag limit when that limit iz reached. Do not change thiz walue
unless specificically directed to do o (The valid range is 1-230.

Queuing - Coalescing
Optimization

‘ On-the-fly

If endbled, this will join the data from adjacent I/0s into a single If0 to improve performance

Enahle On queue full give BUSY

Reset

Ay tite a command is received and the controller detects a quene finll condition, it will
normally retusn Quens Full status. If enabled, a quene full status will return a BUSY status, if’
dizabled, it will retusn QUEUE FULL. This is intended to help hosts that are confused by
QUEUE FULL.

=l

Failover Node Name Retention

Reset

If enabled, each controllet shares ite node name with its pattner controller and those names are
used through all phases of failover and failback. If disabled, each controller still shares its node
name with its partner contraller, and those nates are still used through all phases of a failover,
BUT when a failback occurs the replacement controller uses itz own node name. Mot having this
feature enabled will have serious ramifications if the controllers are connected to ahost that
uses node names to locate the LUNs.

|SAF-TE Data for UPS Support

‘ On-ihe-fly

If checked, then ups monitoring is disabled,

7 @

[Max Numher of Active Commands

‘ Reset

|Sets the maxinam ramber of simultansous commands. Range is (64-244).

=l

Enahle DEBUG Port

Reset

If checked, then debug output will go to the serial port. This is for Engineering and Diagnostic
purposes only, and will result in a performance 1oss if enabled. If not checked, then the port will
be in SLF (no jumper) or VT100 mode (umper - Standard Wode)

Figure 3-41 View/Modify Controller Configuration (partial for 6.14 Firmware)
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If checked, a Test Unit Ready command sent from the host to an off-line LUN will returmn a hard

‘ M ‘Mk e i TR ‘ peset etror status (A00/00). If clear, then it will return a not ready status (2/04/03).
a o If checked, the inguiry command will return data with the peripheral qualifier field set to 1 ot
~ DI 'sah]. ]; L%]T';ck Condition for Reset  |0:20 for the byte meaning penpheral not connected. If clear, the ingquiry will fail with check
condition of illegal request (sense=525/00).
g Hotmally, when controller is statting up, cerfain commands encounter a brief pause. If this field
‘ O ‘Dlsah]e Fause when Not Ready ‘ Reset is checked, the pause is disabled, otherwise, it is enabled.
During faithack, the survivor controller normally retums BUSY to new commands received from
r Disable BUSY siatus on failback Reset  [the host during the cache flush operation. If checked, requests are ignored. If unchecked, BIT3Y
status is returned. This feature is intended to help hosts that are confused by a BITSY.
| |19200 - |Serial Port BAUD Rate ‘ Reset |The baud rate of the serial port when in VT100 or Debug modes.
This is provided to allow duplex finmwrare to serve in a simplex environment, and makes duplex
~ [Force Simplex Mode Reset  [finmware skip some of the active-active operations. If you check this field in a duplex
environment, then one of the controllers will go into reset.
This provides an extra degree of data safety when operating in failed over condition. This turns
r Conservative Cache Mode On-the-fly |off write cache while the failed over condition persists. Checking this field enables conservative
cache mode
‘ - ‘Si.mplex Disahle Reset ‘ Reset For sitaplex-only. If checked, prevents a controller from asszerting the reset signal to the partner
controller.
Provided to allow adjustment of the FC chip's frame size. Unless ywou are almost always doing
2043 B - I
‘ s ‘Fibre SPermelll e Corl ‘ Il ety simall block [0, then you would want this set to 2048,
Provided to allow adjustment of the FT chip's use of the internal bus. [t controls the amount of
data each FC processor chip can burst across the primary bus before relinguishing bus
ownership to the next device. This takes effect only when all internal FC bus ports are active
51z B - l
vies PCILatency Contrel Reset and atbitrating Ordinaly you should leave this set to the factory default value of 512, If you
ate in a high throughput envrironment, then you may see a slight performance advantage if you
change the value to 2048,
This aflows you to force the hard loop ID's for every controller and post. The fields below are
~ [Enahle Hard Loop IDs Reset  [used to assign them. Do not enable this feature unless you set appropriate vahues for your
controllers. Changes will not go into effect until you issue areset ot recyle power to the array.
illows option of using the same loop IDs all the time. 3ome fibre HBA s require non-default
Cald Pt [10] Hard Loop IDs Reset settings here Contact your supplier for details The walid range is 0-125 (0 - 0x7d). Enter a
Ctedl Portd [+ | {for each controller and port 964 |decimal number. Do wot adjust #hese mumbers unless insirucied io do so by pour vendor's
Fechuical support team.
If checked, large transfers will codlesce into fewer IFO0s, which means fewer disconnects on large
~ Smart Large Host Transfers On-the-fly |transfers. This only takes effect for transfers larger than the stripe size. If enabled, you will have
a slightly higher throughput, at a possible cost of some IOFs
ll_ # of Devices to spin up at a time
Ignored for "On Power" mode.
IS_ # of seconds to delay.
lm Spin Up Settings On-the-fly For "Automatic”, time between disk spin-up cycles.

For "On Powes", time before izsuing start-up commands.
For "On Command", titne between disk spin-up cycles.

l"_ # of seconds between subsequent spin-ups.
Only applicable to "On Power"

Notes:

L) b o—

groups.

. Seitings charactetized as

Apply

. Bettings charactetized as Hesei requite that the controllers be reset before the new settings are invoked.
may be made at any time, and will become effective immediately.
. Bettings charactetized as New Config must be made duting initial configuration, before any LUNs are created. They will result in data loss of existing RAID

| ‘cancel | Resetscreen |

Figure 3-42 View/Modify Controller Configuration (partial for 6.14 Firmware)
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DACO60FFx Contreller Configuration (Firnoware Type 7 Rev 7.01 Build #0 ) 128 ME Cache, Max #LUNs=32

| Current

[Value

| Category

‘Descr;lp' tion

~

Auto Rebuild Management

On-the-fly

If enabled, it detects the replacement of a failed deive and performs an automatic rebuild onee it
has spun up, provided it is installed into a redundant array (FaID 1. BaID 2, BAID 5. BAID 041). If
this feature is disabled, the administrator must issue the rebuild command manwally throwgh this
configurator.

Operational Fault Management

Reset

Allows the controller to take autonomous actions when a failure occurs. This monitors and
reports drive failures, background activity completion status, enclosure events, etc. This should
temain enabled during normal controller operation (This is also kxown as SES, or SCST
‘Erclosure Services)

lAuio Failhack

‘ Reset

Allows the surviving controller to automatically sense and place an inserted replacement
cortroller back in service.

Read Ahead

Reset

The controller extends commands to the cotresponding sfripe wmif size. The controller reads data
from disk in chunkes of one sttipe-unit size. Given an BKE stripe size, a 2KB read, for example,
tesults in KB read being issued to the drive. The remaining 6B of data stays in the cache.

Super Read Ahead

Reset

The controller extends the read-ahead algorithm by always reading an extra cache line on a read
tequest, and reading a further cache line when a cache hit occurs on a pre-fetched cache line.
This is primarily usefisl for applications with a high degree of sequential-ness.

[Reassign limited io 1 secior

Reset

If enabled, reassigns will be restricted to only one block the failing block. Ifthis is disabled al
reassigns will be for the entire current [/0, some possibly large number of blocks, not 4l of them
failing. The single block reassign is further limited to recovered errors and medivm errors.

‘Tru.e Verify

‘ Reset

When enabled, and if the host enables werify on an IO operation, and data is transferred, a true
werify with data comparison is performed. When disabled, no data comparision is made

|Disk Write Through Verify

| Reset

‘During error handling, this tums on Force Unit Access for reads and writes

[Rehuild/Check Consistancy Rate
Default

On-the-fly

This value times 2 approximates the percentage of available rebuild cycles to he used when
rebuilding a RATD group, or checking consistancy. CPU utilization is always shared with data
traffic. Range 0-50. Therefore, a walue of 50 dewotes the maximum allowable resources to a drive
rebuild or expansion, allowing it to proceed at its fastest. A lower number provides more
tesources to service other 10s

|Max Number of Active Commands

| Reset

‘S ets the maximum number of simultaneous commands. Range is (64-244)

Queuing - Coalescing
Optimization

On-the-fly

‘If enabled, this will join the data from adjacent /O into a single 1#0 to improve performance

[Enahle On queue full give BUSY

Reset

Ay titme a command is received and the controller detects a quene full conditiorn, it will nommally
return Cueue Full status. If enabled, a gqueve full status will return a BUSY status, if disabled, it
will return QUEUE FULL. This is intended to help hosts that are confused by QUEUE FULL.

[Failover Node Name Retention

Reset

If enabled, each controller shares its node name with its partner controller and those names are
used throwgh all phases of failover and failback. If disabled, each controller still shares its node
name with its partner controller, and those names are still wsed through all phases of a failover,
BUT when a faitback occurs the replacement controller uses its own node name. Not having this
feature enabled will have serious ramifications if the controllers are connected to a host that uses
node names to locate the LUNs

|SAF—TE Daia for UPS Support

|0n—t||.e-ily

‘If checked, then ups monitoring is disabled.

Digahle Check Condition for
Dvalid LUN

Reset

If checked, the inguiry command will return data with the peripheral qualifier field set to 1 or 0:20
for the byte meaning peripheral not connected. If clear, the inguiry will fail with check condition
of illegal recuest (sense=5/25/00).

‘Disah]e Pause when Mot Ready

‘ Reset

Nommally, when controller is starting up, certain commands encounter a brief pause. If this field is
checked, the pause is disabled, otherwise, it is enabled

Digahle BUSY status on failhack

Reset

During failback, the survivor controller normally retusns BUSY to new commands received from
the host during the cache flush operation. If checked, requests are ignored. If unchecked, BUSY
statug is returned. Thiz feature is intended to help hoste that are confused by a BUSY.

Figure 3-43 View/Modify Controller Configuration (partial for 7.01 Firmware)
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Enable DEBUG Poxt

Reset

If checked, then debug output will go to the serial port. This is for Engineering and Diagnostic
putposes only, and will result in a performance loss if enabled. If not checked, then the port will
be in SLP (ho jumper) of VT100 mode Gumpet - Standard Mode).

‘Enal:le Vendor Unique TUR

‘ Reset

If checked, a Test Unit Ready command sent from the host to an offtline LT will return a hard
error statue (H00/00). If cleat, then it will return a not ready status (2/04/03).

‘Seria] Port BAUD Rate

| Reset

|The baud rate of the serial port when in VT100 ot Debug modes.

Force Simplex Mode

Reset

This iz provided to allow duplex fismorate to serve i a simplex environment, and makes duplex
fiemarare skip some of the active-active operatione. If you check this field in a duplex
efrvironment, then one of the controllers will go into reset.

Conservative Cache Mode

On-the-fly

This provides an extra degree of data safety when operating in failed over condition. This turns
off wtite cache while the failed over condition persists. Checking this field enables conservative
cache mods.

‘Si.mpl.ex Disable Reset

‘ Reset

For simplex-only. If checked, prevents a controller from asserting the reset signal to the partner
controller.

‘Fibre Channel Frame Control

‘ Reset

Provided to allow adjustment of the FC chip's frame size. Tnless you are almost always doing
very small block 140, then you would want this set to 2048

[Fzopes =]

PCI Latency Conirol

Reset

Provided to allow adjustment of the FC chip's uge of the internal bus. It controls the amount of
data each FC processor chip can busst across the primary bus before relinquishing bus
owniership to the next device. This takes effect only when all internal FC bus posts are active and
atbitrating, Ordinatity you should leave this set to the factory default value of 512, If you are ina
high throughput environtent, then you map see a slight performance advantage if you change
the walue to 2048,

el

Enable Hard Loop IDs

Reset

This allows you to force the hard loop [D's for evety controller and port. The fields below are
used to assign them. Do not enable this feature unless you set appropriate values for your
controllers. Changes will not go into effect until wou issue a reset of recyle power to the array.

Cteld PortD [0 |
Ctrll PortD L |

Hard Loop IDs
for each comiroller and port

Reset

Allows option of wsing the same loop ID's all the time. Some fibre HBA s require non-default
settings here. Contact your supplier for details. The valid range is 0-125 (0 - 0z7d). Enter a
decimal number. Do ot adfust these nunebers unless tustrucied io do so by your vendor's
technical support ieant.

~

Smart Large Host Transfers

On-the-fly

If checked, large transfers will coalesce into fewer IfOs, which means fewet disconnects on large
tratisfers. This only takes effect for transfers larger than the stripe size. If enabled, you will have
a slightly higher throughput, at a possible cost of some IOPs.

Atomatic v |

Spin-Tlp Settings

On-ihe-fly

[ # of Devices to spit up at a time.

Ignored for "On Power" mode.

IS_ # of seconds to delay.

For " Automatic”, time hetween disk spin-up cycles

For "On Fower", time hefore issuing start-up commands
For "On Command”, time between disk spin-up cycles.
Iﬂ_ # of seconds between subsequent spin-ups

Only applicable to "On Power"

Notes:

1. Bettings characterized as Reset require that the controllers be reset before the new settings are irroked.

2. Bettings characterized as

may be made at any time, and will become effective inumediately.

3. Bettings characterized as New Config nst be made duning initial configuration, before atgr LN s are created. They will result in daia loss of existing RATD

groups.

Apply

| cancel | Resetscreen |

turn io Main Page] [Log Off]

Figure 3-44 View/Modify Controller Configuration (partial for 7.01 Firmware)
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The following selections appear on the 6.14 firmware dialog box that do not appear on
the 7.01 dialog box:

¢ Stripe Size. In controllers with 7.01 firmware, the stripe size is selected when the
LUN is being defined (see Figure 3-13 on page 48). When controllers with 6.14
firmware are used, the stripe size must be defined using the View/Modify
Controller dialog box before the LUN is defined.

¢ Disk Queue Limit (not viewable or changeable with controllers that have 7.01
firmware).

The Auto Failback selection appears for 7.01 firmware only. It is not viewable or
changeable with controllers that have 6.14 firmware.

Make as many changes as you desire on the screen, then click the Apply button, which
saves the new configuration on all controllers, as well as the COD area on your RAID
subsystem’s disk drives. The Reset Screen button changes the settings to the default
values (the ones appearing when the screen was first selected).
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Reset Controller(s)

When the Reset Controller(s) menu selection is made, the screen shown in Figure 3-45
appears.

This command will resct the controller. Do not issue it if you have mounted file systems, and/or
he possibility of live data that has not been flushed from cache to disk.

Y ou will be notified if the cormmand was accepted, or timed out (10 attempts over 20 seconds),
whichever comes first.
Are you sure you want to do this?

Return to Main Page] [Log Off]

Figure 3-45 Reset Controllers Warning Screen

Click YES if you wish to reset your controller. If the system is a dual-controller
configuration, clicking YES resets both controllers. Otherwise, click NO or the [Return
to Main Page] link.

If you are not running Linux, you will see the screens shown in Figure 3-46 and

Figure 3-47. These screens indicate when the controllers are back on-line. Click the close
button (X) or press the Close This Window button after the controllers have reset.

Controler bostng - Mo azgpomss fo
ERLILETY.

This wnndoss wrill avterefresh.

Figure 3-46 Controller Booting Window
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Cluse Thisindow

Figure 3-47 Controller Responding Window

As a protective measure, if the controllers are busy servicing I/Os, the Reset command
will not be accepted.

Gracefully Bring a Controller Off Line

When the Gracefully Bring a Controller Off Line menu selection is made, the screen
shown in Figure 3-48 appears.

farning * * *

This command is provided for the administration of a dual-active controller configuration. When
this command is sent to a controller participating in a dual-active configuration, then the partner
controller will be killed and brought off-line for maintenance rea r issuing this command,

allow a few seconds for the controller to shut down.

|Are you sure you want to do this?

[Return to Main Page] [Log Off]

Figure 3-48 Warning Screen

Click YES button to initiate a controller failover. This is typically done for disaster
recovery testing. You could also do the testing by physically removing a controller, but
this lets you accomplish the same thing without touching the disk array.
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Gracefully Bring a 2nd Controller On Line

007-4382-001

When the Gracefully Bring a 2nd Controller On Line menu selection is made, the screen
shown in Figure 3-49 appears.

* ** Warning * * *

. |This command is used to inform a surviving controller of a dual-active controller pair that the failed|
|STOP| partner has been replaced and should be brought on-line.

Are you sure you want to do this?

[Return to Main Page] [Log Off

Figure 3-49 Warning Screen

When a failed controller is replaced, the system either automatically detects the
replacement (if configured for automatic failback), or is informed of the replacement by
issuing this command. The following steps outline the failback process executed by the
surviving controller:

1. A replacement controller is detected.
2. The surviving controller releases its partner from reset.

3. Once the replacement controller completes initialization and is ready to resume I/O
requests, the surviving controller quiesces both ports by responding with BUSY
status to new I/O requests.

The surviving controller disables the failover port or secondary ID.
The surviving controller enables its primary ports.

The replacement controller enables its primary ports.

N 9

Both controllers disable conservative cache (if enabled) for write-back system drives
and resume normal dual-active controller operation.

Click YES to force the failback.

Note: A replacement controller is held reset if a consistency check is in progress.
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Perform Data Consistency Check/Restore LUN

When the Perform Data Consistency Check/Restore LUN menu selection is made, the
screen shown in Figure 3-50 appears.

Check and/or Restore Consistency of LUNs for RAID Subsystem at /hw/scsi/sc13d010

Logical Drive #0 (70120 Blocks, 73,526,149,120 Bytes) RAID 0 (Stripe) 1§0NLINE ]
Affinity Map: SAN Mapping You can onky peif these operations on fault ol LiNTie, RAID 13, 5,6+1
Logical Drive #1 (35060 Elocks, 36,763,074,560 Bytes) RAID 041 (Mirrored Stripe) 1§0NLINE ]
Affinity Map: SAN Mapping Check Only? © Rehuild? € Check and Restore?
Logical Drive #2 (35060 Blocks, 36,763,074,560 Bytes) RAID 5 (Right Asymmetric) 1§0NLINE ]
Affinity Map: 54N Mapping Check Only? Rehuild? © Check and Restore? O

Select as many LUNs as you desire, then press the Execute button to imrmediately begin the process, or press the Cancel button to return to the main
menu.

EXECUTE Cancel

|Return to Main Page| [Log Off

Figure 3-50 Data Consistency Check/Restore

Use this screen to initiate a check and / or repair on a logical drive. To execute this process,
the logical drive must be configured for high-availability RAID.

There are several reasons why the check or restore could be denied, and TPM reports the
reasons if the request is rejected. The most common reasons are that there is no on-line
spare disk to be used to repair the LUN, or more than one rebuild at a time is being
attempted.

If you click EXECUTE to begin execute any of the check or restore actions, the dialog box
of Figure 3-51 appears, indicating that the process has started.
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Request to Check LUN 2 - Operation started successfully

oK

[Return to Main Page] [Log Off]
Figure 3-51 Operation Started Dialog Box
Click OK to proceed.
The window shown in Figure 3-53 (for 6.14 firmware) or Figure 3-53 (for 7.01 firmware)

shows the progress a few minutes after initiating a Check and Restore for Logical Drive
#0, and 15 minutes after starting a LUN Initialization (format).

Background Job Status BATD Controller at /dev /rdsk /elt0dos0

F.ebuild In progress 0.7 %o romplere.

Comsisleney Check In progress 0.7 %o cumplete, _

ILL".[‘T 0] |I‘~'u nutiabization 15 in progress.
lLLI\ 1 |J.n froge3s S E Y comalee.

I.LLI\ 2 |I‘~ o mutialization 15 In progress.
ILI_—I“-_ 2 |I“-_n mitiahization is in progress.
ILL—.[“-_ 4 |I“-_u mitiahzation 15 in progress.
I‘l.l—h_ .L-‘ |NII illi'l‘i’lli'l.il I.illll iN iII ]II'IIgI'I‘.‘ﬁ.

Iuhialization Status

I'I,I"I'\' [ |T\'n mitialization 15 in progress.

ILL"N 7 |1\'u mnitialization is in progress.

This screen will autematically retiesh in approxmmately I seconds

Figure 3-52 Background Status Screen (6.14 Firmware)
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Background Job Status RAID Controller at /hw/scsifsc134010

Logical Drive #0 (70120 MB, 73,526,149,120 Bytes) RAID 0 (Stripe)
Logical Drive #1 (35060 MB, 36,763,074,560 Bytes) RAID 0+1 (Mirrored Stripe)

. Rebud Not in progress

Mot in progress
. Online RAID Expansion Not in progress

Logical Drive #2 (35060 MB, 36,763,074,560 Bytes) RAID 5 (Right As S

Not in progress

Cancel All ‘ In progress 0.2 % complete.

| Online RAID Expansion | Not in progress

This screen will automatically refresh in approximately 10 seconds

[Return to Main Page] [Log Off]

Figure 3-53 Background Status Screen (7.01 Firmware)
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Enable/Disable Write Cache for LUN(s)

When the Enable/Disable Write Cache for LUN(s) menu selection is made, the dialog
box shown in Figure 3-54 appears.

(Enable/Disable Write Cache) Logical Disk Information for RAID Subsystem at /hw/scsifscl134010

Logical Drive #0 (70120 ME, 73,526,149,120 BEytes) RAID 0 (Strige) {QONUNE )
Affinity Map: SAN Mapping Enable Write Cache®
Logical Drive #1 (35060 ME, 36,763,074,560 Bytes) RAID 0+1 (Mirrored Stripe) {QONUNE )
Affinity Map: SAN Mapping Enable Write Cache®

Logical Drive #2 (35060 ME, 36,763,074,560 Bytes) RAID 5 (Right Asymmetric) ®ONL|NE )
Affinity Map: SAN Mapping Enable Write Cache®

Select as many LUNsz az you desire, then press the Apply button to make the changes, or press the Cancel button.

APPLY Cancel

[Return to Main Page] [Log Off]

Figure 3-54 Enable Write Cache For LUN(s)

Select the LUNs where you want the cache enabled or disabled and click Apply at the
bottom of the screen.
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Reporting Functions

The Reporting Functions menu is located on the main screen and is shown in Figure 3-55
for 6.14 controller firmware and in Figure 3-56 for 7.01 controller firmware.

Reporting Functions:

et default screen refresh rate - This lets you define the rumber of seconds between each screen refresh for status screens which automatically
repaitit.

Display (Dualy Controller Status - This returns status information on dual controller status, and host addressing information on the connected
controller

Topology query - Displays all host adapters on the SAN attached to the subystem, and what controller/ports they are attached to

Dizplay statistical data by physical dewice. - This shows log page information for an individual disk drive.

Digplay statistical data by logical (RAIDY disk. - Shows curmulative reads, writes, and cache hits.

Digplay SCELFibre device information - This issues a standard SCST Ingquiry, and reports afl flelds which describe the device,

Display FULL subsystem confisuration infortnation. - This is a complete hexidecimal dutnp of the controller's configuration data structures, and
contains infortmation which may be of interest to your supplier in the event of a problem.

Display physical subystern information. - displays drive status, statistics, errors and physical locations for all disks ina subsystern, including
EXpansion umnits.

Display logical subystem information. - displays RAID groups status, statistics, errors and logical configuration for all RAID groups in a subsystem,
including expansion units

Dizplay environmental subsystem information. - displays power, fans, temperature, battery backup, and other data relating to the chassis, including
EXpansion units.

Figure 3-55 Reporting Functions Menu (for 6.14 Firmware)

Reporting Functions:

R . .

. .

Set default screen refresh rate - This lets you define the number of seconds between each screen refresh for status screens which automatically
repaint.

Display (Dual) Controller Status - This returns status information on dual controller status, and host addressing information on the connected
cotitroller

Topology gquery - Displays all host adapters on the SAN attached to the subystem, and what controller/poris they are attached to.

Display statistical data by physical dewice. - This shows log page information for an individual disk drive

Display SCSLFibre device informmation - This issues a standard SCSI Inguity, and reports all fields which describe the device.

Digplay FULL subeystemn confimuration information. - This is 2 complete hexidecimal dump of the controller's configuration data structures, and
containg information which may be of interest to your supplier in the event of a problem

Display physical subystern information, - displays drive status, statistics, errors and physical locations for all disks in a subsystem, mchiding
expansion units

Display logical subystern information. - displays RAID groups status, statistics, errors and logical configuration for all BAID groups ina
subsystem, including expansion units.

Display environmental subsystem information. - displays power, fans, temperature, battery backup, and other data relating to the chassis,
including expansion units.

Figure 3-56 Reporting Functions Menu (for 7.01 Firmware)

The Reporting Functions menu has the following selections, with the associated
explanations on the indicated pages:

92

“Set Default Screen Refresh Rate” on page 93

“Display (Dual) Controller Status” on page 94
“Topology Query” on page 95

“Display Statistical Data by Physical Device” on page 96
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¢ “Display Statistical Data by Logical (RAID) Disk (6.14 Firmware Only)” on page 96
¢ “Display SCSI/Fibre Device Information” on page 97

¢ “Display FULL Subsystem Configuration Information” on page 98

¢ “Display Physical Subsystem Information” on page 99

¢ “Display Logical Subsystem Information” on page 103

¢ “Display Environmental Subsystem Information” on page 105

Set Default Screen Refresh Rate

007-4382-001

When the Set Default Screen Refresh Rate menu selection is made, the screen shown in
Figure 3-57 appears.

Set Default Screen Refresh Rate

The field below allows you to specify the mumber of seconds between each screen refresh for functions that autormatically update themselves. Once
you make a change, it will be in effect until the configurator service routine minning on your host is terminated. When you first start the program, the
default rate is every 10 seconds. The walid range iz 2 - 999999 seconds.

Current Refresh Rate (seconds) IlD

SAVE | Cancel |

[Return to MMain Page] [Log Off

Figure 3-57 Default Screen Refresh Rate

Enter the desired screen refresh rate in seconds and click SAVE.
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Display (Dual) Controller Status

94

When the Display (Dual) Controller Status menu selection is made, the screen shown in
Figure 3-58 appears.

Controller Status Information for RAID Subsystem at /hw/scsi/sc13d010

|Fibre chatnel LUN where this comtnand was receved: 0

|Systam Drive to which this LUM maps to: 0

|MasterfSlave State:Disabled or in simples mode

|Partner Status: MO PARTNER. CONTROLLER-Controller iz running in simples mode.

oK

[Return to Main Page] [Log Off]

Figure 3-58 Controller Status Information

This Screen displays information about the controller(s) and whether or not they are
working together. There are nearly 100 different error or warning messages that can be
returned, and this could be quite useful in the event you have a controller failure.

You should also periodically check this screen during normal operations to make sure

that all is well. In some cases you may have a controller failure which does NOT result
in an audible or visual alarm.
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Topology Query

When the Topology Query menu selection is made, the screen shown in Figure 3-59
appears.

World Wide Name Table for RATD controller at device: fhw/scsi/20000080e5110413/1un0/c5p1

This is a list of the WYWNs for each coniroller on your fihre channel loop, and what hosi poris they are connecied io.

Ifa RAID controller does not appear helow, then the Fibre Channel controller can’t see it.

You should map each host adapier to hoth coniroller poris, if you have a dual active configuration, and wish to have failover suppori.
World wide names in RED indicate that they are cached eniries, and no longer connected to the fibre channel.

World Wide Name Controller 0 Coniroller 1
20-00-00-E0-8B-02-E6-37

20-00-08-00-69-04-85-D7
10-00-00-60-69-20-12-86
20-00-00-E0-8B-01-34-3B

20-00-00-E0-8B-00-F3-C4
20-00-08-00-69-04-87-D4
20-00-08-00-69-04-87-E6
20-00-08-00-69-00-00-07
10-00-00-60-69-10-02-4E
10-00-00-60-69-10-02-5D
20-00-00-E0-8B-01-D9-BD

K

20-00-00-E0-8B-00-3D-D38

<]

20-00-00-E0-8B-01-A2-11

10-00-00-60-69-10-02-33

10-00-00-60-69-10-1F-0E

20-00-00-E0-8B-00-00-00

A<l

20-00-00-E0-8B-01-37-39

oK

[Return to hain Page] [Log Off]

Figure 3-59 Topology Query

This screen displays a list of Fibre Channel host adapters that are (or were) attached to
the RAID controller. Use this screen to view limited topology information.

Note: This is a read-only display. No parameters can be changed.
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Display Statistical Data by Physical Device

Note: This function is not supported by the TP9100 RAID system. It is only for JBOD
environments.

Display Statistical Data by Logical (RAID) Disk (6.14 Firmware Only)

When the Display Statistical Data by Logical RAID Disk menu selection is made, the
screen shown in Figure 3-60 appears.

Statistical Report by Logical Disk for Device at fhw/<c=i/20000080e5110413/1un0/ c5pl

# of Read # of Blocks # of Write # of Blocks # of Read MB Read MB Written
Commands Read Commands Writien Cache Hits /Sec /Sec
Totals: i} o i} o 0 0.00 0.00

Drive #

* These numbers are reset to zero every time the comiroller is powered up, and every time this screen is displayed.
* Ifno reads orwrites are performed on a LUN, then a line for it will not he displayed.

This screen will automatically refresh in approximately 30 seconds

Return to Main Page] [Log Off]

Figure 3-60 Statistical Data for Logical Devices (for 6.14 Firmware)

This screen displays cumulative reads and writes for all logical drives since the last
polling period. If no I/Os occurred, nothing is displayed. In the screen above, drives
number 0 through 3 were just initialized, and no other operations were done during that
time.

All numbers reset every time the screen is brought up. Use this screen to view the actual

number of I/O operations that get serviced by each LUN during the 10-second polling
period.
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Display SCSI/Fibre Device Information

When the Display SCSI/Fibre Device Information menu selection is made, the screen
shown in Figure 3-61 appears.

SCSI Inquiry Dump for Device at /hw/scsif=c134010

Device Characteristics Value

Vendor (Manufacterer) MYLEX

Product Identifier DACARMRE 701Z0E0
Microcode Revision Level 7701

Unit Serial Number

Device Type Disk

ANST SCSI Version 2

Device Capabilities:
ISO Compliant-mdicetes if this device clairs corvplicnee to the Iterational Organizationfor Standerds (I5Q) version of SCST (150 DIS
236}

[S|ECMA Compliant-Fdicatas i this device claims complience to the European ComputerManufaciurers Associction (ECMA) version of SCST

(EChA-T11).

[®)]32-Bit Transfers 32—Bit Addressing [S)] Term Task M
[©]16-Bit Transfers [©]16-Bit Addressing [B]Normal ACA (NormACA)
Synchronous Data Transfers Ralative Addressing Mode [S]Linked Commands on LUN
Tra.nsfer Disahle Messages Supported Enclosure Services Availahle Dual—ported Device
[®|Handshake on @ Cable Supported (S| Removahle Media [/| Tagged Command Queuing

0000k, 0o oo 02 12 33 00 00 02 4D 59 4C 45 58 20 20 20 ....3...MYLEX

0010k 44 41 43 41 52 4D 52 42 20 37 30 31 32 30 42 30 DACARMRE 70120B0

0020k 37 37 30 31 00 00 oo oo 20 o0 oo 80 EX 11 40 14 7?701.... ..... L.

0030k o0 o0 o0 oo oo oo oo oo - - - - - - - -

oK

[Return to Main Page] [Log Off
Figure 3-61 Display SCSI/Fibre Device Information

The screen shows what the standard SCSI inquiry returns for a device or LUN. Use it for

diagnostic reasons, or to help analyze any SCSI or Fibre Channel device attached to your
computer.
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Display FULL Subsystem Configuration Information

98

When the Display FULL Subsystem Configuration Information menu selection is
made, the screen shown in Figure 3-62 appears.

Hexidecimal Diagnostic Dump for Subsystem on device /hw/scsi20000080e5110413/Tun{/cSp1:

0000k
0010h:
0020k
0030h:
0040h:
0050h:
0060k
0070h:
0080k
0020k

00ADR:

00B Dh:

00C0h:
000k

D0EDh:
DOF Dh:
0100h:
0110h:
0120h:
0130h:
0140h:
0150h:
0160h:
0170h:
0150k

Figure 3-62 Subsystem Configuration Information (partial screen)

0o
01
0o
0o
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This screen contains a portion of the 4,660 byte-long hexadecimal dump of the controller
configuration file. This would be of interest to the technical support group in the event
of a problem, or would prove helpful to verify that several subsystem configurations

have properly been cloned.
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Reporting Functions

Display Physical Subsystem Information

When the Display Physical Subsystem Information menu selection is made, the screen
shown in Figure 3-63 and Figure 3-64 appear (for controllers with 6.14 firmware).
Figure 3-65 and Figure 3-66 appear for controllers with 7.01 firmware.

Physical Disk Information for RAID Subsystem at

/hw/scsi/20000080e5110413/1un0/cbpl
{See legend below)

| Blocks Read
"Wntes:

| Blocks Read
||Wr1tes:

Figure 3-63 Physical Subsystem Information (partial for 6.14 Firmware)

007-4382-001 99



3: Using TPM

oo o a
||Ermrs:

ojojo ok
|[Reads: : : of|
"Blocks Read: : : El"
|[rrites: ites: ites: of|
i

Blocks Written Blocks Written:

"Blo cls Read:
||Wr1tes:

|[Blocks Written: Blocks Written

Blocks Written:

Legend:

WendorID ProductID [Firmware Revision]
Clock Speed, # of Ports, InterfaceType
Dewice Size in Wegabytes:

Usable Size it Megabyies
Loopllr decimal (HEX) Channel Target[D

., Parity Soft  |Hard DMiscellaneous
Cumulative Errors Command Timeouts Retries | Aborts Predictive Faults

Read Operations
Blocks Read
Write Cperations
Blocks Written

Return to hMain Page] [Log Off

Figure 3-64 Physical Subsystem Information (partial for 6.14 Firmware)

100 007-4382-001



Reporting Functions

Physical Disk Information for RAID Subsystem at /hw/scsi/=sc13d010

(See legend below)

||Active Cotnmarids:

||Writes:

Cuened Corumads:

Cuened Corrumatds:

Quened Cotrumands:

Quened Comnmands:

IlActive Commands

||Writes:

Figure 3-65 Physical Subsystem Information (partial for 7.01 Firmware)
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==

u] D D a D D (u] D D
DDDOK DDDOK DDDOK DDDOK
F.eads: 0 ||Reads: 0| |Feads: 0|/ |[Feads [t}
Active Commands: 0 ||Actrve Commands: 0|||Active Commands: 0|||Actrve Commands o
Wirites: 0| Writes: 0| \Wites 0| Writes: 1}
Cueued Commands: 0 ||Queued Cotramands: 0|||Quened Commands: 0|||Queued Commands 1}

Legend:

Usable Size in IWegabytes

WendorID ProductID [Firtnware Resision]
Clock Speed, # of Ports, InterfaceType
Device Size in Megabyies:

LooplD decitmal (HEX) Channel TargetIDr

Cumulative Errors

Parity

soft  |Hard [Miscellaneous

Command Timeouts Fetries|Aborts|Predictive Faulis

Read Operations

# of Active Cominands

Write Operations

# of Quened Commands

oK

[Return io Main Page] [Log Off]

Figure 3-66 Physical Subsystem Information (partial for 7.01 Firmware)

These screens shows statistical data, drive status, and errors for all drives in all
subsystems. It also correctly displays the enclosure number, row, and column of each
disk drive. All numbers are cumulative, starting from zero when the subsystem is
powered on. Under normal operation you should rarely see any errors.

The 7.01 controller firmware returns WWN and Drive Speed information, which are not
returned by controllers with 6.14 firmware.
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Reporting Functions

Display Logical Subsystem Information

When the Display Logical Subsystem Information menu selection is made, the
windows shown in Figure 3-67 (for controllers with 6.14 firmware) and Figure 3-68 (for
controllers with 7.01 firmware) appear.

Logical Disk Information for RATD Subsystem at /hw/scsi/20000080e5110413/1un0/c5pl

Logical Drive #0 (104986 MB QONLINE )
110,086,324,224 Usahle Bytes) RAID 0+1 (Whirrored Stripe) [Write Cache Enabled, Stripe=16KB]
Affinity Map: SAN Mapping
n Physical Physical Physical Starting Span Size
Do fean Enclosure Row Column Climer] L Block # In blocks
0 0 0 0 0 0 0 0 143341565
1 0 0 0 2 0 1 0 143341565
2 0 0 0 3 1 1 0 143341565
Logical Drive #1 (139982 MB ONLINE
146,781,765,632 Usable Bytes) RAID 0 ¢ Stripe) [Write Cache Enabled, smpe=161cajL.-)
Affintty Map: SAN Mapping
. Physical Physical Physical Starting Span Size
Lo Span Enclosure Row Column Sharnc] o Block # In blocks
0 0 0 1 1 1 2 0 147334 1565
1 0 0 1 2 0 3 0 14334 1565
Logical Drive #2 (139982 MB ONLINE
146,781,765,632 Usable Bytes) RAID 5 (Parity Stripe) [Write Cache Fnabled, SMpFlﬁmjLJ
Affinity Map: SAN Mapping
. Physical Physical Physical Starting Span Size
Lt Span Enclosure Row Column el L Block # In hlocks
0 0 D 1 D 0 2 D 143341568
1 0 D 2 1 1 4 D 143341568
2 0 D 2 2 0 5 0 143341568

Figure 3-67 Logical Subsystem Information (partial for 6.14 Firmware)
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Logical Disk Information for RAID Subsystem at /hw/scsifsc13d010

{
ONLINE
RAID 0 (Siripe) [Write Cache Enabled, Stnpe=64KB]\LJ

Logical Drive #0 (70120 MB

73,526,149,120 Usahle Bytes)

Affinity Map: SAN hMapping

Background Tasks: No backround jobs active

Drive#

Span

Physical
Enclosure

Physical
Columnn

Channel

jir]

Starting
Block #

Span Size
In hlocks

i}

(=1

125

35001440

]

1 124
0 123
1 122

35001440
35001440
35001440

=
|- -EE
=

olo|lolo
olololo

0
1 0
2 0
3 0

L | b | =

Logical Drive #1 {35060 MB

36,763,074,560 Usahle Bytes)

Affinity Map: SAN hMapping

Background Tasks: No backround jobs active

{
ONLINE
FAID 0+1 (Wlirrored Stripe) [Write Cache Enabled, Smpe=ﬁ4ICB]\LJ

Starting Span Size
Column D — Block # In blocks
121 35001440

1]
1 120 350901440
i
1

Drive# | Spam |  rusical
1]

119 35001440
118 35001440

-
.
E

o o|lo|o
o ololo

0
1 0
2 0
3 0

Figure 3-68 Logical Subsystem Information (partial for 7.01 Firmware)

The 7.01 controller firmware returns a Background Task status line, which is not returned
by controllers with 6.14 firmware.

The screen shows all configured LUNs, their status, mapping information, and how they
are laid out. If one of the drives were removed, you would see the ONLINE indicator
change to CRITICAL. If you were to view the screen shown in “Display Physical
Subsystem Information” on page 99 under this condition, you would see the disk being
rebuilt only if an action was taken (for example, if a disk had failed and was replaced).
In that case, a rebuild operation should be in progress. If this wasn't a test, the
information in that screen would show that the drive is either off-line or the slot is empty,
depending on how damaged the disk drive is.
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Reporting Functions

Display Environmental Subsystem Information

When the Display Environmental Subsystem Information menu selection is made, the
screen shown in Figure 3-69 (for controllers with 6.14 firmware) and Figure 3-70 (for
controllers with 7.01 firmware) appears.

Battery Rackup Status | Value
[Current power in hours (roimites) [ 30,1 (1305)
Iasirmumm power in hours (rinutes) [ 30.1(1305)
Power threshold in hours (minutes) [ 24 1(1444)
[Charge level (per cent) [ 100
‘Ha.rdwa.re Version | 1
Battery Type [ NICAD
‘Status ‘ + Mo reco_n_dit@onjng cycle since power on.
+ Reconditioning cycle needed.
‘ FAN # ‘ Status ‘ Speed ‘ (S‘E::i';f‘;;‘: ;Bg)
| 0 (REE fom e T Cpemmoml | Lew u
| (LA from £ [ Gpemteal | Low | g
‘ 2 | Not Present | /A | i
‘ Power Supply # ‘ Status ‘ (S?wfcti';fgz‘:él?g)
| 0 RHS oo rean) T — 0
| (LA from ren [ Opesatomal | 0
‘ 2 | Not Present | i}
‘ Temperature Sensor # ‘ Status ‘ OverTemp Warning ‘ Current Temp Celsius/(F) (S]?wmtgf ];:a‘it{t?g)
| g o | e Ten) | g
‘ Alarm # ‘ Status ‘ Value ‘ (S'f‘ﬂf'i';f‘;‘ié:?g)
0 . Operatomal | Normal 0
‘ Na UIPS daia is avaifable -- Not cannecied to one?!
Enclosure # Status Service | Primary Path | Secondary Path | Slots | Identifier Info

+ Enclosure [D: 5GI

+ Product ID: TP9100

+ Rewision # Bl

This screen will automatically refresh in approximately 10 seconds

Figure 3-69 Display Environmental Subsystem Information (6.14 Firmware)
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| Battery Backup Status | Value
[current power in hours (minutes) [ 31.1(1369)
[Magimum power in hours (minutes) [ 31.1(1869)
[Power threshold in hours (minutes) [ 24.1 (1444)
[Charge level (per cent) [ 100
|Ha.rdware Wersion | 1
|Battery Type | MICAD
[status [ 0K
| Enclosure # Status Service | PrimaryPath | Secondary Path | Slots | Identifier Info
-’7-- . W SD-DS-DC-CD-DD-DD-lﬁ-TF
0 + Enclosure [D: 3GI
+ Product ID: TP9100
+ Revision # B1
[ FAN # Status Speed | Enclosure 1D
| 0 (RHS from rear) _| Low | 50-05-0C-C0-00-00-16-7F
| 1 (LHS from rear) el [ Low | 50-05-0C-C0-00-00-16-7F
| 2 Not Present [ e 50-05-0C-C0-00-00-16-7F
[ Power Supply # \ Status [ Enclosure 1D
| 0 (RHS from rear) | Operational | 50-05-0C-C0-00-00-16-7F
| 1 (LHS from rear) | Operational | 50-05-0C-C0-00-00-16-7F
| 2 \ Mot Present | 50-05-0C-C0-00-00-16-7F
| Temperature Sensor # | Status | OverTemp Warning | Current Temp Celsius/{F) | Enclosure 1D
| 0 | Operational |  Normal | 30 ( 86) [ 50-05-00-C0-00-00-16-7F
Status Yalue Enclosure ID

| Na U7PS dain is availabie -- Not connecied to one?!

This screen will automatically refresh in approximately 30 seconds

Return to Main Page] [Log Off]

Figure 3-70 Display Environmental Subsystem Information (7.01 Firmware)

The two windows for the different controller firmware versions contain the same
information, but arranged differently. The windows display status information results of
polling the enclosure (and all expansion enclosures) every 10 seconds.

Note: If expansion enclosures are attached, all of the same information would be
reported for them as well, only with a different Enclosure ID.
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Miscellaneous Functions
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The Miscellaneous Functions menu is located on the main screen and is shown in
Figure 3-71.

Miscellaneous Functions:

Display status of background jobs - Shows status of all rebuilds, consistency checks, and intialization (formatting) jobs.

Flush controller(s) write cache to disk.

Save current controller confizuration - TUse this in combination with Load to clone a confizuration.

Load controller confipuration - Use this in combination with Save to clone a configuration.

Flash new firmware onto controller(s)

Flash new firmware onto selected TBM and Seagate disk(s)

Adust battery sethmes - Allows setting thresholds, and forcmg recondiioning or charging of BB battery

Clear confisuration - This clears (erases) all confisuration data structures, and in the process, destroys all data

Stop confipurater service reutine on host - this kills the service job runting on your host computer. If you select this option then nobody
will be able to access the service routine until the job is manually restarted.

Figure 3-71 Miscellaneous Functions Menu (for 6.14 Firmware)

Miscellaneous Functions:

Display status of background jobs - Shows status of all rebuilds, consistency checks, and irdtialization (formatting) jobs.
Flush controller(s) write cache to disk.

Save cwrrent controller confizuration - Use this in cordbination with Load to clone a cordiguration.

Load controller confignration - Use this in cordbination with Save to clone a configuration.

Flash new firmware onto controllen(s)

Flash new firraware onto selected [BIV and Seagate disk(s

Adjust battery settings - &lows setting thresholds, and forcing reconditioning or charging of BBU battery.

Clear confizuration - This clears (erases) all configuration data structures, and in the process, destroys all data.

Set the RealTime Clock - This sets the real tivee clock ivbedded in the FAID controller to the time of your host system.
Wiew the controller's internal event log - This reports diagnostic messages saved in the intermal RAID controller's event log,
Identify a Disk - Select this fanction to identifi a disk by cansing the lights to slowly blink for 10 seconds.

Stop configurator service routine on host - this kills the service job nimning on your host cormpater. If wou select this option then nobody will be
dhle to access the service routine until the job is manually restarted.

Figure 3-72 Miscellaneous Functions Menu (for 7.01 Firmware)

The Reporting Functions menu has the following selections, with the associated
explanations on the indicated pages:

“Display Status of Background Jobs” on page 108
“Flush Controller(s) Write Cache to Disk” on page 110
“Save Current Controller Configuration” on page 111
“Load Controller Configuration” on page 112

“Flash New Firmware Onto Controller(s)” on page 113
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3: Using TPM

¢ “Flash New Firmware onto Selected IBM and Seagate Disk(s)” on page 114

*  “Adjust Battery Settings” on page 117

* “Clear Configuration” on page 118

e “Set Real Time Clock (7.01 Firmware Only)” on page 119

e “View the Controller’s Internal Event Log (7.01 Firmware Only)” on page 120
e “Identify a Disk (7.01 Firmware Only)” on page 122

¢ “Stop Configurator Service Routine on Host” on page 125

Display Status of Background Jobs

When the Display Status of Background Jobs menu selection is made, the windows
appear as shown in Figure 3-73 (for 6.14 firmware) and Figure 3-73 (for 7.01 firmware)
appear.

Background Job Status RATD Controller at /hw/scsi/20000080e5110413/1un0/c5pl

Check or Rebuild
(Manual)

Not in progress

|LUN 0 |Nut in progress.
|LUN 1 |Nut in progress.
|LUN 2 |Nut in progress.
|LUN 3 |Nut in progress.

Initialization Status

This screen will automatically refresh in approximately 30 seconds

[Return to Main Page] [Log Off]

Figure 3-73 Display Status of Background Jobs (6.14 Firmware)
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Background Job Status RATD Controller at /hw/scsi/sc13d010

Logical Drive #0 (70120 MEB, 73,526,149,120 Eytes) RAID 0 (Stripe)

Logical Drive #1 (35060 ME, 36,763,074,560 Bytes)m 0+1 (Mirrored Stripe)

Not in progress

Not in progress

Logical Drive #2 (35060 MB, 36,763,074,560 Bytes) ., « oo 4 etric)

Mot in progress

Not in progress

This screen will automatically refresh in approximately 10 seconds

[Return to Main Page] [Log Off]
Figure 3-74 Display Status of Background Jobs (7.01 Firmware)
These windows show you how initialization, rebuilds, or checks are progressing. The

browser title bar (not shown in Figure 3-74) displays the date and time of the last poll.
Press the [Return to Main Page] link to exit.
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Flush Controller(s) Write Cache to Disk

When the Flush Controller(s) Write Cache to Disk menu selection is made, the screen
shown in Figure 3-75 appears.

£ ‘ﬁ'irm.ning £

[Return to Main Page] [Log Off

Figure 3-75 Cache Flush Warning

Click YES to force a cache flush. You would ordinarily perform this after all LUNs are
unmounted, and before a power down. If you were to do a cache flush on mounted file
systems that are servicing write requests, there would be a small risk that this request
would never complete. However, it would be pointless to flush the cache in this situation,
as the cache would instantly be dirty after the controller receives the next write
command. If the cache flush is successful, the window shown in Figure 3-75 appears.

The controller has been flushed. Tt is now safe to power off.

k]

[Return to Main Page] [Log Off]

Figure 3-76 Cache Flush Successful
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Save Current Controller Configuration

When the Save Current Controller Configuration menu selection is made, the screen
shown in Figure 3-77 appears.

Save Configuration to Disk (for Subsystem on device /hw/scsi‘'sc13d010):

Thiz will save your current controller configuration it a data file of your chotce. Once saved, vou can use it for emergency sttuations, or for
EATD subsystem configuration cloning, Please use a fully qualified file name below.

Target Filenarne: I/ opt/dam/LastConfig.bin

SAVE Configuration Cancel

[Return to Main Page] [Log Off]

Figure 3-77 Save Current Controller Configuration

To save the current controller configuration to a file, type the name of the file in the area
provided on the screen and click SAVE Configuration. The file is saved locally on the
server that launched TPM, not the client machine running the Web browser. The file may
be used later to restore or clone a RAID configuration.
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Load Controller Configuration

When the Load Controller Configuration menu selection is made, the screen shown in
Figure 3-78 appears.

Load Configuration from Disk (for Subsystem on device /hw/scsi/sc13d010):

This will restere a current controller configuration from a previously saved data file of your choice. After the file 15 loaded, vou must perform a
reset. This operation will result in data loss of all existing LTIz

Enter the fully qualified file natne of the configuration file below.

Target Filename: If opt/dam/LastCaonfig. bin

LOAD Configuration Cancel

Return to Main Page] [Log Off]
Figure 3-78 Load Controller Configuration

This screen allows you to load the controller configuration file into another RAID array.
You can use this feature to clone a RAID configuration. To clone a configuration this way,
the two RAID subsystems must be exactly the same, including the disk drives.

The file is or loaded from the sever that launched TPM, not the client machine running
the Web browser.
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Flash New Firmware Onto Controller(s)
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When the Flash New Firmware Onto Controller(s) menu selection is made, the screen
shown in Figure 3-79 appears.

Flash New Firmware onto Controller(s) {(for Subsystem on device /hw/scsi‘se13d010):

This will upgrade/downgrade firmware into all controllers within this subsystern. Please perform the necessary safety precautions before
proceeding,

1. Back up all data files - Upgrading to version 7.0 of firmoware will destray existing data structurss,
2. Unmeunt all logical disks from host computers.
3 Flush controller's cache.
4. Copy the firmware to this host computer, not the one attached to the browser.

Firmware Filename: |/opt/dam/ffx.img

FLASH Cancel

Return to Main Page] [Log Off]

Figure 3-79 Flashing New Firmware

Warning: If you attempt to flash new firmware to the disk drive or controller while
background jobs are running (the drive is transferring data), drive operation could
become unpredictable and the drive may even become inoperable. In this event, drive
data recovery may have to be performed by a professional data recovery lab.

After you enter the filename of the image, click FLASH. TPM then verifies the image size
and type for your subsystem. If verification fails, a report is made.

Flashing the firmware takes a few seconds, following which TPM immediately jumps to
the Reset Controller screen. Allow the reset to proceed.

Be sure you are aware of all the information that you need before upgrading (or
downgrading) to certain firmware revisions.
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Flash New Firmware onto Selected IBM and Seagate Disk(s)

When the Flash New Firmware Onto Selected IBM and Seagate Disk(s) menu selection
is made, the screen shown in Figure 3-80 appears (provided that the Operational Fault
Management and Auto Rebuild Management functions on the View /Modify RAID
Controller Configuration dialog box are not disabled—see Figure 3-43 on page 82). If the
functions are already disabled when you click the Flash New Firmware Onto Selected
IBM and Seagate Disk(s) menu selection, the dialog box shown in Figure 3-81 appears.

You must first temporarily disable Operational Fault Management polting (OFM), and Awutomatic Rebuild
| Murnagement (ARM) before flashing disks, or you have a slight risk for data loss. Please uncheck both of these fields

on the next screen after you acknowledge this warning. In addition, please kill the RAID Event monitoring service
routine if it is running. After all flashes are performed, and you cycle power, then you are Iree to restart the RAID
Event monitoring service and re-enable both of these functions.

k]

Figure 3-80 Flash New Firmware Onto Selected IBM and Seagate Disk(s)

Warning: The TPMWatch application must be terminated prior to updating disk
drive firmware. Failure to do so may cause one or more disk drives to become
inoperable.

Warning: If you attempt to flash new firmware to the disk drive or controller while
background jobs are running (the drive is transferring data), drive operation could
become unpredictable and the drive may even become inoperable. In this event, drive
data recovery may have to be performed by a professional data recovery lab.

When you click OK, the View/Modify RAID Controller Configuration dialog box
appears (see Figure 3-43 on page 82). Make sure you disable the Operational Fault
Management and Auto Rebuild Management functions on this dialog box, then click
Apply. You are returned to the main TPM menu.
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Go to the Administrative Functions menu and click Reset Controllers (see Figure 3-45 on
page 85). After the reset is complete, click the Flash New Firmware Onto Selected IBM
and Seagate Disk(s) menu selection.

The dialog box shown in Figure 3-81 appears.

Disk Drive Flashing for RAID Subsystem at /hw/scsi/scl2d010

Firmware Filename: Ifusrf‘ftmpfz'?ﬂs «lod

Sdect | Channe | I |{Wake Tedd FW Rev | Enclosure | Row| Col [# of Blods
I_ o 73 | SGI |ST3LEI04FC | 2706 o T | I | 35964301
I- 1] 75 | SGI |ST31E304FC | 2706 o T |0 | 35064301
l_ 1] 77 | SGI |ST31E304FC | 1705 [ 1 | | 35964301
I- 1] 79 | SGI |ST31E304FC | 1705 o 1 | 0 | 35964301
I_ 1] B |SGI |ST31E304FC | 2705 o 0 | | 35064301
I_ 1] 7D | SGI |ST31E304FC | 2706 o 0 |0 | 35964301
I_ 1 72 | SGI |ST31E304FC | 2705 o T |} | 35064301
l_ 1 74 |SGI |ST31E304FC | 2705 [ T |1 | 35964301
I- 1 76 | SGI |ST31E304FC | 1705 o 1 | ¥ | 35964301
I_ 1 ¢ | SGI |ST21EX04FC | 2705 o 1 |1 | 35064301
I_ 1 TA|SGI |ST31E304FC | 2705 o 0 | ¥ | 35964301
I_ 1 TC|SGI |ST31E204FC | 2705 o 0 |1 | 35064301

Comanents;
1. Belect g devrice , then press the FLASH ttton to irdtiste the fovnarare flach.
2. This fimvction i desigrwed for CE's ondy, and should rewer be oo mless specifically structed to do so.
3. Each drive wrill typically flash writhin 30 - 90 seconds, depending on the model.
4. Do rot nm arge IOz throgh the sabeyste while o flach ic being perfiomed.
5. Be sme to fhish disk cacke before perfonming this operation.
4. Make sure o hadgm d operations sudch as isbency dheds are nunming.
T. Won st recycle ponamer to the aray after drives) are flached.
*+ This feabare wodss on agpported IBDL and Seagate dick driwes ondy.
+ Pleace dismmd LTUH: o thic sy fioen o hosts before contiroring.

Omuce o selent fhe FLASH banton, then fhere will 2orbe a condomadng message, and flashing will hegin inrediabdy.

FLASH | Cancel |

Figure 3-81 Flash New Firmware Dialog Box

Read all the instructions on the dialog box, select one or more devices to flash, then click

FLASH to flash the firmware. When the process is complete, the screen shown in

Figure 3-82 appears.
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Successfully flashed disk on channel:id 00:73

Please wait for 120 seconds, then recycle power.

Once the system reboots, please re-enable Operational Fault Management on the following screen. If you fail to do so,

the system will not monitor component and disk status, and this configurator will not work properly.

MNote: Even if vou have additional drives which need to Be flashed, you stiff must recycle power before continuing.

k|

Figure 3-82 Flash New Firmware Complete Box
Wait 120 seconds, as the screen instructs, then cycle the power. After power up and

reboot are complete, enable the Operational Fault Management and Auto Rebuild
Management functions on the View /Modify RAID Controller Configuration dialog box.

116 007-4382-001



Miscellaneous Functions

Adjust Battery Settings

007-4382-001

When the Adjust Battery Settings menu selection is made, the screen shown in
Figure 3-83 appears.

Configure/Maintain Battery Settings (for Subsystem on device
/hw/scsi/20000080e5110413/Tund/c5pl):

Ilake changes as necessary, then select an action button. Changes will be immediate, and may be made while background operations are
occurnng. The current battery status 1s:

(Full detads can be seen on the enclasure status screen.)
Battery threshold (minute s)|l4 44

SAVE Threshold | Recondition Battery Charge Battery Cancel

[Return to Main Page] [Log Off]
Figure 3-83 Adjust Battery Settings
When the remaining battery power (in minutes) falls below the Battery Threshold
(minutes) value entered, a low battery power alarm is triggered and is displayed in the
Battery Backup Status portion of the Display Environmental Subsystem Information
window (see Figure 3-69 on page 105 and Figure 3-70 on page 106).
The buttons at the bottom of the screen operate as follows:

¢ Save Threshold: saves the battery threshold value entered in the text box.

Note: The specified threshold value entered must not exceed the battery’s maximum
power value in minutes.

¢ Recondition Battery: conditions the battery so that it can achieve maximum life.
Conditioning involves fully discharging the battery, then recharging it.

Note: While the battery is being reconditioned, the system cache operates in the
conservative cache mode (write-through) for the duration of the reconditioning process.

e Charge Battery: initiates a battery charge cycle.
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Clear Configuration

When the Clear Configuration menu selection is made, the screen shown in Figure 3-84
appears.

This will erase the configuration structures for all controllers, and destroy all data for the controller(s) addressed by
device /w/scsi/20000080e5114 243/ unl/c35pl.

Once you select the CLEAR button, then there will mozhe a confirming message, and all data structures will be destroyed

immediately.
CLEAR | Cancel |

Figure 3-84 Clear Configuration

Warning: Read the information in the screen before you take any action.

To erase the configuration structures, click CLEAR.

The confirmation message shown in Figure 3-85 appears.

The configuration has heen sucessfully erased, and all LUNs have been destroyed.

Figure 3-85 Clear Configuration
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Set Real Time Clock (7.01 Firmware Only)

When the Set Real Time Clock menu selection is made, the dialog box shown in
Figure 3-86 appears.

This will set the real time clock in the RATD controller to match the time in your host computer.
This is a safe operation to perform at any time.

SETCLOCK | cancel |

Figure 3-86 Set Real Time Clock
Click SET CLOCK to synchronize the controller clock with the host computer.

The confirmation screen shown in Figure 3-87 appears.

* * * Warning * * *

" The real time clock in the RAID controfler has been synchrorized with your host computer.

o]

Figure 3-87 Set Real Time Clock Confirmation Dialog Box.
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View the Controller’s Internal Event Log (7.01 Firmware Only)

When the View the Controller’s Internal Event Log menu selection is made, the dialog
box shown in Figure 3-88 appears.

Event history since unit was powered on (Qndy arnreporicd evenis are shawr) :

Seq Time Type q q q
Num Daie Date ’a ID |LUN | Code ‘ Parm ‘ Sense Data ‘ Meaning/Action Reqguired
] 4 bard disk hs been removed.
Canse User removed an unconfizured phirsical device.
09:4a1: 52 A unconfigured phyrsical device failed.
25| Lipeepeooy |Infe | O [115 e 14 ° & controller was rernoved.

& controller powered off.

\Action Reguired: Raplace e device i needed

& rew hard disk has been found.

Canze: & phyrsical device has been powered on.
& newr phorsical desice has heen added.

9. 45 02 Controller was powered on.

25| izzrapy || Imfe | 0 115 0 12 0 Controller was added.

Sestemn has rebooted.

\Action Required.: MNone

save Al | Savenew | Appendal | Append New wiew All Events Cancel

Figure 3-88 View Controller’s Internal Event Log

Each time you bring up this dialog box, it displays the events that occurred since the last
time the dialog box was brought up.

The buttons at the bottom of the dialog box provide these functions:

e Save All: saves all events to a raw data text file named event hi st ory. | og.

e Save New: saves the new events to a raw data text file named
event hi story. | og.

Note: A Save New operation overwrites the current event hi story. | og file. If you
do not want to overwrite it, it must be renamed before you perform the operation.

* Append All: appends all events to the raw data text file named
event hi story. | og file.
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¢ Append New: appends new events to the raw data text file named
event hi story. | og file.

¢ View All Events: displays all events, including old and new events.

Note: If you are running gamevent on the system, this button must be used to see all log
events, because gamevent is continually emptying the event log.
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Identify a Disk (7.01 Firmware Only)

For the Identify a Disk menu selection to work properly, Operational Fault Management
(OFM) must be enabled. This is accomplished by enabling the Operational Fault
Management function in the View /Modify RAID Controller Configuration dialog box
(see Figure 3-43 on page 82). Also, at least one of the SES disk drives must be present and
operational (see Figure 3-89 and Figure 3-90).

SES Drives — >

Figure 3-89 SES Drive Locations (Rackmount Configuration)
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SES Drives

Figure 3-90 SES Drive Locations (Tower Configuration)

When the Identify a Disk menu selection is made, the dialog box shown in Figure 3-91
appears.
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Physical Devices in RAID Subsystem at fhw/scsi/20000080e5114243/1und/c35pl

Select
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Total Drives: 12

Select a single device to dentify, then press the PING button to initiate the identification, which will cause the dime light to blink. The disk will stop

blinking either after 10 seconds, or when you select another desdce to identifir.

F'INGl Cancel |

Figure 3-91 Identify a Disk

Click PING to identify a selected drive.
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Stop Configurator Service Routine on Host

When the Stop Configurator Service Routine on Host menu selection is made, the
screen shown in Figure 3-92 appears.

This will erase the confignuration structures for all controllers, and destroy all data for the controller(s)
addressed by device /hw/scsi/sc13d010.

Once you select the CLEAR button, then there will ##of be a confirming message, and all data
structures will be destroyed immediately.

CLEAR Cancel

[Return to Main Page] [Log Off]

Figure 3-92 Stop Service Screen

This screen provides an emergency shutdown routine for TPM. After you click CLEAR,
the TPM service routine is immediately shut down. You are not prompted with an

“ Are-You-Sure Message.” Once the service routine as been killed, no commands can be
issued, and anyone with a Web browser receives the standard error message indicating
the host is not found.
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TPMWatch Event Monitor and Logger

TPMWatch is a support program designed to poll RAID subsystems and report their
health to an output file. The file can then be used by a user-supplied program or shell
script to provide notification in the event a component fails or goes offline. The program
works by issuing commands to the controller to report status information for all LUNS,
disk drives, and enclosure components (fans, power supplies, batteries, and so on).

To minimize performance impact, provide the greatest amount of flexibility to
incorporate TPMWatch in external routines, the program is designed with the following
considerations:

* User-defined polling period (in seconds).

* Generates only 11 I/Os.

*  User supplies the status file name upon invocation.

* User supplies the optional history file name upon invocation.

* The status file is pure ASCII text, so the result can easily be interpreted by a shell
script.
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Running TPMWatch From Linux and IRIX

128

To run TPMWatch, make sure the $DAM_HOME environment variable is set, and you
invoke the program from root. The syntax is:

tpmmvatch [-P Freq][-d][-H HistFile][-T LogFile]-S StatusFile
-D DeviceFil e[-M Addresses] [ -L]

Where:

- P Freq: Frequency in seconds between each poll.

- d: turns on status debugging features by sending information to st derr .

-HHi storyFil e: Optional history file, which is appended to the last status
information record. Do not supply this parameter if you do not wish to create a history
file.

-T LogFi | e: Sends error text to a user-specified file.

-S StatusFil e: The health of the subsystem (see record layout in Table A-1).

-D Devi ceFi | e: Device to check (for example, / hw/ scsi / sc37d0l 0). This is the
raw or pass-through driver attached to any LUN on the subsystem. It doesn’t make any
difference which LUN you pick. Furthermore, the program still operates correctly if the

LUN that it is nailed to goes offline or is even removed.

- M Addr esses: E-mail addresses used for sending alarm messages.

Note: When specifying more than one e-mail address, the entire list of e-mail addresses
must be enclosed in double-quotes (). For example, -M "userl@domain user2@domain...”.

- L: Send events to system log file.
An example syntax is:

[opt/dam t ppwat ch -D /hw/ scsi/sc37d0I0 -P 10 -L &
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Note: A minimum of two parameters must be specified, one of which must be
DeviceFile. If only the DeviceFile parameter is specified, TPMWATCH will not start, and
the syntax usage message will be reported.
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Running TPMWatch From Windows
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To run TPMWatch from Windows, you must be at the directory where the executable
resides. The syntax is:

tpmmvatch [-P Freq][-d][-H HistFile][-T LogFile]-S StatusFile
-D DeviceFile[-E SMPT -M Addr esses][-L]

Where:

- P Freq: Frequency in seconds between each poll.

- d: turns on status debugging features by sending information to st derr .

-HHi storyFil e: Optional history file, which is appended to the last status
information record. Do not supply this parameter if you do not wish to create a history
file.

-T LogFi | e: Sends error text to a user-specified file.

-S StatusFil e: The health of the subsystem (see record layout in Table A-1).

-D Devi ceFi | e: Device to check (for example, / hw/ scsi / sc37d0l 0). This is the
raw or pass-through driver attached to any LUN on the subsystem. It doesn’t make any
difference which LUN you pick. Furthermore, the program still operates correctly if the
LUN that it is nailed to goes offline or is even removed.

- E SMPT: Mail server address (name of mail server, for example, mail.xyz.com).

-M Addr esses: E-mail addresses used for sending alarm messages. For example:
“<user _name@yz>" (quotes and angle brackets are required)

- L: Send events to system log file.

To invoke TPMWATCH, bring up a DOS window, change directories to the location
where TPMWATCH is installed, and type the command to start TPMWATCH. An

example is:

tpmwat ch -D /dev/h2i 00100 -P 10 -L

007-4382-001



Running TPMWatch From Windows

Note: A minimum of two parameters must be specified, one of which must be
DeviceFile. If only the DeviceFile parameter is specified, TPMWATCH will not start, and
the syntax usage message will be reported.

Table A-1 Record Layout

Byte # Size Description

0 8 Polling date in YYYYMMDD format.

8 6 Polling time in HHMMSS format (24-hour clock).

14 1 Subsystem summary status. Set to + if all is OK, - otherwise.

15 1 Fan Status: + if All On-Line, otherwise a single digit representing
number of failed fans.

16 1 PSU Status: + if All On-Line, otherwise a single digit representing
number of failed power supply units.

17 1 Temperature status. + if within specifications, - if over-temperature
warning (or temperature sensor failed).

18 1 + if UPS found and on-line, - if found and off-line, blank if no UPS.

19 1 - if battery is currently discharging, + otherwise.

20 1 + if no further enclosure alarms, - otherwise (this tests all ESS pages
for any alarm state and detects such things as a FC path failure).

21 2 Master/Slave controller status (see Table A-2).

23 4 Partner State (see Table A-3).

27 32x1  Status of each possible System Drive (LUN):
+ If On-line

- If Off-line (and defined)
C if Critical (and defined)

? if in unknown state
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Table A-1 (continued) Record Layout

Byte # Size Description

Blank if no none defined
59 8X16X1 Status of each Physical Device Disk[Channel][ID] (0:0, 0:1 .. 7:15)
+ If On-line
D if drive is DEAD
R if drive is Rebuilding
S if drive is in Stand By state
? if drive in unknown state
Blank if empty slot
187 1 New line character 0Ah.

Master/Slave Controller Status Table

Table A-2 Master/Slave Controller Status Table

Value Meaning

00 Slave disabled, or simplex.
Master States During Redundancy
10 Initial state during dual-active boot.

11 Default master got first ping.

12 Master in negotiation.
13 Negotiation done; waiting for ping.
14 Negotiation done; received ping.

15 CC nexus established.
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Table A-2 (continued)

Master/Slave Controller Status Table

Value Meaning
16 Insufficient memory.
17 Waiting for debounce ping.
18 Waiting for replacement notification.

Failed Slave States

20
21
22
23
24
25
26
27

Slave failed.
Slave controller is ejected.
Slave controller removal is detected.

Slave controller is inserted.

Command slave controller is inserted.

Command slave controller to pause.
Paused slave ready to resume.

Paused slave controller failed.
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Table A-2 (continued) Master/Slave Controller Status Table

Value

Meaning

States During Redundancy

40
41

Default slave is slave.

Slave entered monitoring mode.

Failed Master States

80
81
82
83
84
85

Master failed.

Master controller is ejected.

Master controller removal detected.
Master controller is inserted.
Command master controller insert.

Relinquish control.

Partner Status Table

134

Table A-3 Partner Status Table

Value Partner State Notes

0000 No Partner Controller running in simplex mode.
0100 Booting From power-up.

0101 Booting Partner is replacement controller.
0200 Active Controller-Controller nexus.

0201 Active Partner is survivor.

0300 Failed Ping time-out.

0301 Failed Negotiation - get chunk failure.
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Table A-3 (continued)

Partner Status Table

Value Partner State Notes

0302 Failed Negotiation - SCSI communication failed or wrong
cables, or firmware versions/builds are different.

0303 Failed Negotiation - host ID mismatch.

0304 Failed Negotiation - SLIP/DIFFL/FBR mismatch.

0305 Failed Negotiation - disk channels available mismatch.

0306 Failed Negotiation - host channels available mismatch.

0307 Failed Negotiation - firmware version mismatch.

0308 Failed Negotiation - firmware type mismatch.

0309 Failed Negotiation - memory size mismatch.

030a Failed Negotiation - memory read of partner failed.

030b Failed Negotiation - MS_INTNEG command to partner failed.

030c Failed Kill Partner command received.

030d Failed Partner failed during failback TID handover.

030e Failed Partner didn’t enter nexus after negotiation complete.

030f Failed Partner failed for unknown reason.

0310 Failed Failed Write Back Synchronization Failed on Channel 0.

0311 Failed Failed Write Back Synchronization Failed on Channel 1.

0312 Failed Failed Write Back Synchronization Failed on Channel 2.

0313 Failed Failed Write Back Synchronization Failed on Channel 3.

0314 Failed Failed Write Back Synchronization Failed on Channel 4.

0315 Failed Failed Write Back Synchronization Failed on Channel 5.

0316 Failed Negotiation - firmware build mismatch.

0317 Failed Negotiation - device channel cables are crossed.
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Table A-3 (continued) Partner Status Table

Value Partner State Notes

0320 Failed Hot pull of partner detected while nexus active.

0321 Failed Partner absent at boot.

0322 Failed Power failed before failover finished.

0323 Failed Power failed before relinquish finished.

0341 Failed Controller-controller locking had unrecoverable SCSI
error.

0400 Removed Partner is removed.

0500 Inserted Partner is inserted.
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Error Codes

Table B-1 lists error codes associated with the direct commands (MDACIOCTL). These
codes can be reported when using TPM and are provided as reference information.
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Table B-1 Error Codes

Key ASC ASQ  Description

05 24 00  Illegal field in SCSI CDB.

09 00 02 Bounds error.

09 80 50 Parity error detected. Internal firmware error.

09 81 00  Last check had a good completion.

09 81 01 Drive is write-protected.

09 81 02 Specified device not present.
Invalid enclosure ID specified.

09 81 03 Host block count is zero.

09 81 04  Unimplemented opcode from host.

09 81 05  Invalid system drive number specified.

09 81 06 if (CommandCode == MDACIOCTL_MORE), a rebuild or check is
already in progress. Else controller is busy.

09 81 09 Invalid parameter (reserved bytes) in CDB.

09 81 0B  Enclosure device not ready.

09 81 0C  Initialization is in progress.

09 81 0D  Consistency check is in progress.

09 81 OF  Command issued to C1 in a duplex system. OFM is disabled.

09 81 10 Check consistency or expansion is in progress.

09 81 11 Maximum allowable number of system drives is already defined.

09 81 12 System drive to migrate is in CRITICAL mode.

09 81 13 System drive to migrate is not in ONLINE mode.

09 81 14 Controllers are in dual-active mode for Simplex MORE.

09 81 15  Failover still in progress.
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Table B-1 (continued)

Error Codes

Key ASC ASQ  Description

09 81 16 Migrate command issued to system drive with more than one span.

09 81 17 Disk drive to add is already part of a system drive.

09 81 18 Disk drive to add is not in STANDBY (Hot Spare) mode.

09 81 19  Multiple system drives defined on PDs to enlarge.

09 81 1A Invalid parameter in data list.

09 81 1B The rebuild/migrate rate is improperly set to Oxff (255).

09 81 1C A drive in system drive to expand is also in other system drive with
more than one span.

09 81 1D The drive to add is too small.

09 81 1E Cannot get temporary memory.

09 81 1F COD write to disk failed.

09 81 20  Controller not ready.

09 81 21 Controller not ready - waiting for start unit.

09 81 22 Controller not ready - can't get ready.

09 81 23 Controller not ready - command didn't complete.

09 81 24 No more devices to report.

09 81 25 More than 32 enclosures attached, cannot return data.

09 81 26  Insufficient buffer space to return all data. Allocation length too
small in CDB.

09 81 27  Specified request not supported. Invalid page code requested.

09 81 28 Device scan in progress for new direct command.

09 81 29  Invalid RAID type.

09 81 2A  Specified device not found.

09 81 2B Maximum # of COD groups (64) already used.

09 81 30 Invalid range for Config2 parameter.
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Table B-1 (continued)

Error Codes

Key ASC ASQ  Description
09 81 31 A Config2 parameter can not be changed at this time.
09 81 40 Program image failed do to invalid image file.
09 81 41 Program image failed do to EEPROM write failure.
09 81 42 Program image failed do to EEPROM read/compare failure.
09 81 50  Device specified in UDD not previously defined.
09 81 51 Maximum number of physical drives reached.
09 81 52 More than 32 SDs configured.
09 81 53  Requested data larger than allocation length.
0 9 81 54 invalid COD group ID.
09 81 55 Reserved field used or invalid value in field.
09 81 56  New RDN already in use.
09 81 57 Specified transfer size too small.
09 81 58 Top level only can be deleted.
09 81 59 Last defined device only can be deleted.
09 81 5A  Physical device already specified.
09 81 5B  Specified physical device is not configured.
09 81 5C  Cannot change RAID type.
09 81 5D  Cannot change stripe size.
09 81 5E Cannot change device number.
09 81 5F Physical device no available.
09 81 60 No groups present.
09 81 61 Bad number of drives to add.
09 81 62 User sent IDD (spanned LUN).
09 81 63 PDD must be configured prior to MORE request.
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Key ASC ASQ  Description

09 81 64 Start LBA must be 0.

09 81 65 Entire PDD must be used.

09 81 66 SDD sent with MORE has bad field(s); illegal state change for logical
device.

09 81 67 No SES device present (Operational Fault Management MUST be
enabled for this command to work).

09 81 68 Invalid SAN map.

09 81 69  Skipped an XLDD number.

09 81 6A  Drive exists but is unconfigured.

09 81 6B Invalid stripe size in configuration.
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