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New Features in this Guide

Note: Be sure to read the release notes for your platforms to learn about any
late-breaking changes to the installation and configuration procedures.

This guide includes the following changes:
¢ Support for the following new platforms:
— Mac OS X Leopard (10.5). See "CXFS on Mac OS X" on page 101.

— SGI ProPack 5 SP 4 (client-only) and SGI ProPack 5 SP 5 (server and
client-only). See "CXFS on SGI ProPack Client-Only Nodes" on page 129.

— Windows:

Windows Server 2003 SP2
Windows Server SP2 x64
Windows Vista

Windows Vista x64

See "CXFS on Windows" on page 172.
* The IRIX platform as a client-only node. See Chapter 4, "IRIX Platform" on page 51.
* Removed support for Linux i386 architecture.

¢ The new section "Mapping Physical Device Names to XVM Physvols" on page 23.
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About This Guide

This publication documents the CXFS 5.0 release. For additional details, see the
platform-specific release notes.

Prerequisites
This guide assumes the following;:

¢ Server-capable administration nodes running SGI ProPack for Linux CXFS are
installed and operational.

* The CXFS client-only nodes have the appropriate platform-specific operating
system software installed.

¢ The reader is familiar with the information presented in the CXFS Administration
Guide for SGI InfiniteStorage and the platform’s operating system and installation
documentation.

Related Publications

The following documents contain additional information (if you are viewing this
document online, you can click on TPL Li nk below to link to the book on the SGI
TechPubs library):

¢ CXFS documentation:
— Platform-specific release notes
— CXFS Administration Guide for SGI InfiniteStorage (TPL | i nk)
— SGI InfiniteStorage High Availability Using Linux-HA Heartbeat
¢ QLogic HBA card and driver documentation. See the QLogic website at:
http:/ /www.qlogic.com
¢ AIX documentation on the IBM website at:

http:/ /www.ibm.com
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¢ IRIX documentation:
— IRIX 6.5 Installation Instructions
— IRIX Admin: Disks and Filesystems
— IRIX Admin: Networking and Mail
— Personal System Administration Guide
—  Performance Co-Pilot for IRIX Advanced User’s and Administrator’s Guide
—  Performance Co-Pilot Programmer’s Guide
¢ Linux third-party platform documentation:
— Red Hat:
http:/ /www.redhat.com/docs/manuals/enterprise/
- SLES:
http:/ /www.novell.com/documentation/sles10/index.html
¢ Mac OS X software documentation:
—  Welcome to Mac OS X
— Mac OS X Server Administrator’s Guide
— Understanding and Using NetInfo
See the Apple website at:
http:/ /www.apple.com
¢ Solaris documentation:
— Solaris 10 Installation Guide
— Solaris 10 System Administration Collection
See the Sun Microsystems website at:
http:/ /www.sun.com
* Sun Microsystems owner’s guide and product notes for the Sun hardware platform

¢ Windows software documentation: see the Microsoft website at:
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http:/ /www.microsoft.com

Hardware documentation for the Intel platform

The following man pages are provided on CXFS client-only nodes:

Client-Only Man Page SGI ProPack Subsystem
cxfs_client (1M) cxfs_client

cxfs_i nf o(1M) cxfs_client
cxfs-confi g(1M) cxfs_util

cxfscp(l) cxfs_util

cxf sdunp(1M) cxfs_util

Obtaining Publications

Conventions
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You can obtain SGI documentation as follows:

See the SGI Technical Publications Library at http://docs.sgi.com. Various formats
are available. This library contains the most recent and most comprehensive set of
online books, release notes, man pages, and other information.

If it is installed on your IRIX SGI system, you can use InfoSearch, an online tool
that provides a more limited set of online books, release notes, and man pages. On
an IRIX system, enter i nf osear ch at a command line or select Help >
InfoSearch from the Toolchest.

You can view the release notes in the / cdr om’ docs directory.

On all but Windows systems, you can view man pages by typing man title at a
command line.

This guide uses the following terminology abbreviations:
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¢ Linux refers to the Linux operating system running on third-party hardware
® Mac OS X refers to both the Tiger and Leopard releases

e Windows refers to Microsoft Windows 2000, Microsoft Windows 2003, Microsoft
Windows XP, and Microsoft Windows Vista

The following conventions are used throughout this document:

Convention Meaning

command This fixed-space font denotes literal items such as
commands, files, routines, path names, signals,
messages, and programming language structures.

variable Italic typeface denotes variable entries and words or
concepts being defined.

user input This bold, fixed-space font denotes literal items that the
user enters in interactive sessions. (Output is shown in
nonbold, fixed-space font.)

GUI This font denotes the names of graphical user interface
(GUI) elements such as windows, screens, dialog boxes,
menus, toolbars, icons, buttons, boxes, fields, and lists.

[1] Brackets enclose optional portions of a command or
directive line.

Ellipses indicate that a preceding element can be
repeated.

Reader Comments

If you have comments about the technical accuracy, content, or organization of this
publication, contact SGI. Be sure to include the title and document number of the
publication with your comments. (Online, the document number is located in the
front matter of the publication. In printed publications, the document number is
located at the bottom of each page.)

You can contact SGI in any of the following ways:
¢ Send e-mail to the following address:

techpubs@sgi.com
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¢ Contact your customer service representative and ask that an incident be filed in
the SGI incident tracking system.

¢ Send mail to the following address:

SGI

Technical Publications
1140 East Arques Avenue
Sunnyvale, CA 94085-4602

SGI values your comments and will respond to them promptly.
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Introduction

This guide provides an overview of the installation and configuration procedures for
the following CXFS client-only nodes running SGI CXFS clustered filesystems:

e IBM AIX

e SGI IRIX

¢ Apple Computer Mac OS X

¢ Red Hat Enterprise Linux

¢ SGI ProPack 5 for Linux running SUSE Linux Enterprise Server 10 (SLES 10)
* SUSE Linux Enterprise Server 10 (SLES 10)

* Sun Microsystems Solaris

e  Microsoft Windows Server 2003, Microsoft Windows XP, and Microsoft Vista

A CXFS client-only node has a minimal implementation of CXFS services that run a
single daemon, the CXFS client daemon (cxfs_cl i ent). A cluster running multiple
operating systems is known as a multiOS cluster.

Nodes running SGI ProPack for Linux can be either CXFS server-capable
administration nodes or client-only nodes. (Metadata is information that describes a
file, such as the file’s name, size, location, and permissions.)

For more information about CXFS terminology, concepts, and configuration, see the
CXFS Administration Guide for SGI InfiniteStorage.

Caution: CXFS is a complex product. To ensure that CXFS is installed and configured
in an optimal manner, it is mandatory that you purchase SGI installation services
developed for CXFS. Many of the procedures mentioned in this guide will be
performed by SGI personnel or other qualified service personnel. Details for these
procedures are provided in other documents. Contact your local SGI sales
representative for details.




1: Introduction

This chapter discusses the following:

"When to Use CXFS" on page 2

"CXFS on Client-Only Nodes" on page 3

"License Keys" on page 9

"Guaranteed-Rate I/O (GRIO) and CXFS" on page 10
"XVM Failover and CXFS" on page 11

"Monitoring CXFS" on page 12

Also see Chapter 2, "Best Practices for Client-Only Nodes" on page 13.

When to Use CXFS

You should use CXFS when you have multiple hosts running applications that require
high-bandwidth access to common filesystems.

CXFS performs best under the following conditions:

Data 1/0O operations are greater than 16 KB

All processes that perform read/write operations for a given file reside on the
same host

Multiple processes on multiple hosts read the same file

Direct-access 1/0 is used for read/write operations for multiple processes on
multiple hosts

Large files and file accesses are being used

Applications that perform well on a client typically do the following:

Issue large I/0O requests, rather than several smaller requests

Use asynchronous or multithreaded I/O to have several I/O requests in flight at
the same time

Minimize the number of metadata operations they perform

For most filesystem loads, the preceding scenarios represent the bulk of the file
accesses. Thus, CXFS delivers fast local-file performance. CXFS is also useful when
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the amount of data I/O is larger than the amount of metadata I/O. CXFS is faster
than NFS because the data does not go through the network.

CXFS on Client-Only Nodes

This section contains the following:

¢ "Client-Only Commands" on page 3

* "Client-Only Installation and Configuration Overview" on page 4
® "Cluster Administration" on page 5

* "CXFS Client Processes" on page 5

¢ "User Administration for CXFS" on page 6

* "User and Group Quotas " on page 6

¢ "CXFS Mount Scripts" on page 7

¢ "Requirements" on page 8

Client-Only Commands

Table 1-1 lists the commands installed on all client-only nodes.

Table 1-1 Client-only Commands

Command Description

cxfs_client(1m) Controls the CXFS client control daemon
cxfs_info(lm) Provides status information.

cxf sdunp(1M) Gathers configuration information in a CXFS cluster for

diagnostic purposes.

xvm(1lm) Invokes the XVM command line interface
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Client-Only Installation and Configuration Overview

Following is the order of installation and configuration steps for a CXFS client-only
node. See the specific operating system (OS) chapter for details:

1.

10.

11.

Read the CXFS release notes to learn about any late-breaking changes in the
installation procedure.

. Install the OS software according to the directions in the OS documentation (if not

already done).

Install and verify the RAID. See the CXFS Administration Guide for SGI
InfiniteStorage and the release notes.

Install and verify the switch. See the CXFS Administration Guide for SGI
InfiniteStorage and the release notes.

Obtain the CXFS server-side license key. For more information about licensing,
see "License Keys" on page 9 and CXFS Administration Guide for SGI InfiniteStorage.

If you want to access an XVM cluster mirror volume from client-only nodes in the
cluster, you must have a valid XVM cluster mirror license installed on the
server-capable administration nodes. No additional license key is needed on the
client-only nodes. The client-only node will automatically acquire a mirror license
key when the CXFS client service is started on the node.

Install and verify the host bus adapter (HBA) and driver.

Prepare the node, including adding a private network. See "Preinstallation Steps
for Windows" on page 209.

Install the RPMs containing the CXFS client packages onto the server-capable
administration node and transfer the appropriate client packages to the
corresponding client-only nodes.

Perform any required post-installation configuration steps.

Configure the cluster to define the new client-only node, add it to the cluster,
start CXFS services, and mount filesystems. See Chapter 10, "Cluster
Configuration" on page 255.

Start CXFS services on the client-only node to see the mounted filesystems.

If you run into problems, see the OS-specific troubleshooting section, Chapter 11,
"General Troubleshooting” on page 271, and the troubleshooting chapter in CXFS
Administration Guide for SGI InfiniteStorage.
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Cluster Administration

There must be at least one server-capable administration node in the cluster that is
responsible for updating that filesystem’s metadata. This node is referred to as the
CXFS metadata server. (Client-only nodes cannot be metadata servers.) Metadata
servers store information in the CXFS cluster database. The CXFS cluster database is
not stored on client-only nodes; only server-capable administration nodes contain the
cluster database.

A server-capable administration node is required to perform administrative tasks,
using the cxf s_adm n command or the CXFS graphical user interface (GUI). For
more information about using these tools, see the CXFS Administration Guide for SGI
InfiniteStorage.

CXFS Client Processes
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When CXEFS is started on a client-only node, a user-space daemon/service is started
that provides the required processes. This is a subset of the processes needed on a
CXFS server-capable administration node.

The cxfs_cl i ent daemon controls CXFS services on a client-only node. It does the
following:

¢ Obtains the cluster configuration from a remote f s2d daemon and manages the
local client-only node’s CXFS kernel membership services and filesystems
accordingly.

¢ Obtains membership and filesystem status from the kernel.

The path to the cxf s_cl i ent command varies among the platforms supported. See
Appendix A, "Operating System Path Differences" on page 283

Note: The cxfs_cli ent daemon may still be running when CXFS services are
disabled.




1: Introduction

User Administration for CXFS

A CXFS cluster requires a consistent user identification scheme across all hosts in the
cluster so that one person using different cluster nodes has the same access to the files
on the cluster. The following must be observed to achieve this consistency:

* Users must have the same usernames on all nodes in the cluster. An individual
user identifier (UID) should not be used by two different people anywhere in the
cluster. Ideally, group names and group identifiers (GIDs) should also be
consistent on all nodes in the cluster.

e Each CXFS client and server node must have access to the same UID and GID
information. The simplest way to achieve this is to maintain the same
/ et c/ passwd and / et ¢/ gr oup files on all CXFS nodes, but other mechanisms
may be supported.

User and Group Quotas

Only Linux and IRIX nodes can view or edit user and group quotas. Quotas are
effective on all nodes because they are enforced by the metadata server.

To view or edit quota information on a Linux node, use the xf S_quot a command.
This is provided by the xf spr ogs RPM. On an IRIX node, use r epquot a and
edquot a. If you want to provide a viewing command on other nodes, you can
construct a shell script similar to the following:

# 1 [/Dbin/sh

#

# Where repquota lives on IR X
repquot a=/ usr/ et c/ repquot a

# The nane of an IRI X node in the cluster
i ri xnode=cain

rsh $irixnode "$repquota $*"
exit
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CXFS Mount Scripts
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CXFS mount scripts are provided for execution by the cxfs_cl i ent daemon prior
to and after a CXFS filesystem is mounted or unmounted on the following platforms:

o AIX

e IRIX

e Linux
e Solaris

e SGI ProPack

Note: NFS and Samba exports of CXFS filesystems are only supported from metadata
server nodes.

The CXFS mount scripts are not supported on Mac OS X or Windows.
The CXFS mount scripts are installed in the following locations:

/var/cluster/cxfs_client-scripts/cxfs-pre-nmount
/var/cluster/cxfs_client-scripts/cxfs-post-nmunt
/var/cluster/cxfs_client-scripts/cxfs-pre-unmount
/var/cluster/cxfs_client-scripts/cxfs-post-ununt

The following script is run when needed to reprobe the Fibre Channel controllers on
client-only nodes:

/var/cluster/cxfs_client-scripts/cxfs-reprobe

The CXFS mount scripts are used by CXFS to ensure that LUN path failover works
after fencing. You can customize these scripts to suit a particular environment. For
example, an application could be started when a CXFS filesystem is mounted by
extending the cxf s- post - mount script. The application could be terminated by
changing the cxf s- pre-unmount script.

For information about using these scripts, see the CXFS Administration Guide for SGI
InfiniteStorage.

The following script is run by cxfs_cl i ent when it reprobes the Fibre Channel
controllers upon joining or rejoining membership:

/var/cluster/cxfs_client-scripts/cxfs-reprobe
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For Linux nodes, you must define a group of environment variables in the
/etc/cluster/config/cxfs_client.options file in order for cxf s-reprobe
to appropriately probe all of the targets on the SCSI bus. For more information, see
"Using cxf s-reprobe with RHEL" on page 93.

On Linux nodes, the following script enumerates the world wide names (WWNs) on
the host that are known to CXFS. The following example is for a Linux node with two
single-port HBAs:

linux# /var/cluster/cxfs_client-scripts/cxfs-enunerate-wwns
cxf s- enuner at e- wwns

xscsi @/ dev/ xscsi/ pci 01. 01. 0/ bus

xscsi @/ dev/ xscsi/ pci 01. 03. 01/ bus

xscsi @/ dev/ xscsi/ pci 01. 03. 02/ bus

# xscsi @/ dev/ xscsi/ pci 02. 02. 0/ bus

210000e08b100df 1

# xscsi @/ dev/ xscsi/ pci 02. 02. 1/ bus

210100e08b300df 1

#
#
#
#

For more details about using these scripts, and for information about the mount
scripts on server-capable administration nodes, see the CXFS Administration Guide for
SGI InfiniteStorage.

Requirements
Using a client-only node in a multiOS CXFS cluster requires the following:

* A supported storage area network (SAN) hardware configuration.

Note: For details about supported hardware, see the Entitlement Sheet that
accompanies the base CXFS release materials. Using unsupported hardware
constitutes a breach of the CXFS license. CXFS does not support the Silicon
Graphics O2 workstation as a CXFS node nor does it support JBOD.

¢ A private 100baseT (or greater) TCP/IP network connected to each node, to be
dedicated to the CXFS private heartbeat and control network. This network must
not be a virtual local area network (VLAN) and the Ethernet switch must not
connect to other networks. All nodes must be configured to use the same subnet.

* The appropriate license keys. See "License Keys" on page 9.
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License Keys
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* A switch, which is required to protect data integrity on nodes without system
controllers. See the release notes for supported switches.

AIX, Linux, Solaris, Mac OS X, and Windows client-only nodes must use 1/O
fencing to protect the data integrity of the filesystems in the cluster.
Server-capable administration nodes should use serial reset lines. See "Protect
Data Integrity" on page 17.

* There must be at least one server-capable administration node to act as the
metadata server and from which to perform cluster administration tasks. You
should install CXFS software on the server-capable administration nodes first.

¢ Nodes that are not potential metadata servers should be CXFS client-only nodes.
A cluster may contain as many as 64 nodes, of which as many as 16 can be
server-capable administration nodes; the rest must be client-only nodes. See
"Make Most Nodes Client-Only Nodes" on page 17.

* Set the nt cp_nodel ay system tunable parameter to 1 on server-capable
administration nodes in order to provide adequate performance on file deletes.

Also see "Requirements for Solaris" on page 144, "Requirements for Windows" on
page 173, and Chapter 2, "Best Practices for Client-Only Nodes" on page 13.

CXFS requires the following license keys:

¢ CXFS license keys using server-side licensing. Server-side licensing is required on
all nodes.

Note: As of CXFS 4.2, all server-capable administration nodes running 4.2 and
client-only nodes running 4.2 require server-side licensing. If all existing
client-only nodes are running a prior supported release, they may continue to use
client-side license as part of the rolling upgrade policy until they are upgraded to
4.2. All client-only nodes in the cluster must use the same licensing type — if any
client-only node in the cluster is upgraded to 4.2 or if a new 4.2 client-only node is
added, then all nodes must use server-side licensing.
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To obtain server-side CXFS and XVM license keys, see information provided in
your customer letter and the following web page:

http:/ /www.sgi.com/support/licensing

The licensing used for SGI ProPack server-capable administration nodes is based
the SGI License Key (LK) software.

See the general release notes and the CXFS Administration Guide for SGI
InfiniteStorage for more information.

¢ XVM cluster mirroring requires a license key on server-capable administration
nodes in order for cluster nodes to access the cluster mirror. On CXFS client-only
nodes, the user feature where applicable is honored after the cxfs_cl i ent
service is started. XVM cluster mirroring on clients is also honored if it is enabled
on the server. All CXFS client nodes need an appropriate mirror license key in
order to access local mirrors.

® Guaranteed rate I/O version 2 (GRIOv2) requires a license key on the
server-capable administration nodes.

* Fibre Channel switch license key. See the release notes.

* AIX using XVM failover version 2 also requires a SANshare license for storage
partitioning; see "Storage Partitioning and XVM Failover V2 for AIX" on page 33.

Guaranteed-Rate 1/0 (GRIO) and CXFS

10

CXFS supports guaranteed-rate I/O (GRIO) version 2 clients on all platforms, and
GRIO servers on server-capable administration nodes. However, GRIO is disabled by
default on Linux. See "GRIO on Linux" on page 95 and "GRIO on SGI ProPack
Client-Only Nodes" on page 140.

Once installed in a cluster, the superuser can run the following commands from any
node in the cluster:

¢ grioadm n, which provides stream and bandwidth management
* grio0gos, which is the comprehensive stream quality-of-service monitoring tool

Run the above tools with the - h (help) option for a full description of all available
options. See Appendix A, "Operating System Path Differences" on page 283, for the
platform-specific locations of these tools.
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See the platform-specific chapters in this guide for GRIO limitations and
considerations:

e "GRIO on AIX" on page 44

* "GRIO on IRIX" on page 62

* "GRIO on Linux" on page 95

¢ "GRIO on Mac OS X" on page 125

* "GRIO on SGI ProPack Client-Only Nodes" on page 140
* "GRIO on Solaris" on page 165

* "GRIO on Windows" on page 232

For details about GRIO installation, configuration, and use, see the Guaranteed-Rate
I/O Version 2 Guide.

XVM Failover and CXFS
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XVM failover version 2 (v2) requires that the RAID be configured in AVT mode. AIX
also requires a SANshare license; see "Storage Partitioning and XVM Failover V2 for
AIX" on page 33.

To configure failover v2, you must create and edit the f ai | over 2. conf file. For
more information, see the comments in the f ai | over 2. conf file on a CXFS
server-capable administration node, CXFS Administration Guide for SGI InfiniteStorage,
and the XVM Volume Manager Administrator’s Guide.

This guide contains platform-specific examples of f ai | over 2. conf for the following:
¢ "XVM Failover V2 on AIX" on page 44

* "XVM Failover V2 on IRIX" on page 63

* "XVM Failover V2 on Linux" on page 95

¢ "XVM Failover V2 on Mac OS X" on page 126

* "XVM Failover V2 on SGI ProPack Client-Only Nodes" on page 140

11
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* "XVM Failover V2 on Solaris" on page 166
* "XVM Failover V2 on Windows" on page 233

Monitoring CXFS

To monitor CXFS, you can use the cxf s_i nf 0 command on the client, or view area
of the CXFS GUI, the cxfs_adni n command, or the cl conf _i nf o command on a
CXFS server-capable administration node. For more information, see "Verifying the
Cluster Status" on page 262.
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Best Practices for Client-Only Nodes

This chapter discusses best-practices for client-only nodes:
* "Configuration Best Practices" on page 13
* "Administration Best Practices" on page 20

Also see the best practices information in the CXFS Administration Guide for SGI
InfiniteStorage.

Configuration Best Practices
This section discusses the following:
¢ "Use CXFS when Appropriate” on page 14
¢ "Understand Hostname Resolution and Network Configuration Rules" on page 15
* '"Fix Network Issues First" on page 16
* "Use a Private Network" on page 16
* "Make Most Nodes Client-Only Nodes" on page 17
* "Use the Correct Mix of Software Releases" on page 17
¢ '"Protect Data Integrity" on page 17
¢ "Use a Client-Only Tiebreaker" on page 18
¢ "Enable Forced Unmount" on page 19

¢ "Configure Firewalls for CXFS Use" on page 19
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Use CXFS when Appropriate

14

CXFS may not give optimal performance under the following circumstances:

When distributed applications write to shared files that are memory-mapped.

If a client is used, SGI will only support an NFS or Samba export from a metadata
server.

When extending large highly fragmented files. The metadata traffic when growing
files with a large number of extents will increase as more extents are added to the
file. The following I/O patterns will cause highly fragmented files:

— Random writes to sparse files

— Files generated with memory-mapped 1/0

— Writing files in an order other than linearly from beginning to end
Do the following to prevent highly fragmented files:

— Create files with linear I/O from beginning to end

— Use file preallocation to allocate space for a file before writing

— Create filesystems with sparse files disabled (unwri t t en=0)

When access would be as slow with CXFS as with network filesystems, such as
with the following:

— Small files.
— Low bandwidth.

— Lots of metadata transfer. Metadata operations can take longer to complete
through CXFS than on local filesystems. Metadata transaction examples
include the following:

* Opening and closing a file

¢ Changing file size (usually extending a file)

* Creating, renaming, and deleting files

® Searching a directory

In addition, multiple processes on multiple hosts that are reading and writing

the same file using buffered I/O can be slower when using CXFS than when
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using a local filesystem. This performance difference comes from maintaining
coherency among the distributed file buffers; a write into a shared, buffered file
will invalidate data (pertaining to that file) that is buffered in other hosts.

Also see "Functional Limitations and Considerations for Windows" on page 180.

Understand Hostname Resolution and Network Configuration Rules
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Caution: It is critical that you understand these rules before attempting to configure a
CXFS cluster.

The following hostname resolution rules and recommendations apply to all nodes:

The first node you define must be a server-capable administration node.

Hostnames cannot begin with an underscore (_) or include any whitespace
characters.

The private network IP addresses on a running node in the cluster cannot be
changed while CXFS services are active.

You must be able to communicate directly between every node in the cluster
(including client-only nodes) using IP addresses and logical names, without
routing.

A private network must be dedicated to be the heartbeat and control network. No
other load is supported on this network.

The heartbeat and control network must be connected to all nodes, and all nodes
must be configured to use the same subnet for that network.

If you change hostname resolution settings in the / et ¢/ nsswi t ch. conf file after
you have defined the first server-capable administration node (which creates the
cluster database), you must recreate the cluster database.

Use the cxfs-config -check -ping command line on a server-capable
administration node to confirm network connectivity. For more information, see CXFS
Administration Guide for SGI InfiniteStorage.

15
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Fix Network Issues First

Use a Private Network

16

If there are any network issues on the private network, fix them before trying to use
CXFS. Ensure that you understand the information in "Understand Hostname
Resolution and Network Configuration Rules" on page 15.

When you install the CXFS software on the client-only node, you must modify certain
system files. The network configuration is critical. Each node in the cluster must be

able to communicate with every other node in the cluster by both logical name and IP
address without going through any other network routing; proper name resolution is

key. SGI recommends static routing.

You must use a private network for CXFS metadata traffic:
¢ A private network is a requirement.

¢ The private network is used for metadata traffic and should not be used for other
kinds of traffic.

* A stable private network is important for a stable CXFS cluster environment.

* Two or more clusters should not share the same private network. A separate
private network switch is required for each cluster.

® The private network should contain at least a 100-Mbit network switch. A
network hub is not supported and should not be used.

* All cluster nodes should be on the same physical network segment (that is, no
routers between hosts and the switch).

* The private network must be configured as the highest priority network for the
cluster. The public network may be configured as a lower priority network to be
used by CXFS network failover in case of a failure in the private network.

¢ A virtual local area network (VLAN) is not supported for a private network.

® Use private (10.x.x.x, 176.16.x.x, or 192.168.x.x) network addresses (RFC 1918).
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Make Most Nodes Client-Only Nodes

You should define most nodes as client-only nodes and define just the nodes that may
be used for CXFS metadata as server-capable administration nodes.

The advantage to using client-only nodes is that they do not keep a copy of the
cluster database; they contact a server-capable administration node to get
configuration information. It is easier and faster to keep the database synchronized
on a small set of nodes, rather than on every node in the cluster. In addition, if there
are issues, there will be a smaller set of nodes on which you must look for problems.

Use the Correct Mix of Software Releases

Protect Data Integrity
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All nodes should run the same level of CXFS and the same level of operating system
software, according to platform type. To support upgrading without having to take
the whole cluster down, nodes can run different CXFS releases during the upgrade
process. For details, see the platform-specific release notes and the information about
rolling upgrades in CXFS Administration Guide for SGI InfiniteStorage.

I/0 fencing is required on client-only nodes without reset capability in order to
protect the data integrity of the filesystems in the cluster.

You should use the adm n account when configuring 1/O fencing. On a Brocade
switch running 4.x.x.x or later firmware, modify the adm n account to restrict it to a
single t el net session. For details, see the CXFS Administration Guide for SGI
InfiniteStorage.

You must keep the t el net port on the switch free at all times; do not perform a
t el net to the switch and leave the session connected.

SGI recommends that you use a switched network of at least 100baseT.

You should isolate the power supply for the switch from the power supply for a node
and its system controller. You should avoid any possible situation in which a node
can continue running while both the switch and the system controller lose power.
Avoiding this situation will prevent the possibility a split-brain scenario.

You must put switches used for I/O fencing on a network other than the primary
CXFS private network so that problems on the CXFS private network can be dealt
with by the fencing process and thereby avoid data corruption issues. The network to

17
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which the switch is connected must be accessible by all server-capable administration
nodes in the cluster.

See the following;:

* "1/O Fencing for AIX" on page 40

¢ "I/O Fencing for IRIX Nodes" on page 61

¢ "I/O Fencing for Linux" on page 88

* "I/O Fencing for Mac OS X" on page 121

* "I/O Fencing for SGI ProPack Client-Only Nodes" on page 135
* "I/O Fencing for Solaris" on page 161

¢ "I/O Fencing for Windows" on page 224

Use a Client-Only Tiebreaker

18

SGI recommends that you always define a client-only node as the CXFS tiebreaker.
(Server-capable administration nodes are not recommended as tiebreaker nodes.) This
is most important when there are an even number of server-capable administration
nodes.

The tiebreaker is of benefit in a cluster with an odd number of server-capable
administration nodes when one of the server-capable administration nodes is
removed from the cluster for maintenance (via a stop of CXFS services).

The following rules apply:

¢ If exactly two server-capable administration nodes are configured and there are no
client-only nodes, neither server-capable administration node should be set as the
tiebreaker. (If one node was set as the tiebreaker and it failed, the other node
would also shut down.)

¢ If exactly two server-capable administration nodes are configured and there is at
least one client-only node, you should specify the client-only node as a tiebreaker.

If one of the server-capable administration nodes is the CXFS tiebreaker in a two
server-capable cluster, failure of that node or stopping the CXFS services on that
node will result in a cluster-wide forced shutdown. Therefore SGI recommends
that you use client-only nodes as tiebreakers so that either server could fail but the
cluster would remain operational via the other server.
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Setting a client-only node as the tiebreaker avoids the problem of multiple-clusters
being formed (also known as split-brain syndrome) while still allowing the cluster to
continue if one of the metadata servers fails.

® Setting a server-capable administration node as tiebreaker is recommended only
when there are four or more server-capable administration nodes and no
client-only nodes.

e [f there are an even number of servers and there is no tiebreaker set, the failure
action hierarchy should not contain the shut down option because there is no
notification that a shutdown has occurred.

SGI recommends that you start CXFS services on the tie-breaker client after the
metadata servers are all up and running, and before CXFS services are started on any
other clients.

Enable Forced Unmount

Enable the forced unmount feature for CXFS filesystems, which is turned off by default.
Normally, an unmount operation will fail if any process has an open file on the
filesystem. However, a forced unmount allows the unmount to proceed regardless of
whether the filesystem is still in use.

Many sites have found that enabling this feature improves the stability of their CXFS
cluster, particularly in situations where the filesystem must be unmounted. For more
information, see "Forced Unmount of CXFS Filesystems" on page 261 and the CXFS
Administration Guide for SGI InfiniteStorage.

Configure Firewalls for CXFS Use
Do one of the following:

¢ Configure firewalls to allow CXFS traffic. See CXFS Administration Guide for SGI
InfiniteStorage for CXFS port usage. (Preferred.)

¢ Configure firewalls to allow all traffic on the CXFS private interfaces. This
assumes that the public interface is not a backup metadata network.

e Disable firewalls.

For more information, see your firewall documentation.
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Administration Best Practices

Upgrade the Software

20

This section discusses the following:

"Upgrade the Software Properly" on page 20

"Understand the Platform-Specific Limitations and Considerations" on page 21
"Shut Down Client-Only Nodes Properly" on page 21

"Do Not Run Backups on a Client Node" on page 21

"Use cron Jobs Properly" on page 21

"Repair Filesystems with Care" on page 22

"Disable CXFS Before Maintenance" on page 22

"Running Power Management Software" on page 22

"Use Fast Copying for Large CXFS Files" on page 23

"Mapping Physical Device Names to XVM Physvols" on page 23

Properly

Do the following when upgrading the software:

Read the release notes when installing and/or upgrading CXFS. These notes
contain useful information and caveats needed for a stable install/upgrade.

Do not make any other configuration changes to the cluster (such as adding new
nodes or filesystems) until the upgrade of all nodes is complete and the cluster is
running normally.

See the following;:

"Updating the CXFS Software for AIX" on page 43
"Updating the CXFS Software for Mac OS X" on page 124
"Updating the CXFS Software for Solaris" on page 164
"Updating the CXFS Software for Windows" on page 230
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Understand the Platform-Specific Limitations and Considerations
Each platform in a CXFS cluster has different issues. See the following:
¢ '"Limitations and Considerations for AIX" on page 28
¢ '"Limitations and Considerations on IRIX" on page 54
¢ '"Limitations and Considerations for Linux" on page 78
* '"Limitations and Considerations on Mac OS X" on page 104
¢ '"Limitations and Considerations for SGI ProPack Client-Only Nodes" on page 132
e '"Limitations and Considerations on Solaris" on page 146

* '"Functional Limitations and Considerations for Windows" on page 180 and
"Performance Considerations for Windows" on page 184

Shut Down Client-Only Nodes Properly

When shutting down, resetting, or restarting a CXFS client-only node, do not stop
CXFS services on the node. (Stopping CXFS services is more intrusive on other nodes
in the cluster because it updates the cluster database. Stopping CXFS services is
appropriate only for a CXFS server-capable administration node.) Rather, let the
CXFS shutdown scripts on the node stop CXFS when the client-only node is shut
down or restarted.

Do Not Run Backups on a Client Node
SGI recommends that backups are done on the CXFS metadata server.

Do not run backups on a client node, because it causes heavy use of non-swappable
kernel memory on the metadata server. During a backup, every inode on the
filesystem is visited; if done from a client, it imposes a huge load on the metadata
server. The metadata server may experience typical out-of-memory symptoms, and in
the worst case can even become unresponsive or crash.

Use cr on Jobs Properly

Because CXFS filesystems are considered as local on all nodes in the cluster, the nodes
may generate excessive filesystem activity if they try to access the same filesystems
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simultaneously while running commands such as fi nd or | s. You should build
databases for r fi nd and GNU | ocat e only on the metadata server.

On IRIX systems, the default r oot cront ab on some platforms has the following
find job that should be removed or disabled on all nodes (line breaks added here for
readability):

0 5 * * * /sbin/suattr -m-C CAP_MAC READ,
CAP_NMAC _WRI TE, CAP_DAC_WRI TE, CAP_DAC_READ SEARCH, CAP_DAC_EXECUTE=ei p
-c "find / -local -type f '(’ -name core -0 -nanme dead.letter ')’ -atine +7

1 T

-mime +7 -exec rm-f "{}’ ’;

Repair Filesystems with Care

Do not use any filesystem defragmenter software. You can use Linux xfs_f sr
command only on a metadata server for the filesystem it acts upon.

Always contact SGI technical support before using xf s_r epai r on CXFS filesystems.
Only use xf s_r epai r on metadata servers and only when you have verified that all
other cluster nodes have unmounted the filesystem.

When using xf s_r epai r, make sure it is run only on a cleanly unmounted
filesystem. If your filesystem has not been cleanly unmounted, there will be
un-committed metadata transactions in the log, which xf s_r epai r will erase. This
usually causes loss of some data and messages from xf s_r epai r that make the
filesystem appear to be corrupted.

If you are running xf s_r epai r right after a system crash or a filesystem shutdown,
your filesystem is likely to have a dirty log. To avoid data loss, you MUST mount
and unmount the filesystem before running xf s_r epai r. It does not hurt anything
to mount and unmount the filesystem locally, after CXFS has unmounted it, before
xfs_repair is run.

Disable CXFS Before Maintenance

Disable CXFS before maintenance (perform a forced CXFS shutdown, stop the
cxfs_client daemon, and disable cxfs_client from automatically restarting).

Running Power Management Software

Do not run power management software, which may interfere with the CXFS cluster.
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Use Fast Copying for Large CXFS Files

You can use the cxf scp(1) command to quickly copy large files (64 KB or larger) to
and from a CXFS filesystem. It can be significantly faster than cp(1) on CXFS
filesystems because it uses multiple threads and large direct I/Os to fully use the
bandwidth to the storage hardware.

Files smaller than 64 KB do not benefit from large direct I/Os. For these files, cxf scp
uses a separate thread using buffered 1/0, similar to cp(1).

The cxf scp command is available on IRIX, SGI ProPack, Linux, and Windows
platforms. However, some options are platform-specific, and other limitations apply.
For more information and a complete list of options, see the cxf scp(l) man page.

Mapping Physical Device Names to XVM Physvols

To match up physical device names to their corresponding XVM physical volumes

(physvols), use the following command:

xvm show -v -top -ext vol/vol nanme

In the output for this command, the information within the parentheses matches up

the XVM pieces with the device name. For example (line breaks shown for

readability):
# xvm show -v -top -ext vol/test
vol / t est 0 online, open
subvol /test/data 1142792192 onli ne, open

stripel/stripe0
slice/cc_i s4500-1 un0- gpt sO

(cc_i s4500- 1 un0- gpt : / dev/ xscsi / pci 08. 03

slice/cc_i s4500-1 unl-gptsO

(cc_i s4500-1 unl-gpt:/dev/ xscsi/ pci 08. 03

slice/cc_i s4500-1 un0-gptsl
(cc_i s4500- 1 un0- gpt : / dev/ xscsi / pci 08. 03
slice/cc_i s4500-1 unl-gptsl

(cc_i s4500-1 unl-gpt:/dev/ xscsi/ pci 08. 03

slice/cc_i s4500-1 un0- gpt s2

(cc_i s4500- 1 un0- gpt : / dev/ xscsi / pci 08. 03

slice/cc_i s4500-1 unl-gpts2

(cc_i s4500-1 unl-gpt:/dev/ xscsi/ pci 08. 03

slice/cc_i s4500-1 un0- gpt s3
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1142792192 onli ne, t enpnane, open (unit size: 128)

142849024 onl i ne, open
0/ node200400a0b8119204/ port 4/ 1 un0/ di sc)
142849024 onl i ne, open
1/ node200500a0b8119204/ port 1/ unl/ di sc)
142849024 onl i ne, open

. 0/ node200400a0b8119204/ port 4/ | un0/ di sc)

142849024 onl i ne, open
1/ node200500a0b8119204/ port 1/ unl/ di sc)
142849024 onl i ne, open
0/ node200400a0b8119204/ port 4/1 un0/ di sc)
142849024 onl i ne, open
1/ node200500a0b8119204/ port 1/ unl/ di sc)
142849024 onl i ne, open
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(cc_i s4500- 1 un0- gpt : / dev/ xscsi / pci 08. 03. 0/ node200400a0b8119204/ por t 4/ 1 un0/ di sc)
slice/cc_i s4500-1 unl-gpts3 142849024 onli ne, open
(cc_i s4500-1 unl-gpt:/dev/ xscsi/ pci 08. 03. 1/ node200500a0b8119204/ port 1/ 1 unl/ di sc)

Note: The xvmcommand on the Windows platform does not display the worldwide
name (WWN). For more information about WWNs and Windows, see "XVM Failover
V2 on Windows" on page 233.

For more information about XVM physvols, see the XVM Volume Manager
Administrator’s Guide.
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CXFS on AIX
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AIX Platform

CXFS supports a client-only node running the AIX operating system. This chapter

contains the following sections:

This section contains the following information about CXFS on AIX:

"CXFS on AIX" on page 25

"Storage Partitioning and XVM Failover V2 for AIX" on page 33
"HBA Installation for AIX" on page 34
"Preinstallation Steps for AIX" on page 34
"Client Software Installation for AIX" on page 37
"I/0 Fencing for AIX" on page 40

"Start/Stop cxfs_client for AIX" on page 42
"Maintenance for AIX" on page 42

"GRIO on AIX" on page 44

"XVM Failover V2 on AIX" on page 44
"Troubleshooting for AIX" on page 44
"Reporting AIX Problems" on page 48

"Requirements for AIX" on page 26
"CXFS Commands on AIX" on page 27
"Log Files on AIX" on page 27

"CXFS Mount Scripts on AIX" on page 28

"Limitations and Considerations for AIX" on page 28
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Requirements for AIX

26

"Maximum CXFS 1/0 Request Size and AIX" on page 31

"Access Control Lists and AIX " on page 32

In addition to the items listed in "Requirements" on page 8, using an AIX node to

support CXFS requires the following:

For the latest information, see the CXFS AIX release notes.

IBM AIX 5L: Version 5.3 Maintenance Level 3 (64-bit mode) APAR number

IY71011 or its successor
To verify the operating system level, use the following command:

oslevel -r

IBM FC5716, FC6228, or FC6239 2-Gbit Fibre Channel host bus adapters (HBAs)

One or more of the following IBM hardware platforms:

pSeries 570
pSeries 575
pSeries 595
pSeries 610
pSeries 620
pSeries 630
pSeries 640
pSeries 650
pSeries 660
pSeries 670
pSeries 680
pSeries 690
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CXFS Commands on AIX

Log Files on AIX
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The following commands are shipped as part of the CXFS for AIX package:

lusr/cxfs cluster/bin/cxfs client
fusr/cxfs _cluster/bin/cxfs_ info
/usr/cxfs_cluster/bin/grioadmn
/usr/cxfs_cluster/bin/griogos
/fusr/cxfs_cluster/bin/xvm

The cxfs_cl i ent and xvmcommands are needed to include a client-only node in a
CXFS cluster. The cxf s_i nf o command reports the current status of this node in the
CXFS cluster.

The | sl pp output lists all of the software added; see "Installing CXFS Software on
AIX" on page 38.

For more information on these commands, see the man pages. For information about
the GRIO commands, also "Guaranteed-Rate I/O (GRIO) and CXFS" on page 10 and
"GRIO on AIX" on page 44.

The cxfs_cl i ent command creates a / var/tnp/ cxfs_client log file. To rotate
this log file, use the - z option in the following file:

/usr/cxfs_cluster/bin/cxfs_client.options
See the cxfs_cli ent man page for details.

Some daemons related to CXFS output a message in the console log. To see the
contents of this log file, use the following command:

alog -o -t console
The console log is rotated.

For information about the log files created on server-capable administration nodes,
see the CXFS Administration Guide for SGI InfiniteStorage.

Also see the AIX / et c/ sysl og. conf file.
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CXFS Mount Scripts on AlX

AIX supports the CXFS mount scripts. See "CXFS Mount Scripts" on page 7 and the
CXFS Administration Guide for SGI InfiniteStorage.

Limitations and Considerations for AlX

Note the following:

28

Although it is possible to mount a JFS or NFS filesystem on top of an AIX CXFS
filesystem, this is not recommended.

There is no default access control list (ACL) in AIX. Therefore, the setup and
display of the default ACL cannot be completed using the following commands:

acl get
acl put
acl edit

If an IRIX ACL exists, the ACL becomes effective when the default ACL is set up
by IRIX and a file and a directory are made under that directory in AIX.

There is no MASK entry in AIX, but the access permissions in AIX follow those
established when an ACL set up by Linux contains a MASK entry. If the default
ACL is set up for a given directory and the MASK entry exists, then that MASK
entry is used when a file or a subdirectory is made by AIX. When the MASK entry
does not exist, r wx is used.

ACL control of the following, which the AIX JFS filesystem has, cannot be applied
to CXFS:

— The access to a certain user or the group is rejected (deny)

— When a user belongs to the specific group, access is permitted or rejected
(specify)

If deny or speci fy is used, an error occurs (El NVAL) because these features are
not in CXFS.

Socket files cannot be copied. The following error is returned:

Al X: The socket does not allow the requested operation.
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You can use the f user command to extract process information about the
mounted filesystem, but you cannot extract process information about the file or
the directory.

When a CXFS mount is performed on a mirror volume created by XVM, the AIX
system goes into panic status. The mirror volume cannot be mounted on the AIX
CXFS system.

The AIX node does not automatically detect the worldwide port number
(WWPN). In order to use I/O fencing, you must list the WWPN in the
/et c/ fencing. conf file. See "License Keys" on page 9.

If your users want to use a file size/offset maximum greater than 1 GB, you must
change their user properties to allow files of unlimited size. To do this, use the
sm t command. For more information, see the s t man page.

By default, the maximum request size for direct I/O is 512 MB (524288 KB). A
direct I/O request larger than 512 MB will revert to buffered I/O. However, you
can change the maximum XVM direct memory access (DMA) size to improve
direct I/O performance. To do this, use the chdev command to modify the

xvm _maxdmasz attribute. The actual maximum limit will always be 4 KB less
than any of the supplied or displayed values (for example, the default is actually
512 MB minus 4 KB).

Note: The XVM module must be loaded if any attribute changes are to be noticed
and applied.

To display the current setting, use the following command:

Isattr -E -1 xvm-a xvm nmaxdmasz

To change the current setting, use the following command:

chdev [-P|-T] -1 xvm -a xvm maxdmasz=NewValue

Legal values for NewValue are specified in KB units in the range 256 to 2097152
(that is, 256 KB to 2 GB).

By default, using chdev on a running system makes a permanent change for
subsequently mounted filesystems. (Running filesystems will not be changed until
they are remounted, either manually or after a reboot.)
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If you use - P, the change is deferred until the next boot and after that it is
permanent. If you use - T (temporary), the change is immediate for subsequently
mounted filesystems, but lasts only until the next boot.

For example, to change the DMA size to 2 GB for subsequently mounted
filesystems on the currently running device and in the database, enter the
following:

ai x# chdev -1 xvm-a xvm maxdnmasz=2097152
For more information, see the | sattr and chdev man pages.

* Due to FC controller limitations, large ( > 256K) direct I/O requests may be
problematic.

* If you use the fr anet est command on AIX, make sure that the posi x_ai 00
device is available. Do the following:

1. Change the setting of the posi x_ai 00 device to avai | abl e:
ai x# chdev -1 posix_ai o0 -a autoconfig=avail abl e

2. Add the device to the system:
ai x# nkdev -1 posix_ai 00

3. Verify that the device is available. For example:

ai x# | sdev|grep aio
ai 00 Def i ned Asynchronous 1/ 0O (Legacy)
posi x_ai 00 Avai |l abl e Posi x Asynchronous I/0O

For more information about the AIX commands, see their man pages.

For an overview of f r anet est, see the section about generation of streaming
workload for video streams in the CXFS Administration Guide for SGI
InfiniteStorage. For details about f r amet est and its command-line options, see
the f r amet est (1) man page.

See also Appendix B, "Filesystem and Logical Unit Specifications" on page 289.
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Maximum CXFS I/O Request Size and AIX
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By default, the maximum CXFS 1/0 request size for normal filesystem 1/0 is 1 MB
(1024 KB). However, depending on filesystem size and internal layout, the actual
request size can be smaller or larger:

® Requests that are smaller than 1 MB are unaffected by the limit and proceed
normally

® Requests larger than 1 MB are automatically split into multiple smaller requests in
order to accommodate the limit

The cxf s_maxi 0sz attribute determines the CXFS maximum I/O size request. To
display the current setting, use the | sattr command. For example:

ai x# |Isattr -E -1 xvm-a cxfs_maxi osz

To change the CXFS maximum I/O request size, use the chdev command to modify
the cxf s_maxi 0sz attribute. For example:

ai x# chdev [-P|-T] -1 xvm-a cxfs_maxi osz=NewValue

Note: For attribute changes to be noticed and applied, the XVM module must be
loaded.

Legal values for NewValue are specified in KB units in the range 64 through 2048 (that
is, 64 KB to 2 MB).

By default, using chdev on a running system makes a permanent change for
subsequently mounted filesystems. (Running filesystems will not be changed until
they are remounted, either manually or after a reboot.)

If you use - P, the change is deferred until the next boot and after that it is
permanent. If you use - T (temporary), the change is immediate for subsequently
mounted filesystems, but lasts only until the next boot.

For example, to change the CXFS maximum I/O request size to 512 KB for
subsequently mounted filesystems on the currently running device xvmand in the
database, enter the following:

ai x# chdev -1 xvm -a cxfs_maxi osz=512

For more information, see the | sattr and chdev man pages.
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There is a possibility that CXFS 1/0 limits may conflict with AIX’s internal disk
driver limits. In such cases, you will see console error messages from CXFS that
specify an illegal request size error. You can use one of the following ways to correct
this problem:

* You can decrease CXFS maximum I/O size to match the limit imposed by the AIX
disk driver using a procedure similar to the above. This AIX limit is per physical
disk drive and is described by the AIX attribute max_t r ansf er. You can display
this limit with the | sat t r command if you know the name of the physical disk
that corresponds to your XVM volume. For example, where hdi skXX is the
subsystem name that AIX chooses for each physical disk driver it finds at boot
time (the XX number will vary depending upon controller configuration and
number of drives):

ai x# Isattr -E -1 hdi skXX -a max_transfer
max_transfer 0x40000 Maxi mum TRANSFER Si ze True

The hexadecimal value 0x40000 is 256 KB. From the CXFS error messages on the
console, you can find the transfer size that CXFS tried to use; it will likely be
hexadecimal 0x80000 (512 KB), which is too large. You can decrease the CXFS
maximum I/0 size to 256 KB to match AIX’s max_t r ansf er limit. This decrease
may slightly decrease overall filesystem performance.

* You can increase AIX’s per-physical-disk max_t r ansf er attribute to 512 KB to
match the CXFS maximum I/0O request size. You must perform the following
command for each physical disk that is part of the cluster configuration:

ai x# chdev -I hdi skXX -a nmax_transfer=0x80000
You can verify the change by using | sattr command as described above.

After modifying AIX’s disk driver limits, you must reboot the machine to allow the
changes to take effect.

Access Control Lists and AIX

32

All CXFS files have UNIX mode bits (read, write, and execute) and optionally an
ACL. For more information, see the AIX chnod, acl edi t, acl get, and acl put man

pages.

If you want to use an AIX node to restore a CXFS file with an ACL, you should use
the backup and r est or e commands. If you use the t ar, cpi 0, or pax command,
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the ACL will not be used because these tools behave "intelligently" by not calling acl
subroutines to set an ACL. These tools will only set the file mode.

When using the | s command to display access permissions for a file with an ACL, the
mode reported for a CXFS file follows Linux semantics instead of AIX JFS semantics.

The CXFS model calls for reporting the ACL MASK for the group permission in the
mode. Therefore, if the GROUP entry is r - x and the MASK entry is r w-, the group
permission will be reported as r w-. Although it appears that the group has write
permission, it does not and an attempt to write to the file will be rejected. You can
obtain the real (that is, effective) group permission by using the AIX acl get
command.

Note: Normally, AIX filesystem ACLs can have up to one memory page (4096 bytes)
for a file and a directory. However, CXFS filesystems on AIX nodes in a multiOS
cluster must maintain compatibility with the metadata server. The CXFS filesystems
on an AIX node are limited to a maximum of 25 ACL entries converted to Linux ACL
type for a file and a directory.

Storage Partitioning and XVM Failover V2 for AIX
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IBM hosts running the AIX 5L operating system set the QERR mode page bit to 1 for
support storage (other than IBM storage), which does not work well with SGI
ProPack for Linux server-capable administration nodes: Linux will leave CTQ
enabled but suffer from timeouts.

There is an administrative work-around for this problem. Engenio offers an enhanced
feature called SANshare for storage partioning. There is an additional licensing cost
required to obtain a SANshare license. SANshare allows hosts to be grouped
separately and still access the same LUNSs, thus allowing the IBM AIX 5L hosts to set
the QERR mode page bit to 1 and not affect the other hosts accessing the LUN.

For each RAID unit, create one Host Group for all of the AIX 5L systems and the
other hosts in the CXFS cluster. Set the Host Type to LI NUX for the AIX nodes and to
SA AVT for the other nodes. (The Host Type of AIX has AVT status disabled.)
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HBA Installation for AlX

For information about installing and configuring the host bus adapter (HBA), see the
IBM HBA documentation.

Preinstallation Steps for AIX

This section provides an overview of the steps that you or a qualified IBM service
representative will perform on your AIX nodes prior to installing the CXFS software.
It contains the following sections:

¢ "Adding a Private Network for AIX" on page 34
¢ "Verifying the Private and Public Network for AIX" on page 37

Adding a Private Network for AIX

The following procedure provides an overview of the steps required to add a private
network to the AIX system. A private network is required for use with CXFS. See
"Use a Private Network" on page 16.

You may skip some steps, depending upon the starting conditions at your site. For
details about any of these steps, see the AIX documentation.

1. If your system is already operational and on the network, skip to step 2. If the
AIX operating system has not been installed, install it in accordance with the AIX
documentation.

2. Edit the / et c/ host s file so that it contains entries for every node in the cluster
and their private interfaces.

The / et ¢/ host s file has the following format, where primary_hostname can be
the simple hostname or the fully qualified domain name:

IP_address primary_hostname aliases

You should be consistent when using fully qualified domain names in the

/ et c/ host s file. If you use fully qualified domain names on a particular node,
then all of the nodes in the cluster should use the fully qualified name of that
node when defining the IP/hostname information for that node in the

/ etc/ host s file.
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The decision to use fully qualified domain names is usually a matter of how the
clients (such as NFS) are going to resolve names for their client server programs,
how their default resolution is done, and so on.

Even if you are using the domain name service (DNS) or the network information
service (NIS), you must add every IP address and hostname for the nodes to
/ et c/ host s on all nodes.

For example:

190.0. 2.1 serverl. conpany.com serverl
190. 0. 2. 3 stocks

190.0.3.1 priv-serverl

190. 0. 2. 2 server 2-. conmpany. com server 2
190. 0. 2. 4 bonds

190.0.3.2 priv-server2

You should then add all of these IP addresses to / et ¢/ host s on the other nodes
in the cluster.

Note: Exclusive use of NIS or DNS for IP address lookup for the nodes will
reduce availability in situations where the NIS or DNS service becomes unreliable.

For more information, see "Understand Hostname Resolution and Network
Configuration Rules" on page 15 and the host s, naned, and ni s man pages.

. (Optional) Edit the / et ¢/ net svc. conf file so that local files are accessed before

either NIS or DNS. That is, the host s line in / et ¢/ net svc. conf must list
I ocal first. For example:

hosts = |l ocal, ni s, bi nd

(The order of ni s and bi nd is not significant to CXFS, but | ocal must be first.)

. Determine the name of the private interface by using the i f confi g command as

follows, to list the available networks. For example:

# ifconfig -I
en0 enl | o0

However, if the second network interface (enl) does not appear, then the network
interface must be set up in accordance with the AIX documentation.
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You can set up an IP address by using i f conf i g after restarting the system. If it
is set up properly, the following information is output (line breaks added here for
readability):

# ifconfig -a

en0: f | ags=4e080863<UP, BROADCAST, NOTRAI LERS, RUNNI NG, SI MPLEX, MULTI CAST, GROUPRT, 64BI T, PSEG>
inet 10.208.148.61 net mask Oxffffff00 broadcast 10.208.148. 255

enl: fl ags=7e080863, 10<UP, BROADCAST, NOTRAI LERS, RUNNI NG, SI MPLEX, MULTI CAST, GROUPRPT, 64BI T,
CHECKSUM COFFLQAD, CHECKSUM SUPPORT, RSEG>
inet 192.168.10.61 netmask OxffffffO00 broadcast 192.168. 10. 255

| 00: f | ags=e08084b<UP, BROADCAST, LOOPBACK, RUNNI NG, SI MPLEX, MULTI CAST, GROUPRT, 64BI T>
inet 127.0.0.1 netmask Oxff000000 broadcast 127.255.255. 255

5. (Optional) Edit the / . r host s file if you want to use remote access or if you want
to use the connectivity diagnostics with CXFS. Make sure that the mode of the
. rhost s file is set to 600 (read and write access for the owner only).

Make sure that the / . r host s file on each AIX node allows all of the nodes in the
cluster to have access to each other. The connectivity tests execute a pi ng
command from the local node to all nodes and from all nodes to the local node.
To execute pi hg on a remote node, CXFS uses r sh as user r oot .

For example, suppose you have a cluster with three nodes: pr opack0, ai x1, and
ai x2. The /. r host s files could be as follows (where the prompt denotes the
node name):

propackO0# cat /.rhosts
ai x1 root
ai x2 root

ai x1# cat /.rhosts
propackO root
ai x2 root

ai x2# cat /.rhosts

propackO root
ai x1 root
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Verifying the Private and Public Network for AIX

For each private network on each AIX node in the pool, verify access with the AIX
pi ng command. Enter the following, where nodelPaddress is the IP address of the
node:

/usr/sbin/ping -c 3 nodelPaddress
For example:

ai x# /usr/sbin/ping -c 3 192.168. 10. 61

PING 192.168.10.61: (192.168.10.61): 56 data data bytes
64 bytes from 192.168.10.61 icnp_seq=0 ttl =255 time=0 ns
64 bytes from 192.168.10.61 icnp_seq=1 ttl =255 time=0 ns
64 bytes from 192.168.10.61 icnp_seq=2 ttl =255 time=0 s
----192.168.10.61 PING Statistics----

3 packets transnitted, 3 packets received, 0% packet |oss
round-trip mn/avg/ max = 0/0/ 00 ns

You should also execute a pi ng on the public networks. If that pi ng fails, follow
these steps:

1. Verify that the network interface was configured up. For example:

ai x# /usr/sbin/ifconfig en0
en0: fl gs=4e08086<UP, BROADCAST, NOTRAI LERS, RUNNI NG, SI MPLEX, MULTI CAST, GROUPRT, 64BI T, PSEG>
inet 10.208.148.61 netmask OxffffffO00 broadcast 10.208.148. 255

In the first output line above, UP indicates that the interface was configured up.

2. Verify that the cables are correctly seated. Repeat this procedure on each node.

Client Software Installation for AIX

The CXFS software initially will be installed and configured by SGI personnel. This
section discusses the following:

¢ 'Installing CXFS Software on AIX" on page 38

¢ "Verifying the AIX Installation " on page 40

007-4507-016 37



3: AIX Platform

Installing CXFS Software on AlIX

Installing CXFS for AIX requires approximately 20 MB of space. To install the
required software on an AIX node, SGI personnel will do the following:

1. Read the SGI InfiniteStorage Software Platform release notes, CXFS general release
notes, and CXFS AIX release notes from the / docs directory on the ISSP DVD
and any late-breaking caveats on Supportfolio.

2. Verify that the node has been upgraded to the supported AIX version according
to the AIX documentation. Use the following command to display the currently
installed system:

oslevel -r

For example, the following output indicates AIX version 5, revision 3,
maintenance level 03:

ai x# oslevel -r
5300- 03

3. Transfer the client software that was downloaded onto a server-capable
administration node during its installation procedure using ft p, r cp, or scp.
The location of the tarball on the server will be as follows:

fusr/cluster/client-dist/CXFS_VERSION/ ai x/ 53m 3/ noar ch/ S@ cxf s-ai x5L
4. Install the CXFS software (the example output below is truncated):

aix# installp -a -d SA cxfs-ai x5L all

Verifying selections...done
Verifying requisites...done
Resul ts. ..

SUCCESSES

Filesets listed in this section passed pre-installation verification
and will be installed.

Sel ected Fil esets
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SA cxfs-aix5L 5.0.0.5 # CXFS CLIENT for Al X

<< End of Success Section >>

FI LESET STATI STI CS

1 Selected to be installed, of which:
1 Passed pre-installation verification

1 Total to be installed

installp: APPLYING software for:
SG cxfs-aix5L 5.0.0.5

<< Copyright notice for SG cxfs-aix5L >> .

Fi ni shed processing all filesets. (Total time: 4 secs).

e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m i mm -
Sumari es:

e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e m i mm -

Installation Summary

Nane Level Par t Event

SA cxf s-ai x5L 5.0.0.5 USR APPLY

SA cxf s-ai x5L 5.0.0.5 ROOT APPLY

5. Reboot to start CXFS services automatically.
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Verifying the AIX Installation

To verify that the CXFS software has been installed properly, use the | sl pp
command as follows:

ai x# | sl pp -L SA cxfs-ai x5L

For example, the following output (showing a state of C, for “committed”) indicates
that the CXFS package installed properly:

ai x# | sl pp -L SGA cxfs-ai x5L
Fi |l eset Level State Type Description (Uninstaller)

SG cxfs-ai x5L 5.0.0.5 C F CXFS CLIENT for Al X

State codes:

A -- Applied.

B -- Broken.

C-- Conmmitted.
E -- EFI X Locked.

O-- (bsolete. (partially migrated to newer version)
? -- Inconsistent State...Run | ppchk -v.

Type codes:

F -- Installp Fileset

P -- Product

C -- Component

T -- Feature

R -- RPM Package

I/O Fencing for AIX

I/0 fencing is required on AIX nodes in order to protect data integrity of the
filesystems in the cluster. The / et ¢/ f enci ng. conf file enumerates the worldwide
port name (WWPN) for all of the host bus adapters (HBAs) that will be used to
mount a CXFS filesystem. The / et ¢/ f enci ng. conf file must contain a simple list
of WWPNSs as 64-bit hexadecimal numbers, one per line. These HBAs will then be
available for fencing.
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If you want to use the / et ¢/ f enci ng. conf file, you must update it whenever the
HBA configuration changes, including the replacement of an HBA.

Do the following;:

1. Follow the Fibre Channel cable on the back of the AIX host to determine the port
to which it is connected in the switch. Ports are numbered beginning with 0. (For
example, if there are 8 ports, they will be numbered 0 through 7.)

2. Use the t el net command to connect to the switch and log in as user admi n (the
password is passwor d by default).

3. Execute the swi t chshow command to display the switches and their WWPNs.
For example:

br ocade04: adm n> swi t chshow

swi t chNane: br ocade04

swi t chType: 2.4

switchSt at e: Oline

swi t chRol e: Princi pal

swi t chDomai n: 6

swi t chl d: fffc06

Swi t chWwn: 10: 00: 00: 60: 69: 12: 11: 9e

swi t chBeacon: OFF

port 0: sw Online F-Port 20: 00: 00: 01: 73: 00: 2c: Ob
port 1: cu Online F-Port 21:00: 00: e0: 8b: 02: 36: 49
port 2: cu Online F-Port 21:00: 00: e0: 8b: 02: 12: 49
port 3: sw Online F-Port 20: 00: 00: 01: 73: 00: 2d: 3e
port 4: cu Online F-Port 21:00: 00: e0: 8b: 02: 18: 96
port 5: cu Online F-Port 21:00: 00: e0: 8b: 00: 90: 8e
port 6: sw Online F-Port 20: 00: 00: 01: 73: 00: 3b: 5f
port 7: sw Online F-Port 20: 00: 00:01: 73: 00: 33: 76
port 8: sw nline F-Port 21:00:00: e0: 8b: 01: d2: 57
port 9: sw Online F-Port 21:00:00: e0: 8b: 01: Oc: 57
port 10: sw Online F-Port 20:08:00: a0: b8: Oc: 13: ¢c9
port 11: sw Online F-Port 20: Oa: 00: a0: b8: Oc: 04: 5a
port 12: sw Online F-Port 20: Oc: 00: a0: b8: Oc: 24: 76
port 13: sw Online L-Port 1 public

port 14: sw No_Light

port 15: cu Online F-Port 21:00: 00: e0: 8b: 00: 42: d8

The WWPN is the hexadecimal string to the right of the port number. For
example, the WWPN for port 0 is 2000000173002c0b. (You must remove the
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colons from the WWPN reported in the swi t chshow output to produce the
string to be used in the / et ¢/ f enci ng. conf file.)

4. Edit or create the / et ¢/ f enci ng. conf file on the AIX node and add the
WWPN for the port determined in step 1. (Comment lines begin with a #
character.) For example, if you determined that port 0 is the port connected to the
switch, your / et ¢/ f enci ng. conf file should appear as follows:

2000000173002c0b

5. To configure fencing, see the CXFS Administration Guide for SGI InfiniteStorage.

Start/Stop cxfs_client for AIX

The / usr/ cxfs_cl uster/bin/cxfs_cluster script will be invoked
automatically during normal system startup and shutdown procedures. This script
starts and stops the processes required to run CXFS.

To start up cxfs_cl i ent manually, enter the following:

ai x# /usr/cxfs_cluster/bin/cxfs _cluster start

To stop cxfs_cli ent manually, enter the following:

ai x# /usr/cxfs_cluster/bin/cxfs_cluster stop

To stop and then start cxfs_cl i ent manually, enter the following:

ai x# /usr/cxfs_cluster/bin/cxfs_cluster restart

Maintenance for AlX

42

This section contains the following:

e "Updating the CXFS Software for AIX" on page 43

¢ "Modifying the CXFS Software for AIX" on page 43
¢ "Recognizing Storage Changes for AIX" on page 43
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Updating the CXFS Software for AlX
To upgrade the CXFS software on an AIX system, do the following:

1. Make sure that no applications on the node are accessing files on a CXFS
filesystem.

2. Determine the name of the CXFS package that is installed. For example:

aix# Islpp -L | grep cxfs
SA cxf s-ai x5L 5.0.0.5 C F CXFS CLIENT for Al X

3. Uninstall the old version by using the following command:
installp -u packagename
For example, given a package name of SG cxf s- ai x5L:
ai x# installp -u SA cxfs-aix5L

4. Obtain the CXFS update software from Supportfolio according to the directions in
CXFS Administration Guide for SGI InfiniteStorage.

5. Install the new version. See "Client Software Installation for AIX" on page 37.

Modifying the CXFS Software for AIX

You can modify the behavior of the CXFS client daemon (cxf s_cl i ent) by placing
options in the / usr/ cxfs_cl uster/bi n/ cxfs_client. options file. The
available options are documented in the cxfs_cl i ent man page.

Caution: Some of the options are intended to be used internally by SGI only for
testing purposes and do not represent supported configurations. Consult your SGI
service representative before making any changes.

Recognizing Storage Changes for AIX

If you make changes to your storage configuration, you must rerun the HBA utilities
to reprobe the storage. For more information, see the IBM HBA documentation.
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GRIO on AIX

CXFS supports guaranteed-rate I/O (GRIO) version 2 on the AIX platform.
Application bandwidth reservations must be explicitly released by the application
before exit. If the application terminates unexpectedly or is killed, its bandwidth
reservations are not automatically released and will cause a bandwidth leak. If this
happens, the lost bandwidth could be recovered by rebooting the client node.

An AIX client can mount a GRIO-managed filesystem and supports application- and
node-level reservations. An AIX client will interoperate with the dynamic bandwidth
allocator for all I/O outside of any reservation.

For more information, see "Guaranteed-Rate I/O (GRIO) and CXFS" on page 10 and
the Guaranteed-Rate I/O Version 2 Guide.

XVM Failover V2 on AIX

Following is an example of the / et ¢/ f ai | over 2. conf file on AIX:

/ dev/ hdi sk199 affinity=1 preferred
/ dev/ hdi sk135 affinity=1
/ dev/ hdi sk231 affinity=2
/ dev/ hdi sk167 affinity=2

For more information, see "XVM Failover and CXFS" on page 11, the comments in the
letc/failover2. conf file, CXFS Administration Guide for SGI InfiniteStorage, and
the XVM Volume Manager Administrator’s Guide.

Troubleshooting for AIX

44

This section discusses the following:

* "Unable to Mount Filesystems on AIX" on page 45

* '"The cxfs_client Daemon is Not Started on AIX" on page 46

¢ 'Filesystems Do Not Mount on AIX" on page 47

* 'Panic Occurs when Executing cxfs_cl ust er on AIX " on page 47

* "A Memory Error Occurs with cp - p on AIX" on page 47
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* "An ACL Problem Occurs with cp -p on AIX" on page 47
e '"Large Log Files on AIX" on page 48

Also see Chapter 11, "General Troubleshooting" on page 271 and Appendix D, "Error
Messages" on page 297.

Unable to Mount Filesystems on AIX

If cxf s_i nf o reports that cns is up but XVM or the filesystem is in another state,
then one or more mounts is still in the process of mounting or has failed to mount.

The CXFS node might not mount filesystems for the following reasons:

* The client may not be able to see all the LUNs. This is usually caused by
misconfiguration of the HBA or the SAN fabric:

— Check that the ports on the Fibre Channel switch connected to the HBA are
active. Physically look at the switch to confirm the light next to the port is
green, or remotely check by using the swi t chShow command.

— Check that the HBA configuration is correct.
— Check that the HBA can see all the LUNs for the filesystems it is mounting.
— Check that the operating system kernel can see all the LUN devices.

— If the RAID device has more than one LUN mapped to different controllers,
ensure the node has a Fibre Channel path to all relevant controllers.

¢ The cxfs_client daemon may not be running. See "The cxfs_cl i ent Daemon
is Not Started on AIX" on page 46.

* The filesystem may have an unsupported mount option. Check the
cxfs_client. | og for mount option errors or any other errors that are reported
when attempting to mount the filesystem.

* The cluster membership (cns), XVM, or the filesystems may not be up on the
node. Execute the / usr/ cxfs_cl uster/bin/cxfs_info command to
determine the current state of cns, XVM, and the filesystems. If the node is not
up for each of these, then check the / var/t np/ cxfs_cl i ent log to see what
actions have failed.
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Do the following:
— If cns is not up, check the following:

* [s the node is configured on the server-capable administration node with the
correct hostname? See "Configuring Hostnames on Mac OS X" on page 104.

¢ Has the node been added to the cluster and enabled? See "Verifying the
Cluster Status" on page 262.

— If XVM is not up, check that the HBA is active and can see the LUNSs.

— If the filesystem is not up, check that one or more filesystems are configured to
be mounted on this node and check the / var/t np/ cxfs_cl i ent file for
mount errors.

The cxfs_client Daemon is Not Started on AIX

Confirm that the cxf s_cl i ent is not running. The following command would list
the cxfs_cl i ent process if it were running:

ai x# ps -ef | grep cxfs_client
The cxfs_cl i ent daemon might not start for the following reasons:

¢ The workstation is in 32-bit kernel mode, which is indicated if the following
message is output to the console:

CXFS works only in the 64 bit kernel node
In this case, you must change to 64-bit mode as follows:
1. Link the following libraries:

aix# In -fs /usr/lib/boot/unix 64 /unix
aix# In -fs /usr/lib/boot/unix 64 /usr/lib/boot/unix

2. Create the boot image:
ai x# bosboot -ad /dev/ipl device

3. Reboot the system.
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Filesystems Do Not Mount on AIX

If the / var / t np filesystem is full, CXFS cannot write logs to it and the CXFS
filesystem will not be able to mount on the AIX node. In this case, you should clean
out the / var/ t np filesystem.

If a disk is read from an AIX node and the following message is output, it means that
the Fibre Channel switch has broken down:

no such device or address

In this case, you should restart the Fibre Channel switch.

Panic Occurs when Executing cxfs_cl ust er on AIX

If the following message is output, then the genkex command does not exist:
genkex isn’t found

In this case, you must install the bos. perf. t ool s file set.

A Memory Error Occurs with  cp -p on AIX

If an error occurs when a file is copied with the cp - p command and the following
message is output, there is a problem with NFS:

There is not enough menory avail abl e now
In this case, you must use maintenance level 5100-04+1Y42428.
For more information, see:

https:/ /techsupport.services.ibm.com/server/aix.fdc

An ACL Problem Occurs with  cp -p on AIX
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If an ACL is not reflected when a file with an ACL is copied from JFS to CXFS using
the cp - p command, there is a problem with the AIX software. (The ACL
information for the file is indicated by the acl get command.) In this case, you must
use maintenance level 5100-04.
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For more information, see:

https:/ /techsupport.services.ibm.com/server/aix.fdc

Large Log Files on AIX

The / var/t np/ cxfs_cli ent log file may become quite large over a period of time
if the verbosity level is increased. To manually rotate this log file, use the - z option
in the /usr/cxfs_cluster/bin/cxfs_client.options file.

See the cxfs_cli ent man page and "Log Files on AIX" on page 27.

Reporting AIX Problems

48

When reporting a problem about a CXFS AIX node to SGI, you should retain the
following information:

¢ Information about the AIX node system dump and system configuration:
ai x# snap -a -o /dev/rmoO

¢ Console log:
ai x# alog -0 -t console

e Current sysl og file

¢ The/var/tnp/cxfs_client CXFS log file

* Moduler debugger output from the kdb command:

— For panics or generated dumps, use the following commands and save the
output:
ai x# kdb /var/adni ras/vntore. xx[ / uni x]
(0)> stat

— For dumps from hangs:

ai x# kdb /var/adniras/vntore. xx[ / uni x]

(0)> th* (to find the slot value of the working process or thread)
(0)> sw slot_value

(0)> stat
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* A list of the installed CXFS packages. Use the | sl pp command as follows:
ai x# Islpp -1 SGA cxfs-ai x5L

¢ The version information of the operating system. Use the following osl evel
commands:

ai x# oslevel -r
ai x# oslevel -g | grep bos.64bit

e A list of the loaded AIX kernel extensions. Use the genkex command.

If any of these AIX tools are not currently installed on your AIX node, you should
install them.
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Chapter 4

CXFS on IRIX
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IRIX Platform

CXFS supports a client-only node running the IRIX operating system on supported
SGI machines.

This chapter discusses the following:

"CXFS on IRIX" on page 51

"Preinstallation Steps for IRIX" on page 54

"Client Software Installation for IRIX" on page 58
"I/O Fencing for IRIX Nodes" on page 61
"Start/Stop cxfs_client for IRIX" on page 61
"Automatic Restart for IRIX" on page 61

"CXFS chkconfi g Arguments for IRIX" on page 62
"Modifying the CXFS Software for IRIX" on page 62
"GRIO on IRIX" on page 62

"XVM Failover V2 on IRIX" on page 63
"Troubleshooting on IRIX" on page 63

"Reporting IRIX Problems" on page 74

For information about running the CXFS graphical user interface (GUI), system reset,
and system tunable parameters, see CXFS Administration Guide for SGI InfiniteStorage.

This section contains the following information about CXFS on IRIX:

"Requirements for IRIX" on page 52
"CXFS Commands on IRIX" on page 53

"Log Files on IRIX" on page 53
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¢ "CXFS Mount Scripts on IRIX" on page 54
¢ '"Limitations and Considerations on IRIX" on page 54

® "Access Control Lists and IRIX" on page 54

Requirements for IRIX

In addition to the items listed in "Requirements" on page 8, using an IRIX node to
support CXFS requires the following:

¢ One of the following operating systems:
- IRIX 6.5.28
- IRIX 6.5.29
- IRIX 6.5.30
¢ SGI server hardware:
— SGI Origin 200 server
— SGI Origin 2000 series
— SGI Origin 300 server
— SGI Origin 350 server
— SGI Origin 3000 series
— Silicon Graphics Onyx2 system
— Silicon Graphics Fuel visual workstation
— Silicon Graphics Octane system
— Silicon Graphics Octane2 system
— Silicon Graphics Tezro
¢ The following Fibre Channel HBAs:
— LSI Logic models:

LSI7104XP-LC
LSI7204XP-LC
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- QLogic models:

QLA2200
QLA2200F
QLA2310
QLA2310F
QLA2342
QLA2344

For additional information, see the CXFS IRIX release notes.

CXFS Commands on IRIX

Log Files on IRIX

007-4507-016

The following commands are shipped as part of the CXFS IRIX package:

lusr/cxfs cluster/bin/cxfs client
fusr/cxfs cluster/bin/cxfs_ info
/usr/cxfs_cluster/bin/cxfsdunp
/usr/sbin/grioadmn

/usr/ sbin/grionon
/usr/sbin/grioqos
/fusr/cxfs_cluster/bin/xvm

The cxfs_cl i ent and xvmcommands are needed to include a client-only node in a
CXFS cluster. The cxf s_i nf o command reports the current status of this node in the
CXFS cluster.

For more information, see the man pages. For additional information about the GRIO
commands, see "Guaranteed-Rate I/O (GRIO) and CXFS" on page 10 and "GRIO on
IRIX" on page 62.

The cxfs_cl i ent command creates a / var/| og/ cxfs_client log file. To rotate
this log file, use the - z option in the / et ¢/ confi g/ cxfs_client. options file;
see the cxfs_cl i ent man page for details.

For information about the log files created on server-capable administration nodes,
see the CXFS Administration Guide for SGI InfiniteStorage.
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CXFS Mount Scripts on IRIX

IRIX supports the CXFS mount scripts. See "CXFS Mount Scripts" on page 7 and the
CXFS Administration Guide for SGI InfiniteStorage.

Limitations and Considerations on IRIX

Note the following:

The inode monitor device (i mon) is not supported on CXFS filesystems.

Do not use the IRIX f sr command; the bul kst at system call has been disabled
for CXFS clients.

See also Appendix B, "Filesystem and Logical Unit Specifications" on page 289.

Access Control Lists and IRIX

All CXFS files have UNIX mode bits (read, write, and execute) and optionally an
access control list (ACL). For more information, see the chnod and set f acl man
pages.

Preinstallation Steps for IRIX

This section discusses the following:
* "Adding a Private Network for IRIX" on page 54

"Verifying the Private and Public Networks for IRIX" on page 57

Adding a Private Network for IRIX

The following procedure provides an overview of the steps required to add a private
network.

Note: A private network is required for use with CXFS.

You may skip some steps, depending upon the starting conditions at your site.
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1. Edit the / et ¢/ host s file so that it contains entries for every node in the cluster

and their private interfaces as well.

The / et ¢/ host s file has the following format, where primary_hostname can be
the simple hostname or the fully qualified domain name:

IP_address primary_hostname aliases

You should be consistent when using fully qualified domain names in the

/ et c/ host s file. If you use fully qualified domain names on a particular node,
then all of the nodes in the cluster should use the fully qualified name of that
node when defining the IP /hostname information for that node in their

/ etc/ host s file.

The decision to use fully qualified domain names is usually a matter of how the
clients are going to resolve names for their client/server programs (such as NFS),
how their default resolution is done, and so on.

Even if you are using the domain name service (DNS) or the network information
service (NIS), you must add every IP address and hostname for the nodes to
/ et c/ host s on all nodes. For example:

190. 0. 2.1 serverl-exanple.com serverl
190. 0. 2. 3 stocks

190.0.3.1 priv-serverl

190. 0. 2. 2 server 2-exanpl e. com server 2
190. 0. 2. 4 bonds

190.0.3.2 priv-server2

You should then add all of these IP addresses to / et ¢/ host s on the other nodes
in the cluster.

For more information, see the host s(5) and r esol ve. conf (5) man pages.

Note: Exclusive use of NIS or DNS for IP address lookup for the nodes will
reduce availability in situations where the NIS or DNS service becomes unreliable.

. Edit the / et ¢/ nsswi t ch. conf file so that local files are accessed before either

NIS or DNS. That is, the host s linein / et ¢/ nsswi t ch. conf mustlistfi |l es
first.
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For example:
host s: files nis dns
(The order of ni s and dns is not significant to CXFS, but f i | es must be first.)

3. Configure your private interface according to the instructions in IRIX Admin:
Networking and Mail. To verify that the private interface is operational, use the
i fconfig -a command. For example:

irix# ifconfig -a

et hO

ethl

56

Li nk encap: Et hernet HwAaddr 00: 50: 81: A4: 75: 6A

inet addr:192.168.1.1 Bcast:192.168.1.255 Mask: 255.255.255.0
UP BROADCAST RUNNI NG MULTI CAST MTU: 1500 Metric:1

RX packets: 13782788 errors: 0 dropped: 0 overruns: 0 frane: 0

TX packets: 60846 errors: 0 dropped: 0 overruns: 0 carrier:0

col I'i sions: 0 txqueuel en: 100

RX byt es: 826016878 (787.7 My) TX bytes: 5745933 (5.4 M)
Interrupt: 19 Base address: 0xb880 Menory: f eOf e000- f eOf e038

Li nk encap: Et hernet HwAddr 00: 81: 8A: 10: 5C: 34

inet addr:10.0.0.10 Bcast:10.0.0.255 Mask: 255.255.255.0
UP BROADCAST MULTI CAST MIU: 1500 Metric:1

RX packets: 0 errors:0 dropped: 0 overruns:0 frane: 0

TX packets:0 errors: 0 dropped: 0 overruns: 0 carrier:0

col l'i sions: 0 txqueuel en: 100

RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)

Interrupt: 19 Base address: Oxef 00 Menory: f ebf dO0O- f ebf d0O38

Li nk encap: Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

UP LOOPBACK RUNNI NG MrU: 16436 Metric:1

RX packets: 162 errors: 0 dropped: 0 overruns: 0 franme: 0
TX packets: 162 errors: 0 dropped: O overruns: 0 carrier:0
col l'isions: 0 txqueuel en: 0

RX bytes: 11692 (11.4 Kb) TX bytes: 11692 (11.4 Kb)

This example shows that two Ethernet interfaces, et hO and et h1, are present and
running (as indicated by UP in the third line of each interface description).
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If the second network does not appear, it may be that a network interface card
must be installed in order to provide a second network, or it may be that the
network is not yet initialized.

4. (Optional) Make the modifications required to use CXFS connectivity diagnostics.

Verifying the Private and Public Networks for IRIX

For each private network on each node in the pool, verify access with the pi ng
command. Enter the following, where nodelPaddress is the IP address of the node:

pi ng nodelPaddress
For example:

irix# ping 10.0.0.1

PING 10.0.0.1 (10.0.0.1) from 128.162.240. 141 : 56(84) bytes of data.
64 bytes from 10.0.0.1: icnp_seq=1 ttl=64 tinme=0.310 ns

64 bytes from 10.0.0.1: icnp_seq=2 ttl=64 tinme=0.122 ns

64 bytes from 10.0.0.1: icnp_seq=3 ttl=64 tinme=0.127 ns

Also execute a pi ng on the public networks. If pi ng fails, follow these steps:

1. Verify that the network interface was configured up using i f confi g. For
example:

irix# ifconfig ethl
et hl Li nk encap: Et hernet HwAddr 00: 81: 8A: 10: 5C: 34
inet addr:10.0.0.10 Bcast:10.0.0.255 Mask: 255.255.255.0
UP BROADCAST MULTI CAST MIU: 1500 Metric:1
RX packets:0 errors:0 dropped: 0 overruns: 0 frane: 0
TX packets: 0 errors: 0 dropped: 0 overruns:0 carrier:0
col I'i sions: 0 txqueuel en: 100
RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)
Interrupt: 19 Base address: Oxef 00 Menory: f ebf dO0O- f ebf d0O38

In the third output line above, UP indicates that the interface was configured up.
2. Verify that the cables are correctly seated.

Repeat this procedure on each node.
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Client Software Installation for IRIX

58

Note: CXFS does not support a miniroot installation.

You cannot combine the IRIX operating system installation and the CXFS installation.
You must install the operating system first.

To install the required IRIX software, do the following on each IRIX client-only node:

1.

Read the SGI InfiniteStorage Software Platform release notes, and CXFS general
release notes in the / docs directory on the ISSP DVD and any late-breaking
caveats on Supportfolio.

Verify that you are running the correct version of IRIX or upgrade to IRIX 6.5.x
according to the IRIX 6.5 Installation Instructions.

To verify that a given node has been upgraded, use the following command to
display the currently installed system:

irix# unanme -aR

(For sites with a serial port server) Install the version of the serial port server driver
that is appropriate to the operating system. Use the CD that accompanies the
serial port server. Reboot the system after installation.

For more information, see the documentation provided with the serial port server.
Insert IRIX CD-ROM #1 into the CD drive.
Start up i nst and instruct it to read the CD:

# inst

I nst> open / CDROM di st

Caution: Do not install to an alternate root using the i nst -r option. Some of
the exit operations (exitops) do not use pathnames relative to the alternate root,
which can result in problems on both the main and alternate root filesystem if
you use the - r option. For more information, see the i nst man page.
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6.

(Optional) If you want to use Performance Co-Pilot to run XVM statistics, install
the default pcp_eoe subsystems. This installs the Performance Co-Pilot PMDA
(the agent to export XVM statistics) as an exit operation (exitop).

I nst> keep *
Inst> install pcp_eoe default
Inst> go

Inst> quit
Transfer the client software that was downloaded onto a server-capable
administration node during its installation procedure using ft p, r cp, or scp.

The location of the tardist on the server will be as follows:

fusr/cluster/client-dist/CXFS_VERSION/irix/IRIX_VERSION/ noarch/ cxfs-client.tardi st

For example, for IRIX 6.5.30:

fusr/cluster/client-dist/5.0.0.3/irix/6530/ noarch/cxfs-client.tardist
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8.

10.

Read the IRIX release notes by choosing the following from the desktop Toolchest
to bring up the Software Manager window:

System
> Software Manager

Choose Customize Installation by typing the directory into which you
downloaded the software into the Available Software box. A list of products
available for installation will come up. If the product name is highlighted (similar
to an HTML link), then there are release notes available. Click on the link to
bring up the Release Notes window.

Change to the directory containing the tardist and install the software. For
example:

Install the CXFS software:

irix# cd download_directory
irix# inst -f
Inst> install *
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11.

12.

13.

Caution: Do not install to an alternate root using the i nst -r option. Some of
the exit operations (exitops) do not use pathnames relative to the alternate root,
which can result in problems on both the main and alternate root filesystem if
you use the - r option. For more information, see the i nst man page.

If you do not install cxfs_cl i ent, the i nst utility will not detect a conflict, but
the CXFS cluster will not work. You must install the cxfs_cl i ent subsystem.

(Optional) If you do not want to install GRIO:

I nst> keep *.*.grio2*
Install the chosen software:

Inst> go

Inst> quit

This installs the following packages:

cxfs. books. CXFS_AG

cxfs. man. rel notes

cxfs.sw cxfs

cxfs.sw grio2_cell (Optional)
cxfs.sw. xvm cel |

cxfs_client. man. nan
cxfs_client.sw base

cxfs_ util.man. nan

cxfs util.sw base

eoe. sw. gri o2 (Optional)
eoe. sw. xvm

pat ch_cxfs. eoe_sw. base
patch_cxfs.eoe_swe4.lib

The process may take a few minutes to complete.

Reboot the system.
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I/O Fencing for IRIX Nodes

On the IRIX platform, the cxfs_cl i ent software automatically detects the world
wide port names (WWPNs) of any supported host bus adapters (HBAs) in the system
that are connected to a switch that is configured in the cluster database. These HBAs
will then be available for fencing. However, if no WWPNSs are detected, there will be
messages logged to the / var/ | og/ cxfs_client file.

To configure fencing, see the CXFS Administration Guide for SGI InfiniteStorage.

Start/Stop cxfs_client for IRIX

The /etc/init.d/ cxfs_client script will be invoked automatically during
normal system startup and shutdown procedures. This script starts and stops the
cxfs_client daemon.

To start cxfs_cl i ent manually, enter the following;:
irix# /etc/init.d/cxfs _client start
To stop cxfs_cli ent manually, enter the following:

irix# /etc/init.d/ cxfs_client stop

Automatic Restart for IRIX
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If you want nodes to restart automatically when they are reset or when the node is
powered on, you must set the boot parameter Aut oLoad variable on each IRIX node
to yes as follows:

# nvram Aut oLoad yes
This setting is recommended, but is not required for CXFS.
You can check the setting of this variable with the following command:

# nvram Aut oLoad
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CXFS chkconfi g Arguments for IRIX

The cxfs_cl i ent argument to chkconfi g controls whether or not the
cxfs_client daemon should be started.

Modifying the CXFS Software for IRIX

You can modify the CXFS client daemon (/ usr/ cl uster/ bi n/ cxfs_client) by
placing options in the cxfs_cl i ent. opti ons file:

/etc/config/cxfs_client.options

The available options are documented in the cxfs_cl i ent man page.

Caution: Some of the options are intended to be used internally by SGI only for
testing purposes and do not represent supported configurations. Consult your SGI
service representative before making any changes.

For example, to see if cxfs_cl i ent is using the options in cxfs_cl i ent. opti ons:

irix# ps -ef | grep cxfs_client

r oot 219311 217552 0 12:03:17 pts/0 0: 00 grep cxfs_client
r oot 540 1 0 Feb 26 ? 77:04 /usr/cluster/bin/cxfs client -i cxfs3-5
GRIO on IRIX

CXFS supports guaranteed-rate I/O (GRIO) version 2 on the IRIX platform.
Application bandwidth reservations must be explicitly released by the application
before exit. If the application terminates unexpectedly or is killed, its bandwidth
reservations are not automatically released and will cause a bandwidth leak. If this
happens, the lost bandwidth could be recovered by rebooting the client node.

For more information, see "Guaranteed-Rate I/O (GRIO) and CXFS" on page 10 and
the Guaranteed-Rate I/O Version 2 Guide.

62 007-4507-016



CXFS™ Client-Only Guide for SGI® InfiniteStorage

XVM Failover V2 on IRIX

Following is an example of the / et ¢/ f ai | over 2. conf file on an IRIX system:

/ dev/ dsk/ 20000080e5116e2a/ |l unOvol / c2pl affinity=0 preferred
/ dev/ dsk/ 20000080e511ab60/ | unOvol / c2p3 affinity=1

/ dev/ dsk/ 20000080e5116e2a/ |l unlvol / c2pl affinity=0
/ dev/ dsk/ 20000080e511ab60/ | unlvol / c2p3 affinity=1 preferred

/ dev/ dsk/ 200400a0b80f 7ecf /1 unOvol / c2pl affinity=0 preferred
/ dev/ dsk/ 200500a0b80f 7ecf /1 unOvol / c2pl affinity=1

/ dev/ dsk/ 200400a0b80f 7ecf /1 unlvol / c2pl affinity=0
/ dev/ dsk/ 200500a0b80f 7ecf /1 unlvol / c2pl affinity=1 preferred

/ dev/ dsk/ 200400a0b80f 7ecf /1 un2vol / c2pl affinity=0 preferred
/ dev/ dsk/ 200500a0b80f 7ecf /1 un2vol / c2pl affinity=1

/ dev/ dsk/ 200400a0b80f 7ecf /1 un3vol / c2pl affinity=0
/ dev/ dsk/ 200500a0b80f 7ecf /1 un3vol / c2pl affinity=1 preferred

For more information, see:

The comments in the / et ¢/ f ai | over 2. conf . exanpl e file
"XVM Failover and CXFS" on page 11

CXFS Administration Guide for SGI InfiniteStorage

XVM Volume Manager Administrator’s Guide

Troubleshooting on IRIX
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This section discusses the following:

"Identify the Cluster Status" on page 64
"Physical Storage Tools" on page 65
"Disk Activity" on page 66

"Buffers in Use" on page 66
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* '"Performance Monitoring Tools" on page 66
¢ "Kernel Status Tools" on page 69

* "No Cluster Name ID Error" on page 72

¢ "System is Hung" on page 73

e "SYSLOGcr edi d Warnings" on page 73

Identify the Cluster Status

When you encounter a problem, identify the cluster status by answering the
following questions:

® Are the cluster daemons running?

e Is the cluster state consistent on each node? Run the cl conf _i nf o command on
each server-capable administration node and compare.

*  Which nodes are in the CXFS kernel membership? Check the cluster status and
the / var/ adm SYSLOG file.

*  Which nodes are in the cluster database (f s2d) membership? See the
/var/cluster/hal/log/fs2d_| og files on each server-capable administration
node.

¢ [s the database consistent on all server-capable administration nodes? Determine
this logging in to each server-capable administration node and examining the
[var/cluster/hal/log/fs2d_| og file and database checksum.

¢ Log onto the various CXFS client nodes or use the GUI view area display with
details showing to answer the following:

— Are the devices available on all nodes? Use the following:
® The xvmcommand to show the physical volumes:
xvm cl uster> show -v phys/

* Is the client-only node in the cluster? Use the cxfs_i nf o command.
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¢ List the contents of the / dev/ cxvmdirectory with the | s command:
# |'s /dev/cxvm
¢ Use the hi nv command to display the hardware inventory.

— Are the filesystems mounted on all nodes? Use nount and cl conf _i nfo
commands.

— Which node is the metadata server for each filesystem? Use the cl conf _i nfo
command.

On the metadata server, use the cl conf _i nf 0 command.

¢ Is the metadata server in the process of recovery? Look at the following file:
/var/| og/ nessages

Messages such as the following indicate that recovery status:
— In process:

Mar 13 11:31:02 1A: p2 unix: ALERT: CXFS Recovery: Cell 1: dient Cell 0 D ed, Recovering </scratch/p9/local >
- Completed:

Mar 13 11:31: 04 5A:p2 unix: NOTICE: Signaling end of recovery cell 1

o If filesystems are not mounting, do they appear online in XVM? You can use the
following xvmcommand:

xvm cl uster> show vol / *
Physical Storage Tools
Understand the following physical storage tools:
¢ To display the hardware inventory:
i rix# /sbin/hinv

If the output is not what you expected, do a probe for devices and perform a SCSI
bus reset, using the following command:

irix# [usr/sbin/scsiha -pr bus_number
¢ To configure I/O devices on an IRIX node, use the following command:

irix# /sbin/ioconfig -f /hw
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Disk Activity

Buffers in Use

* To show the physical volumes, use the xvmcommand:
irix# /sbin/xvmshow -v phys/

See the XVM Volume Manager Administrator’s Guide.

Use the sar system activity reporter to show the disks that are active. For example,
the following example for IRIX will show the disks that are active, put the disk name
at the end of the line, and poll every second for 10 seconds:

irix# sar -DF 1 10

For more information, see the sar (1) man page.

Use the IRIX buf vi ew filesystem buffer cache activity monitor to view the buffers
that are in use. Within buf vi ew, you can use the hel p subcommand to learn about
available subcommands, such as the f subcommand to limit the display to only those
with the specified flag. For example, to display the in-use (busy) buffers:

# buf vi ew
f
Buf fer flags to display bsy

For more information, see the buf vi ew(1) man page.

Performance Monitoring Tools

66

Understand the following performance monitoring tools:
¢ To monitor system activity:

/usr/ bin/sar
¢ To monitor filesystem buffer cache activity :

[ usr/ sbi n/ buf vi ew
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Note: Do not use buf vi ew interactively on a busy IRIX node; run it in batch

mode.

* To monitor operating system activity data on an IRIX node:

[ usr/ sbin/ osvi ew

e To monitor the statistics for an XVM volume, use the xvmcommand:

/ sbi n/ xvm change stat on {concatname| stripename| physname}

See the XVM Volume Manager Administrator’s Guide.

¢ To monitor system performance, use Performance Co-Pilot (PCP). See the PCP

documentation and the pmi e(1) and pmi econf (1) man pages.

* To monitor CXFS heartbeat timeouts, use the i cr ash command. For example, the

following command prints the CXFS kernel messaging statistics:

irix# icrash -e "load -F cxfs; nmtcp_stats”
corefile = /dev/mem nanelist = /unix, outfile = stdout

Please wait............
Loadi ng default Sial macros...........

>> | oad cxfs

>> mtcp_stats

STATS @ 0xc000000001beebb8

Max del ays: di scovery 500767 nulticast 7486 hb nonitor O

hb generation histogram (0:0)(1:0)(2:0)(3:0)(4:0)(5:0)

I nproperly sized alive nesgs O small 0 big 0

Alive nesgs with: invalid cell 0 invalid cluster O wong ipaddr 2
Alive nesgs from unconfigured cells 100 cells that haven't discovered us 6000
m cp_config_cell_set 0x0000000000000007

cell O:starting sequence # 77 skipped 0

hb stats init @15919: (0:1)(1:478301)(2:29733)(3:0)(4:0)

cell 1:starting sequence # O skipped O

hb stats init @ 360049: (0:1)(1:483337)(2:21340)(3:0)(4:0)

cell 2:starting sequence # 0 skipped O
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The following fields contain information that is helpful to analyzing CXFS
heartbeat timing:

di scovery: The maximum time in HZ that the discovery thread (that is, the
thread that processes incoming heartbeats) has slept. Because nodes generate
heartbeats once per second, this thread should never sleep substantially longer
than 100 HZ.

A value much larger than 100 suggests either that it was not receiving
heartbeats or that something on the node prevented this thread from
processing the heartbeats.

mul ti cast: The thread that generates heartbeats sleeps for 100 HZ after
sending the last heartbeat and before starting on the next. This field contains
the maximum time in HZ between the start and end of that sleep. A value
substantially larger than 100 indicates a problem getting the thread scheduled;
for example, when something else on the node is taking all CPU resources.

nmoni t or : The maximum time in HZ for the heartbeat thread tp sleep and
send its heartbeat. That is, it contains the value for mul ti cast plus the time it
takes to send the heartbeat. If this value is substantially higher than 100 but
mul ti cast is not, it suggests a problem in acquiring resources to send a
heartbeat, such as a memory shortage.

gen_hi st: A histogram showing the number of heartbeats generated within
each interval. There are 6 buckets tracking each of the first 5 seconds (anything
over 5 seconds goes into the 6th bucket).

hb_st at s: Histograms for heartbeats received. There is one histogram for
each node in the cluster.

seq_st at s: Number of consecutive incoming heartbeats that do not have
consecutive sequence numbers. There is one field for each node. A nonzero
value indicates a lost heartbeat message.

over due: Time when an overdue heartbeat is noticed. There is one field per
node.

rescues: Number of heartbeats from a node that are overdue but CXFS
message traffic has been received within the timeout period.

al i ve_smal | : Number of times a heartbeat message arrived that was too
small, (that is, contained too few bytes).

al i ve_bi g: Number of times a heartbeat arrived that was too large.

007-4507-016



CXFS™ Client-Only Guide for SGI® InfiniteStorage

Kernel Status Tools
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i nval i d_cel | : Number of heartbeats received from nodes that are not
defined in the cluster.

i nval i d_cl ust er: Number of heartbeats received with the wrong cluster ID.

wrong_i paddr: Number of heartbeats received with an IP address that does
not match the IP address configured for the node ID.

not _confi gur ed: Number of heartbeats received from nodes that are not
defined in the cluster.

unknown: Number of heartbeats from nodes that have not received the local
node’s heartbeat.

Note: You must run the si al scripts version of i cr ash commands.

Understand the following kernel status tools (this may require help from SGI service
personnel):

To determine IRIX kernel status, use the i cr ash command:

# [usr/bin/icrash
>> | oad -F cxfs

Note: Add the - v option to these commands for more verbose output.

cf's to list CXFS commands

dcvn to obtain information on a single client vnode
dcvnli st to obtain a list of active client vnodes
dsvn to obtain information on a single server vnode
dsvnl i st to obtain a list of active server vnodes

mesgl i st to trace messages to the receiver (you can pass the displayed object
address to the dsvn command to get more information about the server
vnodes and pass the thread address to the mesgar gs command to get more
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information about the stuck message). For example (line breaks shown here for

readability):
>> mesgli st
Cell:2
TASK ADDR MSG | D TYPE CELL MESSAGE Ti me(Secs) Obj ect
0xe0000030e5ba8000 14 snt 0 | _dsvn_fcntl 0 NA
0xe0000030e5ba8000 14 Cbk 0 | _ucopy_copyin 0 NA
0xa80000000bb77400 1210 Rev 0 | _dsxvn_all ocate_1 1: 06 (dsvn_t*)0xa80000000a7f 8900

>> npesgar gs 0xa80000000bb77400
(dsvn_t *) 0xa80000000a7f 8900
(dsxvn_al l ocate_1_i n_t*)0xa800000001245060
obj i d=0xa80000000a7f 8910 (dsvn=0xa80000000a7f 8900)
of f set =116655
| engt h=0x1
total =1
node=2
bmapi _fl ags=0x7
wr _ext _count =0
&st at e=0xa8000000012450b0 credi d=NULLI D
| ent _t okens=0xa800000 (DVN_TI MES_NUM SWR) | DVN_SI ZE_NUM WR) | DVN_EXTENT_NUM RD) )
reason_| ent =0x24800000 ( DVN_TI MES_NUM CLI ENT_I NI TI ATED) | DVN_SI ZE_NUM CLI ENT_I NI TI ATED) |
DVN_EXTENT_NUM CLI ENT_I NI TI ATED) )
| ender _cel | _i d=0
(dsxvn_al l ocate_1_i nout _t*)0xa800000001245110
cxfs_flags=0x200
cxfs_gen=4661

>> dsvn 0xa80000000a7f 8900
(dsvn_t *) 0xa80000000a7f 8900
flags 0x10
kg. next 0xc000000001764508 kq. prev 0xc000000001764508
& sclient 0xa80000000a7f 8a30 &tserver 0xa80000000a7f 8a80
bhv 0xa80000000a7f 8910 dsvfs 0xa800000026342b80
(cfs_frlock_info_t*)0xa80000000bf ee280
wait: none
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hel d: none
vp 0xa8000000224de500 v_count 2 vrgen_flags 0x0
dm/n 0x0000000000000000
obj i d 0xa80000000a7f 8910 gen 4 obj _state 0xa80000000a7f 8940
(dsxvn_t *) 0xa80000000a7f 8900
dsvn 0xa80000000a7f 8900 bdp 0xa800000010b52d30
tkclient 0xa80000000a7f8a30 tserver 0xa80000000a7f 8a80
ext gen 4661 io_users 2 exclusive_io_cell -1
opl ock 0 oplock_client -1 &Isx_opl ock_| ock 0xa80000000a7f 8b9

— sinf o to show clients/servers and filesystems

- sthread | grep cmsd to determine the CXFS kernel membership state. You
may see the following in the output:

e cms_dead() indicates that the node is dead

e cms_fol |l ower () indicates that the node is waiting for another node to
create the CXFS kernel membership (the leader)

e cms_| eader () indicates that the node is leading the CXFS kernel
membership creation

e cms_decl are_nmenber shi p() indicates that the node is ready to declare
the CXFS kernel membership but is waiting on resets

e cms_nascent () indicates that the node has not joined the cluster since
starting

e cms_shut down() indicates that the node is shutting down and is not in
the CXFS kernel membership

e cms_st abl e() indicates that the CXFS kernel membership is formed and
stable

— tcp_channel s to determine the status of the connection with other nodes
- t -a -w filename to trace for CXFS
— t cms_thread to trace one of the above threads

¢ To invoke internal kernel routines that provide useful debugging information, use
the i dbg command:

# [usr/sbin/idbg
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Are there any long running (>20 seconds) kernel messages? Use the i cr ash
nmesgl i st command to examine the situation.

No Cluster Name ID Error

For example:

Mar

1 15:06: 18 5A:nt-test-07 unix: NOTI CE: Physvol (nane cip4) has no

CLUSTER nane id: set to ""

This message means the following;:

72

The disk labeled as an XVM physvol was probably labeled under IRIX 6.5.6f and
the system was subsequently upgraded to a newer version that uses a new version
of XVM label format. This does not indicate a problem.

The cluster name had not yet been set when XVM encountered these disks with an
XVM cluster physvol label on them. This is normal output when XVM performs
the initial scan of the disk inventory, before node/cluster initialization has
completed on this host.

The message indicates that XVM sees a disk with an XVM cluster physvol label,
but that this node has not yet joined a CXFS membership; therefore, the cluster
name is empty ().

When a node or cluster initializes, XVM rescans the disk inventory, searching for
XVM cluster physvol labels. At that point, the cluster name should be set for this
host. An empty cluster name after node/cluster initialization indicates a problem
with cluster initialization.

The first time any configuration change is made to any XVM element on this disk,
the label will be updated and converted to the new label format, and these notices
will go away.

For more information about XVM, see the XVM Volume Manager Administrator’s
Guide.
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System is Hung
The following may cause the system to hang:
® Overrun disk drives.

® CXFS heartbeat was lost. In this case, you will see a message that mentions
wi t hdrawl of node.

* As a last resort, do a non-maskable interrupt (NMI) of the system and contact SGI.
(The NMI tells the kernel to panic the node so that an image of memory is saved
and can be analyzed later.) For more information, see the owner’s guide for the
node.

Make the following files available:

— System log file: / var/ adm SYSLOG
— IRIX vntore. # conp

— IRIX uni x. #

SYSLOG cr edi d Warnings

Messages such as the following in the SYSLOG indicate that groups from another
node are being dropped, and you may not be able to access things as expected, based
on group permissions (line breaks added here for readability):

May 1 18:34:42 4A:nodeA unix: WARNING credid_bundle_inmport: received cred for uid 5778 with 23 groups when \
configured for only 16 groups. Extra groups dropped.

May 1 18:34:59 4A:nodeB uni x: WARNING credid_getcred: received cred for uid 5778 with 23 groups when \
configured for only 16 groups. Extra groups dropped.

May 1 18:35:44 4A:nodeB unix: WARNING credid_getcred: received cred for uid 5778 with 23 groups when \
configured for only 16 groups. Extra groups dropped.

May 1 18:36:29 4A:nodeA uni x: WARNING credid_bundle_inport: received cred for uid 5778 with 23 groups \
when configured for only 16 groups. Extra groups dropped.

May 1 18:38:32 4A:nodeA uni x: WARNING credid_bundle_inport: received cred for uid 5778 with 23 groups \
when configured for only 16 groups. Extra groups dropped.

May 1 18:38:50 4A:nodeB unix: WARNING credid_getcred: received cred for uid 5778 with 23 groups when \
configured for only 16 groups. Extra groups dropped.

May 1 18:39:32 4A:nodeB unix: WARNING credid_getcred: received cred for uid 5778 with 23 groups when \
configured for only 16 groups. Extra groups dropped.

May 1 18:40:13 4A: nodeB unix: WARNING credid_getcred: received cred for uid 5778 with 23 groups when \
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configured for only 16 groups. Extra groups dropped.

May 1 18:40: 35 4A:nodeA uni x: WARNING credid_bundle_inport: received cred for uid 5778 with 23 groups \
when configured for only 16 groups. Extra groups dropped.

May 1 19:04:52 4A:nodeA uni x: WARNING credid_bundle_inport: received cred for uid 6595 with 21 groups \
when configured for only 16 groups. Extra groups dropped.

May 1 19:38:58 4A:nodeA uni x: WARNING credid_bundle_inport: received cred for uid 6595 with 21 groups \
when configured for only 16 groups. Extra groups dropped.

The IRIX ngr oups_max static system tunable parameter specifies the maximum
number of multiple groups to which a user may simultaneously belong. You should
increase the number of groups by running the following command and then rebooting:

irix# systune ngroups_mex value

Reporting IRIX Problems

When reporting a problem about an IRIX node to SGI, you should retain the
following information:

¢ If a panic has occurred on an IRIX node, retain the system core files in
/var/ adni cr ash, including the following;:

anal ysi s. number
uni X. number
vntor e. number. conp

¢ For any type of problem:

— Run the /usr/ cl ust er/ bi n/ cxf sdunp utility on an IRIX node and retain
the output. You can run this utility immediately after noticing a problem. The
cxf sdunp utility attempts to collect information from all nodes in the cluster
by using the r sh command.

— Determine the Fibre Channel HBA World Wide name mapping:

scsi ha -w bus#

— Gather output from the following commands:

[ usr/ bi n/ hi nv
/usr/ sbi n/ t opol ogy
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Linux Third-Party Platforms

CXFS supports a client-only node running the Linux operating system on supported
third—party platforms.

Note: The term Linux in this guide always refers to Linux client-only nodes on
third-party platforms. For information about SGI ProPack for Linux and CXFS, see

Chapter 7, "SGI ProPack Client-Only Platform" on page 129, and CXFS Administration
Guide for SGI InfiniteStorage.

On Linux systems, the use of XVM is supported only with CXFS; XVM does not

support local Linux disk volumes.

For information about system tunable parameters, see CXFS Administration Guide for
SGI InfiniteStorage.

This chapter contains the following sections:

"CXFS on Linux" on page 76

"HBA Installation for Linux" on page 80
"Preinstallation Steps for Linux" on page 82
"Client Software Installation for Linux" on page 86
"I/0 Fencing for Linux" on page 88

"Start/Stop cxfs_client for Linux" on page 90
"Maintenance for Linux" on page 92

"Using cxf s-r epr obe with RHEL" on page 93
"GRIO on Linux" on page 95

"XVM Failover V2 on Linux" on page 95
"Troubleshooting for Linux" on page 96

"Reporting Linux Problems" on page 98
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CXFS on Linux
This section contains the following information about CXFS on Linux systems:
¢ "Requirements for Linux"
¢ "CXFS Commands on Linux" on page 77
* "Log Files on Linux" on page 77
e "CXFS Mount Scripts on Linux" on page 78
¢ '"Limitations and Considerations for Linux" on page 78

® "Access Control Lists and Linux" on page 79

Requirements for Linux

In addition to the items listed in "Requirements" on page 8, using a Linux node to
support CXFS requires the following:

* One of the following operating systems (see the release notes for the supported
kernels, update levels, and service pack levels):

— Red Hat Enterprise Linux 4 update 5 (RHEL4 U5) for x86_64/ia64

— RHELS for x86_64/ia64

— SUSE Linux Enterprise Server 10 Service Pack 1 (SLES 10 SP1) for x86_64/ia64
* A choice of at least one Fibre Channel host bus adapter (HBA):

- QLogic QLA2200, QLA2200F, QLA2310, QLA2342, QLA2344

— LSI Logic LS17202XP-LC, LS17402XP-LC, LS17104XP-LC, LS17204XP-LC,
LS17404XP-LC

Note: The LSI HBA requires the 01030600 firmware or newer.

* A CPU of the following class:
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— x86_64 architecture, such as:
¢ AMD Opteron
¢ Intel Xeon EM64T
— ia64 architecture, such as Intel Itanium 2
The machine must have at least the following minimum requirements:
- 256 MB of RAM memory
— Two Ethernet 100baseT interfaces
— One empty PCI slot (to receive the HBA)

For the latest information, see the CXFS Linux release notes.

CXFS Commands on Linux

Log Files on Linux
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The following commands are shipped as part of the CXFS Linux package:

/usr/cluster/bin/cxfs-config
/fusr/cluster/bin/cxfs client
fusr/cluster/bin/cxfs_info

[ usr/cluster/bin/cxfscp

[ usr/cl uster/bin/cxfsdunp
/usr/sbin/grioadmn
/usr/sbin/grioqos

/ sbin/xvm

The cxfs_cl i ent and xvmcommands are needed to include a client-only node in a
CXFS cluster. The cxf s_i nf o command reports the current status of this node in the
CXFS cluster.

The r pmoutput lists all software added; see "Linux Installation Procedure" on page 87.

For more information, see the man pages.

The cxfs_cl i ent command creates a / var/| og/ cxfs_client log file. This file is
rotated by default.
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The Linux platform uses the | ogr ot at e system utility to rotate the CXFS logs (as
opposed to other multiOS platforms, which use the - z option to cxfs_cl i ent):

e The/etc/logrotate. conf file specifies how often system logs are rotated

e The/etc/logrotate.d/ cxfs_client file specifies the manner in which
cxfs_client logs are rotated

For information about the log files created on server-capable administration nodes,
see the CXFS Administration Guide for SGI InfiniteStorage.

CXFS Mount Scripts on Linux

Linux supports the CXFS mount scripts. See "CXFS Mount Scripts" on page 7 and the
CXFS Administration Guide for SGI InfiniteStorage.

For RHEL nodes, you must define a group of environment variables in the
/etc/cluster/config/cxfs_client.options file in order for cxf s-reprobe
to appropriately probe all of the targets on the SCSI bus. For more information, see
"Using cxf s-reprobe with RHEL" on page 93.

Limitations and Considerations for Linux

78

Note the following:

¢ By default, DMAPI is turned off on SLES 10 systems. If you want to mount
filesystems on a SLES 10 client-only node with the dmi mount option, you must
ensure that the DMAPI _PROBE system tunable parameter on the node is set to yes
in the / et c/ sysconfi g/ sysct| file. Changes to the file will processed on the
next reboot. After setting that system configuration file, you can immediately
enable DMAPI by executing the following:

sysctl -w fs.xfs. probe_dmapi =1

¢ Although it is possible to mount other filesystems on top of a Linux CXFS
filesystem, this is not recommended.

* Due to Linux kernel limitations, CXFS filesystems cannot be mounted with the
i node64 mount option. For more information, see Appendix C, "Mount Options
Support" on page 293.

¢ CXFS filesystems with XFS version 1 directory format cannot be mounted on
Linux nodes.
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¢ By default, the Linux kernel will only scan LUN 0 of a SCSI device. This can be
altered by adding max_scsi _| uns=N to the kernel boot arguments, where N is
the number of LUNs that should be scanned. If not all devices on the fabric are
found, this may resolve the issue.

* The implementation of file creates using O_EXCL is not complete. Multiple
applications running on the same node using O_EXCL creates as a synchronization
mechanism will see the expected behavior (only one of the creates will succeed).
However, applications running between nodes may not get the O_EXCL behavior
they requested (creates of the same file from two or more separate nodes may all
succeed).

* The Fibre Channel HBA driver must be loaded before CXFS services are started.
The HBA driver could be loaded early in the initialization scripts or be added to
the initial RAM disk for the kernel. See the ki ni t r d man page for more
information.

¢ RHEL4 x86_64 nodes have a severely limited kernel stack size. To use CXFS on
these nodes requires the following to avoid a stack overflow panic:

—  You must fully disable SELinux on x86_64 RHEL4 client nodes (you cannot
simply set it to per m ssi ve mode). See the Red Hat SELinux Guide for
instructions:

http:/ /www.redhat.com/docs/manuals/enterprise/RHEL-4-Manual/selinux-
guide/

Note: This caveat does not apply to RHEL4 nodes with ia64 architectures.

See also Appendix B, "Filesystem and Logical Unit Specifications" on page 289.

Access Control Lists and Linux

All CXFS files have UNIX mode bits (read, write, and execute) and optionally an
access control list (ACL). For more information, see the chnod and set f acl man

pages.
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HBA Installation for Linux

This section provides an overview of the Fibre Channel host bus adapter (HBA)
installation information for Linux nodes.

The installation may be performed by you or by a qualified service representative for
your hardware. See the Linux operating system documentation and the
documentation for your hardware platform.

The driver requirements are as follows:

LSI Logic card: the drivers are supplied with the Linux kernel. The module name
is mpt scsi h. The LSI'| si util command displays the number of LSI HBAs
installed, the model numbers, and firmware versions.

QLogic card: the drivers are supplied with the Linux kernel.

You must ensure that the HBA driver is loaded prior to CXFS initialization by
building the module into the initial RAM disk automatically or manually. For
example, using the QLogic card and the gl a2200 driver:

Automatic method: For RHEL, add a new line such as the following to the
/ et ¢/ nodpr obe. conf file:

al i as scsi_hostadapterl gl a2200

For SLES, add the driver name to the | Nl TRD_MODULES variable in the
/ etc/ sysconfi g/ kernel file. After adding the HBA driver into
I NI TRD_MODULES, you must rebuild i ni t rd with nki ni trd.

Note: If the host adapter is installed in the box when the operating system is
installed, this may not be necessary. Or hardware may be detected at boot time.

When the new kernel is installed, the driver will be automatically included in the
corresponding i ni t r d image.

Manual method: recreate your i ni trd to include the appropriate HBA driver
module. For more information, see the operating system documentation for the
nki ni trd command.

You should then verify the appropriate i ni t r d information:

80
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¢ If using the GRUB loader, verify that the following line appears in the
/ boot / grub/ grub. conf file:

initrd /initrd-oversion.ing
¢ If using the LILO loader, do the following;:

1. Verify that the following line appears in the appropriate stanza of
/etc/lilo.conf:

/' boot /i nitrd-version. i ny
2. Rerun LILO.

The system must be rebooted (and when using LILO, LILO must be rerun) for the
new i ni trd image to take effect.

Instead of this procedure, you could also modify the / et ¢/ rc. sysi nit script to
load the gl a2200 driver early in the i ni t scri pt sequence.
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Preinstallation Steps for Linux

This section provides an overview of the steps that you will perform on your Linux
nodes prior to installing the CXFS software. It contains the following sections:

* "Adding a Private Network for Linux" on page 82
* "Modifications Required for CXFS Connectivity Diagnostics for Linux" on page 84

* "Verifying the Private and Public Networks for Linux" on page 85

Adding a Private Network for Linux

82

The following procedure provides an overview of the steps required to add a private
network to the Linux system. A private network is required for use with CXFS. See
"Use a Private Network" on page 16.

You may skip some steps, depending upon the starting conditions at your site. For
details about any of these steps, see the Linux operating system documentation.

1. Edit the / et ¢/ host s file so that it contains entries for every node in the cluster
and their private interfaces as well.

The / et ¢/ host s file has the following format, where primary_hostname can be
the simple hostname or the fully qualified domain name:

IP_address primary_hostname aliases

You should be consistent when using fully qualified domain names in the

/ et c/ host s file. If you use fully qualified domain names on a particular node,
then all of the nodes in the cluster should use the fully qualified name of that
node when defining the IP/hostname information for that node in their

/ etc/ host s file.

The decision to use fully qualified domain names is usually a matter of how the
clients (such as NFS) are going to resolve names for their client server programs,
how their default resolution is done, and so on.

Even if you are using the domain name service (DNS) or the network information
service (NIS), you must add every IP address and hostname for the nodes to
/ et c/ host s on all nodes. For example:

190.0. 2.1 serverl. conpany.com serverl
190. 0. 2. 3 stocks
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190.0.3.1 priv-serverl

190. 0. 2. 2 server 2. conpany. com server 2
190. 0. 2. 4 bonds

190.0.3.2 priv-server2

You should then add all of these IP addresses to / et ¢/ host s on the other nodes
in the cluster.

For more information, see the host s and r esol ver man pages.

Note: Exclusive use of NIS or DNS for IP address lookup for the nodes will
reduce availability in situations where the NIS or DNS service becomes unreliable.

For more information, see "Understand Hostname Resolution and Network
Configuration Rules" on page 15.

2. Edit the / et ¢/ nsswi t ch. conf file so that local files are accessed before either
NIS or DNS. That is, the hosts line in / et ¢/ nsswi t ch. conf mustlistfil es
first. For example:

host s: files nis dns
(The order of ni s and dns is not significant to CXFS, but f i | es must be first.)

3. Configure your private interface according to the instructions in the Network
Configuration section of your Linux distribution manual. To verify that the
private interface is operational, issue the following command:

linux# ifconfig -a

et hO

ethl

Li nk encap: Et hernet HwAaddr 00: 50: 81: A4: 75: 6A

inet addr:192.168.1.1 Bcast:192.168.1.255 Mask: 255.255.255.0
UP BROADCAST RUNNI NG MULTI CAST MTU: 1500 Metric:1

RX packets: 13782788 errors: 0 dropped: 0 overruns: 0 frane: 0

TX packets: 60846 errors: 0 dropped: 0 overruns: 0 carrier:0

col I'i sions: 0 txqueuel en: 100

RX byt es: 826016878 (787.7 Md) TX bytes: 5745933 (5.4 M)
Interrupt: 19 Base address: 0xb880 Menory: f eOf e000- f eOf e038

Li nk encap: Et hernet HwAddr 00: 81: 8A: 10: 5C: 34
inet addr:10.0.0.10 Bcast:10.0.0.255 Mask: 255. 255. 255.0
UP BROADCAST MULTI CAST MIU: 1500 Metric:1
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RX packets: 0 errors:0 dropped: 0 overruns:0 frane: 0

TX packets: 0 errors: 0 dropped: 0 overruns:0 carrier:0

col I'i sions: 0 txqueuel en: 100

RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)

Interrupt: 19 Base address: Oxef 00 Menory: f ebf dO0O- f ebf d0O38

Li nk encap: Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

UP LOOPBACK RUNNI NG MrU: 16436 Metric:1

RX packets: 162 errors: 0 dropped: 0 overruns: 0 frame: 0
TX packets: 162 errors: 0 dropped: O overruns:0 carrier:0
col l'isions: 0 txqueuel en: 0

RX bytes: 11692 (11.4 Kb) TX bytes: 11692 (11.4 Kb)

This example shows that two ethernet interfaces, et hO and et h1, are present and
running (as indicated by UP in the third line of each interface description.

If the second network does not appear, it may be that a network interface card
must be installed in order to provide a second network, or it may be that the

network is not yet initialized.

Modifications Required for CXFS Connectivity Diagnostics for Linux

84

In order to test node connectivity by using the GUI, the r oot user on the node
running the CXFS diagnostics must be able to access a remote shell using the r sh
command (as r oot ) on all other nodes in the cluster. (This test is not required when
using cxf s_admi n because it verifies the connectivity of each node as it is added to

the cluster.)

There are several ways of accomplishing this, depending on the existing settings in
the pluggable authentication modules (PAMs) and other security configuration files.

Following is one possible method that works with default settings. Do the following

on all nodes in the cluster:

1. Install the r sh- server RPM.

2. Enable r sh.

3. Restart xi nt ed.

4. Add rsh tothe/etc/securetty file.
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5. Add the hostname of the node from which you will be running the diagnostics
into the / root /. r host s file. Make sure that the mode of the . r host s file is set
to 600 (read and write access for the owner only).

After you have completed running the connectivity tests, you may wish to disable
r sh on all cluster nodes.

For more information, see the Linux operating system documentation about PAM and
the host s. equi v man page.

Verifying the Private and Public Networks for Linux

For each private network on each Linux node in the pool, verify access with the pi ng
command. Enter the following, where nodelPaddress is the IP address of the node:

pi ng nodelPaddress
For example:

l'i nux# ping 10.0.0.1

PING 10.0.0.1 (10.0.0.1) from 128.162.240. 141 : 56(84) bytes of data.
64 bytes from 10.0.0.1: icnp_seq=1 ttl=64 tinme=0.310 ns

64 bytes from 10.0.0.1: icnp_seq=2 ttl=64 tinme=0.122 ns

64 bytes from 10.0.0.1: icnp_seq=3 ttl=64 tinme=0.127 ns

Also execute a pi ng on the public networks. If pi ng fails, repeat the following
procedure on each node:

1. Verify that the network interface was configured up using i f confi g. For
example:

linux# ifconfig ethl
ethl Li nk encap: Et hernet HwAddr 00: 81: 8A: 10: 5C: 34
inet addr:10.0.0.10 Bcast:10.0.0.255 Mask: 255.255.255.0
UP BROADCAST MULTI CAST MIU: 1500 Metric:1
RX packets:0 errors:0 dropped: 0 overruns: 0 frane: 0
TX packets: 0 errors: 0 dropped: 0 overruns:0 carrier:0
col I'i sions: 0 txqueuel en: 100
RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)
Interrupt: 19 Base address: Oxef 00 Menory: f ebf dO0O- f ebf d0O38

In the third output line above, UP indicates that the interface was configured up.

2. Verify that the cables are correctly seated.
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Client Software Installation for Linux

The CXFS software will be initially installed and configured by SGI personnel. This
section provides an overview of those procedures. You can use the information in this
section to verify the installation.

Table 5-1 and Table 5-2 provide examples of the differences in package extensions
among the various processor classes supported by CXFS.

Note: The kernel package extensions vary by architecture. Ensure that you install the
appropriate package for your processor architecture.

Table 5-1 RHEL Processor and Package Extension Examples

User Package Architecture Kernel Package Architecture
Class Example Processors Extension Extension
x86_64 AMD Opteron . x86_64. rpm . x86_64. rpm
Intel Xeon EM64T . X86_64.rpm . X86_64.rpm
ia64 Intel Itanium 2 .iabd.rpm .iab4d.rpm

Table 5-2 SLES Processor and Package Extension Examples

Class Example Processors User and Kernel Package Architecture Extension
x86_64 AMD Opteron . X86_64.rpm

EM64T . X86_64.rpm
ia64 Intel Itanium 2 .ia64.rpm
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Linux Installation Procedure

Note: Specific packages listed here are examples and may not match the released
product.

Installing the CXFS client software for Linux requires approximately 50-200 MB of
space, depending upon the packages installed at your site.

To install the required software on a Linux node, SGI personnel will do the following:

1.

Read the SGI InfiniteStorage Software Platform release notes, CXFS general release
notes, and CXFS Linux release notes in the / docs directory on the ISSP DVD and
any late-breaking caveats on Supportfolio.

Verify that the node is running a supported Linux distribution, according to the
CXFS for Linux release notes. See the Red Hat / et ¢/ r edhat - r el ease or SLES
/ et c/ SUSE-r el ease files.

Transfer the client software that was downloaded onto a server-capable
administration node during its installation procedure using ft p, r cp, or scp.
The location of the tarball on the server will be as follows:

Jusr/cluster/client-dist/CXFS_VERSION/Iinux/ LINUX_VERSION/ ARCHITECTURE/ cxfs-client.tar.gz

For example, for SLES 10 SP 1 running on an x86_64 architecture machine:

/usr/cluster/client-dist/5.0.0.3/1inux/slesl0spl/x8664/cxfs-client.tar.gz
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4.

Disassemble the downloaded tarball:
l'inux# tar -zxvf tarball
Install the CXFS software:
e For RHEL:
- Including GRIOv2:
rhel# rpm-Uvh *.rpm
—  Without GRIOv2:

rhel # rpm -Uvh cxfs*rpm kernel *rpm sgi *r pm
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e For SLES:
- Including GRIOv2:
sl es# rpm-UWh *.rpm
—  Without GRIOv2:
sl es# rpm -Uvh cxfs*rpm sgi *rpm

6. Edit the /et c/cluster/config/cxfs_client.options file as necessary. See
the "Maintenance for Linux" on page 92 and the cxf s_cl i ent (IM) man page.

7. Reboot the system with the newly installed kernel:

|'i nux# reboot

Verifying the Linux Installation

Use the uname -r command to ensure the kernel installed above is running.

To verify that the CXFS software has been installed properly, use the r pm - qa
command to display all of the installed packages. You can filter the output by
searching for particular package name.

I/O Fencing for Linux

88

I/0 fencing is required on Linux nodes in order to protect data integrity of the
filesystems in the cluster. The cxfs_cl i ent software automatically detects the
world wide port names (WWPNSs) of any supported host bus adapters (HBAs) for
Linux nodes that are connected to a switch that is configured in the cluster database.
These HBAs are available for fencing.

However, if no WWPNSs are detected, there will be messages about loading the
HBA/SNIA library logged to the / var /1 og/ cxfs_cli ent file.

If no WWPN s are detected, you can manually specify the WWPNs in the fencing file.

Note: This method does not work if the WWPNs are partially discovered.

The / et c/ f enci ng. conf file enumerates the WWPNSs for all of the HBAs that will
be used to mount a CXFS filesystem. There must be a line for each HBA WWPN as a
64-bit hexadecimal number.
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Note: The WWPN is that of the HBA itself, not any of the devices that are visible to
that HBA in the fabric.

If used, / et ¢/ f enci ng. conf must contain a simple list of WWPNSs, one per line.
You must update it whenever the HBA configuration changes, including the
replacement of an HBA.

Do the following;:

1. Set up the switch and HBA. See the release notes for supported hardware.

2. Determine the HBA WWPN: Follow the Fibre Channel cable on the back of the
node to determine the port to which it is connected in the switch. Ports are
numbered beginning with 0. (For example, if there are 8 ports, they will be
numbered 0 through 7.)

3. Use the t el net command to connect to the switch and log in as user admi n.
(On Brocade switches, the password is passwor d by default).

4. Execute the swi t chshow command to display the switches and their WWPN

numbers.

For example:

br ocade04: adm n> swi t chshow

swi t chNane:

swi t chType:
switchState:
swi t chRol e:
swi t chDomai n:
swi t chl d:

swi t chWwn:
swi t chBeacon:
port 0O: sw
port 1: cu
port 2: cu
port 3: sw
port 4: cu
port 5: cu
port 6: sw
port 7: sw
port 8: sw

br ocade04

2.4

Ol ine

Princi pal

6

fffc06

10: 00: 00: 60: 69: 12: 11: 9e

OFF
Ol ine F-Port 20:00: 00: 01: 73: 00: 2c: Ob
Ol ine F-Port 21:00: 00: e0: 8b: 02: 36: 49
Ol ine F-Port 21:00:00: e0: 8b: 02: 12: 49
Ol ine F-Port 20:00: 00: 01: 73: 00: 2d: 3e
Ol ine F-Port 21:00: 00: e0: 8b: 02: 18: 96
Ol ine F-Port 21:00: 00: e0: 8b: 00: 90: 8e
Ol ine F-Port 20:00:00: 01: 73: 00: 3b: 5f
Ol ine F-Port 20:00:00:01: 73: 00: 33: 76
Ol ine F-Port 21:00:00: e0: 8b: 01: d2: 57
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port
port
port
port
port
port
port

9:
10:
11:
12:
13:
14.
15:

SW
SW
SW
SW
SW
SW
cu

Ol ine
Ol ine
Ol ine
Ol ine
Ol ine
No_Li ght
Ol ine

F- Port
F- Port
F- Port
F- Port
L- Port

F- Port

21: 00: 00:
20: 08: 00:
20: Oa: 00:
20: Oc: 00:

1 public

e0: 8b: 01
a0: b8: Oc
a0: b8: Oc
a0: b8: Oc

1 0c: 57
:13:¢9
. 04: ba
1 24:76

21: 00: 00: e0: 8b: 00: 42: d8

The WWPN is the hexadecimal string to the right of the port number. For
example, the WWPN for port 0 is 2000000173002¢c0b (you must remove the
colons from the WWPN reported in the swi t chshow output to produce the
string to be used in the fencing file).

5. Edit or create / et ¢/ f enci ng. conf and add the WWPN for the port determined

in step 2. (Comment lines begin with #.)

For dual-ported HBAs, you must include the WWPNSs of any ports that are used
to access cluster disks. This may result in multiple WWPNs per HBA in the file;
the numbers will probably differ by a single digit.

For example, if you determined that port 0 is the port connected to the switch,
your fencing file should contain the following:

# WAWPN of the HBA installed on this system

#

2000000173002c0b

6. To configure fencing, see the CXFS Administration Guide for SGI InfiniteStorage.

Start/Stop cxfs_client for Linux

90

The cxfs_cl i ent service will be invoked automatically during normal system
startup and shutdown procedures. This script starts and stops the cxfs_cl i ent

daemon.

To start up cxfs_cl i ent manually, enter the following;:

li nux# service cxfs client start
Loadi ng cxfs nodul es:

Mounti ng devfs fil esystens:

Starting cxfs client:
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To stop cxfs_cli ent manually, enter the following:

li nux# service cxfs_client stop
St oppi ng cxfs client: [ &K ]

To stop and then start cxfs_cl i ent manually, enter the following:

li nux# service cxfs client restart
St oppi ng cxfs client: [ &K ]

To see the current status, use the st at us argument. For example:

li nux# service cxfs _client status
cxfs_client status [tinestanp Apr 20 14:54:30 / generation 4364]

CXFS client:
state: stable (5), cms: up, xvm up, fs: up
Cluster:
conni es_cluster (707) - enabled
Local :
ceara (7) - enabled
Nodes:
ai den enabl ed up 12
brenna enabled DOM 10
brigid enabl ed up 11
ceara enabl ed up 7
chili enabl ed up 4
cxf si bnR enabl ed up 9
cxf ssun4d enabl ed up 5
daghada enabl ed up 8
flynn enabl ed up 2
gaeth enabl ed up 0
m nnesota enabled up 6
rowan enabl ed up 3
rylie enabl ed up 1
Fi | esystens:
concatfs enabl ed rmounted concatfs /concatfs
stripefs enabl ed rmounted stripefs /stripefs
t p9300_stri pefs enabled forced mounted t p9300_stri pefs /tp9300_stri pefs

cxfs_client is running.
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For example, if cxfs_cl i ent is stopped:

li nux# service cxfs client status
cxfs_client is stopped

Maintenance for Linux

This section contains information about maintenance procedures for CXFS on Linux.

Modifying the CXFS Software for Linux

A\

You can modify the behavior of the CXFS client daemon (cxf s_cl i ent ) by placing
options in the / et c/ cl ust er/ confi g/ cxfs_client. options file. The available
options are documented in the cxfs_cl i ent man page.

Caution: Some of the options are intended to be used internally by SGI only for
testing purposes and do not represent supported configurations. Consult your SGI
service representative before making any changes.

To see if cxf s_cl i ent is using the options in cxfs_cl i ent. opti ons, enter the
following:

linux# ps -ax | grep cxfs_client
3612 ? S 0:00 /usr/cluster/bin/cxfs client -i cxfs3-5
3841 pts/O0 S 0: 00 grep cxfs_client

Recognizing Storage Changes for Linux

92

The following script is run by cxfs_cl i ent when it reprobes the Fibre Channel
controllers upon joining or rejoining membership:

/var/cluster/cxfs_client-scripts/cxfs-reprobe

For RHEL nodes, you must define a group of environment variables in the
/etc/cluster/config/cxfs_client.options file in order for cxf s-reprobe
to appropriately probe all of the targets on the SCSI bus. For more information, see
"Using cxf s-reprobe with RHEL" on page 93.
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On Linux nodes, the cxf s- enuner at e- wns script enumerates the world wide
names (WWNs) on the host that are known to CXFS. See "CXFS Mount Scripts" on

page 7.

Using cxfs-reprobe with RHEL

When cxfs_client needs to rescan disk buses, it executes the
/var/cluster/cxfs_client-scripts/cxfs-reprobe script. This requires the
use of parameters in RHEL due to limitations in the SCSI layer. You can export these
parameters from the / et ¢/ cl uster/ confi g/ cxfs_client. options file.

The script detects the presence of the SCSI and/or XSCSI layers on the system and
defaults to probing whichever layers are detected. You can override this decision by
setting CXFS_PROBE_SCSI (for Linux SCSI) or CXFS_PROBE_XSCSI (for Linux
XSCSI) to either O (to disable the probe) or 1 (to force the probe).

When an XSCSI scan is performed, all buses are scanned by default. You can override
this by specifying a space-separated list of buses in CXFS_PROBE_XSCSI _BUSES. (If
you include space, you must enclose the list within single quotation marks.) For
example:

export CXFS_PROBE_XSCSI| _BUSES='/dev/ xscsi/ pci 01. 03. 0- 1/ bus /dev/ xscsi/ pci 02. 01. 0- 2/ bus’
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When a SCSI scan is performed, a fixed range of buses/channels/IDs and LUNs are
scanned; these ranges may need to be changed to ensure that all devices are found.
The ranges can also be reduced to increase scanning speed if a smaller space is
sufficient.

The following summarizes the environment variables (separate multiple values by
white space and enclose withing single quotation marks):

CXFS_PROBE_SCsSI =011

Stops (0) or forces (1) a SCSI probe. Default: 1 if SCSI
CXFS_PROBE_SCSI| _ BUSES=BusList

Scans the buses listed. Default: 0 1 2
CXFS_PROBE_SCS| _CHANNEL S=ChannelList

Scans the channels listed. Default: O
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CXFS_PROBE_SCS| _| DS=IDList

Scans the IDS listed. Default: 0 1 2 3
CXFS_PROBE_SCSI| _LUNS=LunlList

Scans the LUNSs listed. Default: 0 1 2 3 4 5 6 7 8 9 10 11 12
13 14 15

CXFS_PROBE_XSCSI =011
Stops (1) or forces (1) an XSCSI probe. Default: 1 if XSCSI
CXFS_PROBE_XSCSI _BUSES=BusList

Scans the buses listed. Default: all XSCSI buses
For example, the following would only scan the first two SCSI buses:
export CXFS_PROBE_SCSI _BUSES='0 1’

The following would scan 16 LUNs on each bus, channel, and ID combination (all on
one line):

export CXFS_PROBE SCSI _LUNS="0 1 2 34567 89 10 11 12 13 14 15

Other options within the / et ¢/ cl ust er/ confi g/ cxfs_client. options file
begin with a - character. Following is an example cxfs_cli ent. opti ons file:

# Exanple cxfs_client.options file

#

-Dnormal -serror

export CXFS_PROBE_SCSI _BUSSES=1

export CXFS_PROBE_SCSI _LUNS="0 12 3456 789 10 11 12 13 14 15 16 17 18 19 20’

Note: The - character or the term export must start in the first position of each line
in the cxfs_cl i ent. opti ons file; otherwise, they are ignored by the
cxfs_client service.
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GRIO on Linux

CXFS supports guaranteed-rate I/O (GRIO) version 2 on the Linux platform.
However, GRIO is disabled by default on Linux. To enable GRIO, change the
following line in / et ¢/ cl ust er/ confi g/ cxfs_client. opti ons from:

export GRlI O2=of f
to:
export GRI O2=o0n

Application bandwidth reservations must be explicitly released by the application
before exit. If the application terminates unexpectedly or is killed, its bandwidth
reservations are not automatically released and will cause a bandwidth leak. If this
happens, the lost bandwidth could be recovered by rebooting the client node.

A Linux client can mount a GRIO-managed filesystem and supports application- and
node-level reservations. A Linux client will interoperate with the dynamic bandwidth
allocator for all I/O outside of any reservation.

For more information, see "Guaranteed-Rate I/O (GRIO) and CXFS" on page 10 and
the Guaranteed-Rate I/O Version 2 Guide.

XVM Failover V2 on Linux

Following is an example of the / et ¢/ f ai | over 2. conf file on a Linux system:

/ dev/ di sk/ by- pat h/ pci - 0000: 06: 02. 1- f c- 0x200800a0b8184c8e: 0x0000000000000000 affinity=0 preferred
/ dev/ di sk/ by- pat h/ pci - 0000: 06: 02. 1- f c- 0x200900a0b8184c8d: 0x0000000000000000 affinity=1

For more information, see:

e The comments in the / et ¢/ f ai | over 2. conf. exanpl e file
¢ "XVM Failover and CXFS" on page 11

* CXFS Administration Guide for SGI InfiniteStorage

*  XVM Volume Manager Administrator’s Guide
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Troubleshooting for Linux

This section discusses the following:

"Device Filesystem Enabled for Linux" on page 96

* '"The cxfs_client Daemon is Not Started on Linux" on page 96
¢ 'Filesystems Do Not Mount on Linux" on page 96

¢ "Large Log Files on Linux" on page 98

e "xfs of f Output from chkconfi g" on page 98

For general troubleshooting information, see Chapter 11, "General Troubleshooting"
on page 271 and Appendix D, "Error Messages" on page 297.

Device Filesystem Enabled for Linux

The kernels provided for the Linux client have the Device File System (devf s)
enabled. This can cause problems with locating system devices in some
circumstances. See the devf s FAQ at the following location:

http:/ /www.atnf.csiro.au/people/rgooch/linux/docs/devfs.html

The cxfs_client Daemon is Not Started on Linux

Confirm that the cxf s_cl i ent is not running. The following command would list
the cxfs_cl i ent process if it were running:

linux# ps -ax | grep cxfs_client
Check the cxfs_client log file for errors.

Restart cxfs_cl i ent as described in "Start/Stop cxfs_cl i ent for Linux" on page
90 and watch the cxfs_cl i ent log file for errors.

Filesystems Do Not Mount on Linux

If cxf s_i nf o reports that cns is up but XVM or the filesystem is in another state,
then one or more mounts is still in the process of mounting or has failed to mount.

The CXFS node might not mount filesystems for the following reasons:
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The client may not be able to see all of the LUNs. This is usually caused by
misconfiguration of the HBA or the SAN fabric:

— Check that the ports on the Fibre Channel switch connected to the HBA are
active. Physically look at the switch to confirm the light next to the port is
green, or remotely check by using the swi t chShow command.

— Check that the HBA configuration is correct.
— Check that the HBA can see all the LUNs for the filesystems it is mounting.
— Check that the operating system kernel can see all the LUN devices.

— If the RAID device has more than one LUN mapped to different controllers,
ensure the node has a Fibre Channel path to all relevant controllers.

The cxfs_cl i ent daemon may not be running. See "The cxfs_cl i ent Daemon
is Not Started on Linux" on page 96.

The filesystem may have an unsupported mount option. Check the
cxfs_client. | og for mount option errors or any other errors that are reported
when attempting to mount the filesystem.

The cluster membership (cns), XVM, or the filesystems may not be up on the node.
Execute the / usr/ cl ust er/ bi n/ cxf s_i nf o command to determine the current
state of cns, XVM, and the filesystems. If the node is not up for each of these,
then check the / var/ | og/ cxfs_client log to see what actions have failed.

Do the following:
— If cns is not up, check the following:

¢ Is the node is configured on the server-capable administration node with
the correct hostname?

¢ Has the node been added to the cluster and enabled? See "Verifying the
Cluster Status" on page 262.

— If XVM is not up, check that the HBA is active and can see the LUNS.

— If the filesystem is not up, check that one or more filesystems are configured to
be mounted on this node and check the / var /| og/ cxfs_cl i ent file for
mount errors.
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Large Log Files on Linux

The / var /1 og/ cxfs_client log file may become quite large over a period of time
if the verbosity level is increased.

See the cxfs_client. opti ons man page and "Log Files on Linux" on page 77.

xfs of f Output from chkconfig

The following output from chkconfi g --1i st refers to the X Font Server, not the
XFS filesystem, and has no association with CXFS:

xfs O:of f 1:off 2:0ff 3:off 4:off 5:off 6:0ff

Reporting Linux Problems

When reporting a problem about a Linux node to SGI, you should retain the
following information:

¢ The kernel you are running;:
I'i nux# unane -a
* The CXFS packages you are running:

linux# rpm-q cxfs_client cxfs_utils cxfs-xvmcnds \
sgi - cxf s- knp- kernelvariant- kernelrelease- version

* The numbers and types of the processors on your machine:
I'i nux# cat /proc/cpuinfo

* The hardware installed on your machine:
i nux# | spci

e Number of LSI HBAs installed, the model numbers, and firmware versions:
I'i nux# | siutil

¢ Modules that are loaded on your machine:

l'i nux# | smod
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The / var /1 og/ cxfs_client log file

Any messages that appeared in the system logs immediately before the system
exhibited the problem.

Output about the cluster obtained from the cxf sdunp utility run on a
server-capable administration node. The cxf sdunp command transfers all of the
information back to the node where the command was issued. When run in local
mode on a Linux node, it stores information in

/var/ cl ust er/ cxf sdunp- dat a/ nodename. t ar . gz.

After a system kernel panic, the debugger information from the kdb built-in
kernel debugger.

Caution: When the system enters the debugger after a panic, it will render the
system unresponsive until the user exits from the debugger. Also, if kdb is
entered while the system is in graphical (X) mode, the debugger prompt cannot be
seen. For these reasons, kdb is turned off by default.

You can temporarily enable kdb by entering the following;:
l'i nux# echo 1 > /proc/sys/kernel/kdb

To enable kdb at every boot, place the following entry in the / et ¢/ sysct| . conf
file:

# Turn on KDB
kernel . kdb = 1

For more information, see the sysct| man page.

When kdb is enabled, a system panic will cause the debugger to be invoked and
the keyboard LEDs will blink. The kdb prompt will display basic information. To
obtain a stack trace, enter the bt command at the kdb prompt:

kdb> bt

To get a list of current processes, enter the following;:

kdb> ps

To backtrace a particular process, enter the following, where PID is the process ID:

kdb> btp PID
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To exit the debugger, enter the following;:
kdb> go

If the system will be run in graphical mode with kdb enabled, SGI highly
recommends that you use kdb on a serial console so that the kdb prompt can be
seen.
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Chapter 6

Mac OS X Platform

CXFS supports a client-only node running the Mac OS X operating system. This
chapter contains the following sections:

* "CXFS on Mac OS X" on page 101

e "HBA Installation for Mac OS X" on page 115

* 'Preinstallation Steps for Mac OS X" on page 117

* "Client Software Installation for Mac OS X" on page 120
¢ "I/O Fencing for Mac OS X" on page 121

e "Start/Stop cxfs_client for Mac OS X" on page 124
¢ "Maintenance for Mac OS X" on page 124

¢ "GRIO on Mac OS X" on page 125

¢ "XVM Failover V2 on Mac OS X" on page 126

* "Troubleshooting for Mac OS X" on page 126

* '"Reporting Mac OS X Problems" on page 127

CXFS on Mac OS X

This section contains the following information about CXFS on Mac OS X:

* '"Requirements for Mac OS X" on page 102

e "CXFS Commands on Mac OS X" on page 102

* "Log Files on Mac OS X" on page 103

* '"Limitations and Considerations on Mac OS X" on page 104

* '"Limitations and Considerations on Mac OS X Leopard Only" on page 104
¢ "Configuring Hostnames on Mac OS X" on page 104

¢ "Mapping User and Group Identifiers for Mac OS X" on page 105
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® "Access Control Lists and Mac OS X" on page 107

Requirements for Mac OS X

In addition to the items listed in "Requirements" on page 8, using a Mac OS X node to
support CXFS requires the following:

* Mac OS X Tiger (10.4.8 or later)
* Mac OS X Leopard (10. 5)

¢ One of the following single- or multi-processor Apple Computer hardware
platforms:

Mac Pro
Power Mac G4
Power Mac G5
Xserve

Xserve G4
Xserve G5

* Apple Fibre Channel PCI and PCI-X host bus adapter (HBA) or Apple PCI Express
HBA

For the latest information, see the CXFS Mac OS X release notes.

CXFS Commands on Mac OS X
The following commands are shipped as part of the CXFS Mac OS X package:

[ usr/cl uster/bin/autopsy
/fusr/cluster/bin/cxfs client
fusr/cluster/bin/cxfs_info

[ usr/cl uster/bin/cxfsdunp
/usr/cluster/bin/fabric_dunmp
fusr/cluster/bin/install-cxfs
fusr/cluster/bin/uninstall-cxfs
/Library/Startupltenms/cxfs/cxfs
/usr/sbin/grioadmn

[ usr/sbin/grioqos

/usr/cl uster/bin/xvm
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If a Mac OS X node panics, the OS will write details of the panic to

/ Li brary/ Logs/ pani c. | og. Running aut opsy parses this file and adds symbolic
backtraces where possible to make it easier to determine the cause of the panic. The
aut opsy script is automatically run as part of the cxf sdunp script, so the
recommended steps for gathering data from a problematic node are still the same.
Run aut opsy with the - man option to display the man page.

To display details of all visible devices on the Fibre Channel fabric, run the

fabri c_dunp script. The output is useful for diagnosing issues related to mount
problems due to missing LUNs. Run f abri ¢_dunp with the - man option to display
the man page.

The cxfs_cl i ent and xvmcommands are needed to include a client-only node in a
CXFS cluster. The cxf s_i nf o command reports the current status of this node in the
CXFS cluster.

The installation package uses i nst al | - cxf s to install or update all of the CXFS
files. You can use the uni nst al | - cxf s command to uninstall all CXFS files;
uninstall is not an installation package option.

The / Li brary/ St art upl t ens/ cxf s/ cxf s command is run by the operating
system to start and stop CXFS on the Mac OS X node.

For more information on these commands, see the man pages. For additional
information about the GRIO commands, see "Guaranteed-Rate I/O (GRIO) and CXFS"
on page 10 and "GRIO on Mac OS X" on page 125.

Log Files on Mac OS X
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The cxfs_cl i ent command creates a / var/| og/ cxfs_client log file. To rotate
this log file, use the - z option in the / usr/ cl ust er/ bi n/ cxfs_client.options
file; see the cxf s_cl i ent man page for details.

The CXFS installation process (i nst al | - cxfs and uni nst al | - cxf s) appends to
/var/1log/cxfs_inst.|og.

For information about the log files created on server-capable administration nodes,
see the CXFS Administration Guide for SGI InfiniteStorage.

Also see the Mac OS X /var/ | og/ syst em | og file.
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Limitations and Considerations on Mac OS X

CXEFS for Mac OS X has the following limitations and considerations for both Leopard
and Tiger:

* Mac OS X is unable to safely memory-map a file on a filesystem whose block size
is greater than 4 KB. This is a due to a bug in the Darwin kernel that may be fixed
by Apple in a future OS update.

e XVM volume names are limited to 31 characters and subvolumes are limited to 26
characters. For more information about XVM, see XVM Volume Manager
Administrator’s Guide.

* Mac OS X does not support the CXFS mount scripts.

¢ Using RDAC mode will output numerous error messages. RDAC mode does not
permit XVM path failover. SGI supports SG@ AVT mode for XVM failover version
2. For more information, see the information about XVM failover in CXFS
Administration Guide for SGI InfiniteStorage.

See also Appendix B, "Filesystem and Logical Unit Specifications" on page 289.

Limitations and Considerations on Mac OS X Leopard Only
CXEFS for Mac OS X has the following limitations and considerations for Leopard only:

To view drive icons and see CXFS filesystems in the Finder under Leopard, enable
the following:

Finder
> Preferences
> General
> Connected Servers

Configuring Hostnames on Mac OS X

A Mac OS X node may use a combination of methods for obtaining the node’s
hostname, depending on if it is in a NetInfo domain or is standalone.
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Normally, you specify the hostname by using the following menu selection:

System Preferences
> Sharing
> Computer Name

Although the HOSTNAME=- AUTOVATI C- entry does not exist in the

/ et c/ host confi g file, you can specify a hostname by using the HOSTNAVME
parameter in this file. The hostname specified for the machine will have the following
domain by default:

.l ocal

For example, if the hostname was specified as cxf smac1, then you would see the
following when requesting the hostname:

macosx# / bi n/ host nane
cxfsmacl. | ocal

The full hostname including . | ocal is the hostname that the CXFS software will use
to determine its identity in the cluster, not cxf smac1l.

Therefore, you must configure the node as cxf smacl. | ocal or specify the fully
qualified hostname in / et ¢/ host conf i g. For example:

HOSTNAME=cxf smacl. sgi . com

Specifying the hostname in this way may impact some applications, most notably
Bonjour, and should be researched and tested carefully. There are also known issues
with the hostname being reported as | ocal host on some reboots after making such
a change.

SGI recommends that you specify other hosts in the cluster in the Mac OS X node’s
/ et c/ host s file.

Mapping User and Group Identifiers for Mac OS X
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To ensure that the correct access controls are applied to users on Mac OS X nodes
when accessing CXFS filesystems, you must ensure that the user IDs (UIDs) and
group IDs (GIDs) are the same on the Mac OS X node as on all other nodes in the
cluster, particularly any server-capable administration nodes.
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Note: A user does not have to have user accounts on all nodes in the cluster.
However, all access control checks are performed by server-capable administration
nodes, so any server-capable administration nodes must be configured with the
superset of all users in the cluster.

Users can quickly check that their UID and GID settings are correct by using the i d
command on both the Mac OS X node and the server-capable administration node.
For example:

macosx% i d
ui d=1113(fred) gi d=999(users) groups=999(users), 20(staff)

adm n% i d

ui d=1113(fred) gi d=999(users) groups=999(users), 20(staff)

If the UID and/or GID do not match, or if the user is not a member of the same
groups, then the user may unexpectedly fail to access some files.

Making UID, GID, or Group Changes for Tiger

106

To change the user’s UID, GID, or other groups on Tiger requires changes to the
NetInfo domain, whether local or distributed. Do the following:

¢ Run the NetInfo Manager tool:

Applications
> Utilities
> NetInfo Manager

e Select the domain (if not the local domain):

Domain
> Open....

¢ Select the user in question:

users
> username

¢ Modify the ui d, gi d, or group fields as required.
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Note: Changing a user’s primary UID and/or GID will also require modifying all
files owned by the user to the new UID and GID. Ideally, users should be created
with the correct values.

Making UID, GID, or Group Changes for Leopard

Leopard’s Accounts Preference Pane hides a set of advanced options that you can
use to customize user account settings. Do the following:

1. Control-click a name in the Accounts Preference Pane
2. Choose Advanced from the pop-up menu.

3. Select the item you want to change.

Access Control Lists and Mac OS X

All CXFS files have POSIX mode bits (read, write, and execute) and optionally an
access control list (ACL). For more information, see the chnmod and chacl man pages
on a server-capable administration node.

CXFS on Mac OS X supports both enforcement of ACLs and the editing of ACLs from
the Mac OS X node.
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Displaying ACLs

To display ACLs on a Mac OS X node, use the | s -1 command. For example, the +
character after the file permissions indicates that there are ACLs for newfi | e:

macosx# |s -1 newfile
-rwr--r--+ 1 userA ptg 4 Jan 18 09:49 newfile

To list the ACLs in detail, use the - | e options (line breaks shown here for readability):

macosx# |s -le newfile

-rw-wxr--+ 1 userA ptg 4 Jan 18 09:49 newfile

0: user:userA allow read,wite, del ete, append, readattr,witeattr,readextattr,witeextattr,
readsecurity,witesecurity, chown

user:user A deny execute

group: everyone deny read, readattr,readextattr,readsecurity

group: ptg all ow read, execute, readattr,readextattr, readsecurity

group: ptg deny write, del ete, append, witeattr, witeextattr,witesecurity, chown

group: everyone allow read, readattr,readextattr,readsecurity

group: everyone deny wite, execute, del ete, append, witeattr,witeextattr,witesecurity, chown

Comparing POSIX ACLs with Mac OS X ACLs

108

POSIX ACLs (used by SGI ProPack for Linux) are very different from those available
on Mac OS X. Therefore a translation occurs, which places some limitations on what
can be achieved with Mac OS X ACLs. As shown in Table 6-1, POSIX supports only
three types of access permissions; in contrast, Mac OS X supports many variations.
This means that some granularity is lost when converting between the two systems.

Table 6-1 Mac OS X Permissions Compared with POSIX Access Permissions

POSIX Mac OS X
Read Read data, read attributes, read extended attributes, read security
Write Write data, append data, delete, delete child, write attributes, write

extended attributes, write security, add file, add subdirectory, take
ownership, linktarget, check immutable

Execute Execute
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POSIX ACLs and the file permissions have a particular relationship that must be
translated to work with Mac OS X ACLs. For example, the minimum ACL for a file is
user, group, and other, as follows:

adm n# chacl -1 newfile
newfile [u::rw,g::r-x,0::r--]

The ACL (user, group, and other) exactly matches the file permissions. Further, any
changes to the file permissions will be reflected in the ACL, and vice versa. For
example:

adm n# chrod 167 newfile
adm n# chacl -1 newfile
newfile [u::--x,g::rw,o0::rw]

This is slightly complicated by the mask ACL, which if it exists takes the file’s group
permissions instead. For example:

adm n# chacl -1 newfile
newfile [u::rw,g::r-x,0::r--,m:rwx]

With POSIX, it is not possible to have fewer than three ACL entries, which ensures
the rules always match with the file permissions. On Mac OS X, ACLs and file
permissions are treated differently. ACLs are processed first; if there is no matching
rule, the file permissions are used. Further, each entry can either be an al | ow entry
or a deny entry. Given these differences, some restrictions are enforced to allow
translation between these systems. For example, the simplest possible Linux ACL:

adm n# chacl -1 newfile
newfile [u::rw,g::r-x,0::r--]

And the comparative Mac OS X ACL:

macosx# |s -le newfile
-rwr-xr--+ 1 userA ptg 4 Jan 18 09:49 newfile
0: user:userA allow read,wite, del ete, append, readattr,witeattr,readextattr,
witeextattr,readsecurity,witesecurity,chown
user: user A deny execute
group: ptg all ow read, execute, readattr,readextattr, readsecurity
group: ptg deny write, del ete, append, witeattr, witeextattr,witesecurity, chown
group: everyone allow read, readattr,readextattr,readsecurity
group: everyone deny wite, execute, del ete, append, witeattr,witeextattr,witesecurity, chown
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Each POSIX rule is translated into two Mac OS X rules. For example, the following
user rules are equivalent:

e Linux:
u: i rw
e Mac OS X:

0: user:userA allow read,wite, del ete, append, readattr,witeattr,
readextattr,witeextattr, readsecurity,witesecurity, chown
1: user:userA deny execute

However, because the mask rule limits the access that can be assigned to anyone
except the owner, the mask is represented by a single deny rule. For example, the
following are equivalent:

e Linux:

l'i nux# chacl -1 newfile
newfile [u::rw,g::r-x,0::r--,m:-wx]

* Mac OS X:

macosx# |s -le newfile
-rw-wxr--+ 1 userA ptg 4 Jan 18 09:49 newfile
0: user:userA allow read,wite, del ete, append, readattr,witeattr,readextattr,
witeextattr,readsecurity,witesecurity,chown
user: user A deny execute
group: everyone deny read, readattr,readextattr,readsecurity
group: ptg all ow read, execute, readattr,readextattr, readsecurity
group: ptg deny write, del ete, append, witeattr,witeextattr,witesecurity, chown
group: everyone allow read, readattr,readextattr,readsecurity
group: everyone deny wite, execute, del ete, append, witeattr, witeextattr,
writesecurity, chown

The mask rule (m : - wx) is inverted into a simple deny rule (gr oup: ever yone
deny read, readattr, readextattr, readsecurity). If a mask rule exists, it is
always rule number 2 because it applies to everyone except for the file owner.
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Editing ACLs on Mac OS X

To add, remove, or edit an ACL on a file or directory, use the chnmbd command,
which allows you to change only a single rule at a time. However, it is not valid in
POSIX to have a single entry in an ACL. Therefore the basic rules are created based
on the file permissions. For example (line breaks shown here for readability):

macosx# |s -le newfile

S TWE W T W 1 userA ptg O Jan 18 15:40 newfile

macosx# chnod +a "cxfs all ow read, execute" newfile

macosx# |s -le newfile

-rwrwrw+ 1 userA ptg O Jan 18 15:40 newfile

0: user:userA allow read,wite, del ete, append, readattr,witeattr,readextattr,
witeextattr,readsecurity,witesecurity,chown

1: user:userA deny execute

2: group: everyone deny execute

3: wuser:cxfs allow read, execute, readattr, readextattr, readsecurity

4: user:cxfs deny wite, del ete, append, witeattr,witeextattr,witesecurity, chown

5: group:ptg allow read,wite, del ete, append, readattr,witeattr,readextattr,
witeextattr,readsecurity,witesecurity,chown

6: group: ptg deny execute

7: group:everyone allow read,wite,del ete, append, readattr, witeattr,readextattr,

witeextattr,readsecurity,witesecurity,chown
8: group: everyone deny execute

You should only ever add, modify, or remove the al | ow rules. The corresponding
deny rule will be created, modified, or removed as necessary. The mask rule is the
only deny rule that you should specify directly.

For example, to remove a rule by using chrod:

macosx# chnod -a# 3 newfile

macosx# |s -le newfile

-rwrwrw+ 1 userA ptg 0 Jan 18 15:40 newfile

0: user:userA allow read,wite, del ete, append, readattr,witeattr,readextattr,
witeextattr,readsecurity,witesecurity,chown

1: user:userA deny execute

group: everyone deny execute

3: group:ptg allowread,wite, del ete, append, readattr,witeattr,readextattr,
witeextattr,readsecurity,witesecurity,chown

4: group: ptg deny execute

5: group: everyone allow read,wite,del ete, append, readattr,witeattr,readextattr,
witeextattr,readsecurity,witesecurity,chown

N
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6: group: everyone deny execute

7: group:everyone allow read,wite,del ete, append, readattr,witeattr,readextattr,
witeextattr,readsecurity,witesecurity,chown

8: group: everyone deny execute

If you remove rules leaving only the user, group, and other rules, ACLs will be
removed completely. For example:

macosx# chnod -a# 2 newfile
macosx# |s -le newfile
-rwrwrw 1 userA ptg 0 Jan 18 15:40 newfile

Adding rules to an existing ACL is complicated slightly because the ordering required
by CXFS is different from the order used on Mac OS X. You may see the following
error:

macosx# chnod +a "cxfs all ow execute" newfile
chnod: The specified file newfile does not have an ACL in canonical order, please
specify a position with +a# : Invalid argunent

However, because an order will be enforced regardless of where the rule is placed,
insert at any position and the rules will be sorted appropriately. For example:

macosx# chnod +a# 6 "sshd al |l ow execute" newfile

macosx# |s -le newfile

-rwrwrw+ 1 userA ptg O Jan 18 15:40 newfile

0: user:userA allow read,wite, del ete, append, readattr,witeattr,readextattr,witeextattr,

readsecurity,witesecurity, chown

user: user A deny execute

group: everyone deny execute

user:cxfs all ow execute

user: cxfs deny read,wite, del ete, append, readattr,witeattr,readextattr, witeextattr,

readsecurity,witesecurity,chown

user:sshd al | ow execute

6: user:sshd deny read,wite, del ete, append, readattr, witeattr,readextattr,witeextattr,
readsecurity,witesecurity, chown

7: group:ptg allow read,wite, del ete, append, readattr,witeattr,readextattr, witeextattr,
readsecurity,witesecurity, chown

8: group: ptg deny execute

9: group: everyone allow read,wite,del ete, append, readattr, witeattr,readextattr,
witeextattr,readsecurity,witesecurity,chown

10: group: everyone deny execute

a
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You can also edit an existing rule by using chnod. Assuming the above file and
permissions, you could allow the user to read files with the following command:

macosx# chnod =a# 3 "cxfs all ow execute, read" newfile
macosx# |s -le newfile

- T W
0:

10:

rw-rw+ 1 userA ptg O Jan 18 15:40 newfile
user:userA allow read, wite, del ete, append, readattr,witeattr,readextattr, witeextattr,
readsecurity,witesecurity, chown
user:user A deny execute
group: everyone deny execute
user:cxfs all ow read, execute, readattr,readextattr, readsecurity
user:cxfs deny write, del ete, append, witeattr,witeextattr,witesecurity, chown
user:sshd al | ow execute
user:sshd deny read,wite, del ete, append, readattr,witeattr,readextattr,witeextattr,
readsecurity,witesecurity, chown
group: ptg allow read,wite, del ete, append, readattr,witeattr,readextattr,witeextattr,
readsecurity,witesecurity, chown
group: ptg deny execute
group: everyone allow read, wite,del ete, append, readattr,witeattr,readextattr,
witeextattr,readsecurity,witesecurity,chown

group: everyone deny execute

Adding a second rule for the same user or group is not permitted with POSIX ACLs.
If you attempt to do this, the permissions will be merged. It is important to get the
rule number correct when editing a rule.

Default or Inherited ACLs on Mac OS X

adm
t est

It is possible to define default ACLs to a directory, so that all new files or directories
created below are assigned a set of ACLs automatically. The semantics are handled
differently between Linux and Mac OS X, so the functionality is limited to mimic
what is available in POSIX. In POSIX, the default ACL is applied at creation time
only; if the default rule subsequently changes, it is not applied to a directory’s
children. The equivalent behavior on Mac OS X is achieved by the onl y_i nheri t
and | imt_inherit flags.

For example, a default ACL might look like this on Linux:

n# chacl -1 test
[uzirwx,g::ir--,0 :---/ui:irw,g::irw,o::r--,u:50L:r--, m:rwx]
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On Mac OS X, a default ACL might look like the following;:

macosx# |s -l de test
dr wxr - ---- + 2 userA ptg 78 Jan 18 15:39 test
0: user:userA allow list,add_file,search, del ete, add_subdi rectory, del ete_child,
readattr,witeattr,readextattr,witeextattr,readsecurity,witesecurity, chown
1: user:userA deny
2: group:ptg allow list,readattr,readextattr,readsecurity
3: group:ptg deny add_file, search, del ete, add_subdirectory, delete_child,witeattr,
witeextattr,witesecurity, chown
4: group: everyone all ow
5: group: everyone deny list,add_file, search, del ete, add_subdirectory, del ete_child,
readattr,witeattr,readextattr,witeextattr,readsecurity,witesecurity, chown
6: user:userA allow list,add_file,delete,add_subdirectory, delete_child, readattr,
witeattr,readextattr,witeextattr,readsecurity,witesecurity, chown, file_inherit,
directory_inherit,only_inherit
7: user:userA deny search,file_inherit,directory_inherit,only_inherit
group: everyone deny file_inherit,directory_inherit,only_inherit
9: user:cxfs allow list,readattr,readextattr,readsecurity,file_inherit,
directory_inherit,only_inherit
10: user:cxfs deny add_fil e, search, del ete, add_subdirectory,delete_child, witeattr,
witeextattr,witesecurity,chown,file_inherit,directory_inherit,only_inherit
11: group:ptg allow list,add_file, del ete, add_subdirectory, del ete_child, readattr,
witeattr,readextattr,witeextattr,readsecurity,witesecurity, chown,file_inherit,
directory_inherit,only_inherit
12: group:ptg deny search,file_inherit,directory_inherit,only_inherit
13: group:everyone allow list,readattr,readextattr, readsecurity,file_inherit,
directory_inherit,only_inherit
14: group: everyone deny add_fil e, search, del ete, add_subdirectory, delete_child,witeattr,
witeextattr,witesecurity,chown,file_inherit,directory_inherit,only_inherit

@

The default rules are flagged with the inheritance flags
(file_inherit,directory_inherit,only_inherit). Editing these rules is
similar to editing an access rule, except the inherit flag is included. For example:

macosx# nkdir newdir
macosx# chnod +a "cxfs allow read, only_inherit" newdir
macosx# |s -led newdir
drwxr-xr-x+ 2 userA ptg 6 Jan 20 11:20 newdir
0: user:userA allow list,add _file,search, del ete, add_subdi rectory, del ete_child,
readattr,witeattr,readextattr, witeextattr,readsecurity,witesecurity, chown
1: user:userA deny
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10:

11:

12:

13:

14:

group: ptg allow list,search,readattr, readextattr,readsecurity
group: ptg deny add_file, del ete, add_subdirectory, delete_child,witeattr,
witeextattr,witesecurity, chown
group: everyone allow |ist,search,readattr,readextattr,readsecurity
group: everyone deny add_file, del ete, add_subdirectory, del ete_child,witeattr,
witeextattr,witesecurity, chown
user:userA allow list,add_file, search, del et e, add_subdirectory, del ete_child,
readattr,witeattr,readextattr,witeextattr,readsecurity,witesecurity, chown,
file_inherit,directory_inherit,only_inherit
user:userA deny file_inherit,directory_inherit,only_inherit
group: everyone deny add_file, del ete, add_subdirectory, del ete_child,witeattr,
witeextattr,witesecurity,chown,file_inherit,directory_inherit,only_inherit
user:cxfs allow list,readattr,readextattr,readsecurity,file_inherit,
directory_inherit,only_inherit
user: cxfs deny add_fil e, search, del ete, add_subdirectory, delete_child,witeattr,
witeextattr,witesecurity,chown,file_inherit,directory_inherit,only_inherit
group: ptg allow list,search,readattr,readextattr,readsecurity,file_inherit,
directory_inherit,only_inherit
group: ptg deny add_file, del ete, add_subdirectory, delete_child,witeattr,
witeextattr,witesecurity,chown,file_inherit,directory_inherit,only_inherit
group: everyone allow |ist,search,readattr, readextattr, readsecurity,
file_inherit,directory_inherit,only_inherit
group: everyone deny add_file, del ete, add_subdirectory, del ete_child,witeattr,
witeextattr,witesecurity,chown,file_inherit,directory_inherit,only_inherit

The base ACL is created if its not specified and removing the default ACL is a matter
of removing rules until only the base rules are present, at which point the ACL will
be removed.

HBA Installation for Mac OS X

CXFS for Mac OS X supports Apple Computer, Inc. host bus adapters (HBAs).

Note: The procedures in this section may be performed by you or by a qualified
service representative. You must be logged in as r oot to perform the steps listed in
this section.
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This section discusses the following:

¢ '"Installing the Apple HBA" on page 116

¢ 'Installing the Fibre Channel Utility for Mac OS X" on page 116

¢ "Configuring Two or More Apple HBA Ports" on page 117

¢ "Using poi nt -t 0- poi nt Fabric Setting for Apple HBAs" on page 117

Installing the Apple HBA
Do the following;:

1. Install the Apple HBA into a spare PCI, PCI-X, or PCI Express slot in the Mac OS
X node, according to the manufacturer’s instructions. Do not connect the HBA to
the Fibre Channel switch at this time.

Note: Apple HBAs are normally shipped with copper SFPs and copper cables, so
additional optic SFPs and optic cables may be required.

2. Reboot the node.

Installing the Fibre Channel Utility for Mac OS X
Do the following;:

1. Install the configuration utility from the CD distributed with the Apple HBA. To
do this, copy Mac OS X Utilities/Fibre Channel Utility from the CD to your
Application directory.

2. Run the Fibre Channel Utility after it is copied to the node. The tool will list the
HBA on the left-hand side of the window. Select the Apple FC card item to
display the status of the ports via a pull-down menu. Initially, each port will
report that it is up (even though it is not connected to the switch), and the speed
and port topology will configure automatically.

3. Connect one of the HBA ports to the switch via a Fibre Channel cable. After a
few seconds, close and relaunch the Fibre Channel Utility. Select the Apple FC
card item and then the connected port from the drop-down list to display the
speed of the link.
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Repeat these steps for the second HBA port if required.

4. (Optional) If necessary, use Apple’s / sbi n/ fi breconfi g tool to modify port
speed and topology. See the man page for details.

The CXFS f abri c_dunp tool can also be of use in verifying Fibre Channel fabric
configuration. See "CXFS Commands on Mac OS X" on page 102.

Configuring Two or More Apple HBA Ports

The Mac OS X node does its own path management for paths that go to the same
RAID controller and thus only presents one / dev device to userspace per RAID
controller. Even if multiple paths exist to a RAID controller, you will only see one
/ dev device.

Therefore, the Fibre Channel Utility does not support masking logical units (LUNSs)
on specific ports. However, if the first port can see all of the LUNS, the default is that
all I/O will go through a single port. To avoid this, configure the switch so that each
port can see a different set of LUNs. You can achieve this by zoning the switch or by
using multiple switches, with different controllers and HBA ports to each switch.

Using poi nt -t 0- poi nt Fabric Setting for Apple HBAs

SGI recommends that you use the manual poi nt - t 0- poi nt fabric setting rather
than rely on automatic detection, which can prove unreliable after a reboot.

Preinstallation Steps for Mac OS X
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This section provides an overview of the steps that you or a qualified Apple service
representative will perform on your Mac OS X nodes prior to installing the CXFS
software. It contains the following sections:

* "Adding a Private Network for Mac OS X Nodes" on page 118
¢ "Verifying the Private and Public Networks for Mac OS X" on page 119
¢ '"Disabling Power Save Mode for Mac OS X" on page 119
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Adding a Private Network for Mac OS X Nodes

118

The following procedure provides an overview of the steps required to add a private
network to the Mac OS X system. A private network is required for use with CXFS.
See "Use a Private Network" on page 16.

You may skip some steps, depending upon the starting conditions at your site. For
details about any of these steps, see the Mac OS X system documentation.

1.

Install Mac OS X and configure the machine’s hostname (see "Configuring
Hostnames on Mac OS X" on page 104) and IP address on its public network
interface.

Decide if the Mac OS X node will be part of a NetInfo domain or a standalone
machine. If part of a NetInfo domain, configure the node into the domain before
proceeding further.

Add the IP addresses and hostnames of other machines in the cluster to the
NetInfo database and/or the / et ¢/ host s file. You should be consistent about
specifying the hostname or the fully qualified domain name for each host. A
common convention is to name the CXFS private network address for each host
as hostname- pri v.

Install a second network interface card if necessary as per the manufacturer’s
instructions.

Configure the second network interface by using the following menu selection:

System Preferences
> Network
> Show

Select the second network interface (most likely PCI Et hernet Sl ot 1), and
specify the IP address, subnet mask, and router. The private network interface
should not require a DNS server because the private network address of other
cluster nodes should be explicitly listed in the NetInfo database and/or in the
/ et c/ host s file. Relying on a DNS server for private network addresses
introduces another point of failure into the cluster and must be avoided.

Confirm the configuration using i f confi g to list the network interfaces that are
up:

macosx# ifconfig -u
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In general, this should include en0 (the onboard Ethernet) and enl (the
additional PCI interface), but the names of these interfaces may vary.

For more information, see the i f conf i g man page.

Verifying the Private and Public Networks for Mac OS X

Disabling Power Save
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Verify each interface by using the pi ng command to connect to the public and
private network addresses of the other nodes that are in the CXFS pool.

For example:

macosx# grep cxfsmac2 /etc/ hosts

134.14.55. 115 cxfsmac2

macosx# ping -c 3 134.14.55.115

PI NG 134. 14.55.115 (134.14.55. 115): 56 data bytes

64 bytes from 134.14.55.115: icnp_seq=0 ttl =64 tinme=0.247 ns
64 bytes from 134.14.55.115: icnp_seq=1 ttl =64 time=0.205 ns
64 bytes from 134.14.55.115: icnp_seq=2 ttl =64 time=0.197 ns

--- 134.14.55.115 ping statistics ---
3 packets transnitted, 3 packets received, 0% packet |oss
round-trip mn/avg/ max = 0.197/0.216/0. 247 s

Mode for Mac OS X

CXFS does not support the energy-saving mode on Mac OS X. If this mode is
enabled, the Mac OS X node will lose CXFS membership and unmount the CXFS
filesystem whenever it is activated.

Select the following to disable the energy-saving mode:

System Preferences
> Energy Saver
> Put the computer to sleep when it is inactive for
> Never
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Client Software Installation for Mac OS X

The CXFS software will be initially installed and configured by SGI personnel. This
section provides an overview of those procedures. You can use the information in this
section to verify the installation.

Note: CXFS software can also be installed from the command line. For more
information about command line installation using the i nst al | er command, see the
Mac OS X documentation.

Installing the CXFS client software for Mac OS X requires approximately 30 MB of
space.

To install the required software on a Mac OS X node, SGI personnel will do the
following:

1. Read the SGI InfiniteStorage Software Platform release notes, and CXFS general
release notes in the / docs directory on the ISSP DVD and late-breaking caveats
on Supportfolio.

2. Verify that the node is running the supported Mac OS X operating system
according to the Mac OS X installation guide. Use the following command to
display the currently installed system:

MacosSX# uname -r

This command should return a value of 8. 8. 0 or later for Tiger or 9. 0. 0 or
later for Leopard.

3. As root or a user with administrative privileges, transfer the client software that
was downloaded onto a server-capable node during its installation procedure
using ft p, rcp, or scp. The location of the disk image on the server will be as
follows:

/usr/cluster/client-dist/CXFS_VERSION/ macosx/ MAC_VERSION/ noar ch/ cxfs. dng

Note: You must transfer the disk image to the r oot or your own home directory
in order to make it visible with the Finder tool.

4. Double-click the transferred cxfs.dmg file to mount the disk image

5. Double click cxfs.pkg to begin the installation.
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. Click continue when you see the following message:

nmessage : This package contains a programthat deternines
if the software can be installed. Are you sure you want to continue

. Click continue when you see the following message:

The installer will guide you through the steps necessary to
install CXFS for Mac OS X. To get started, click Continue

This will launch the installation application, which will do the following:

a. Display the CXFS Mac OS X release note. Read the release note and click
continue.

b. Display the license agreement. Read the agreement and click agree if you
accept the terms.

c. Perform a standard installation of the software on the root drive volume.

Caution: Do not choose Change install location.

. Continue Installation at the following message:

Installation of this software requires you to restart your
conputer when the installation is done. Are you sure you want to
install the software now?

. After the install succeeds, click the highlighted Restart button to reboot your

machine.

I/O Fencing for Mac OS X
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I/0 fencing is required on Mac OS X nodes in order to protect data integrity of the
filesystems in the cluster. The cxfs_cl i ent software automatically detects the
world wide port names (WWPNSs) of any supported host bus adapters (HBAs) for
Mac OS X nodes that are connected to a switch that is configured in the cluster
database. These HBAs are available for fencing.
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However, if no WWPNSs are detected, the following messages will be logged to the
[var/log/cxfs_client file:

hba_wwpn_list warning: No WAPN found from|O Registry
cis_get_hbas warning: Not able to find WA (err=Devi ce not
configured). Falling back to "/etc/fencing.conf".
cis_config_swports_set error fetching hbas

If no WWPN’s are detected, you can manually specify the WWPNs in the fencing file.

Note: This method does not work if the WWPNs are partially discovered.

The / et c/ f enci ng. conf file enumerates the WWPNSs for all of the HBAs that will
be used to mount a CXFS filesystem. There must be a line for the HBA WWPN as a
64-bit hexadecimal number.

Note: The WWPN is that of the HBA itself, not any of the devices that are visible to
that HBA in the fabric.

If used, / et ¢/ f enci ng. conf must contain a simple list of WWPNSs, one per line.
You must update it whenever the HBA configuration changes, including the
replacement of an HBA.

Do the following;:
1. Set up the switch and HBA. See the release notes for supported hardware.

2. Follow the Fibre Channel cable on the back of the node to determine the port to
which it is connected in the switch. Ports are numbered beginning with 0. (For
example, if there are 8 ports, they will be numbered 0 through 7.)

3. Use the t el net command to connect to the switch and log in as user admi n.
(On Brocade switches, the password is passwor d by default).

4. Execute the swi t chshow command to display the switches and their WWPN
numbers.

For example:

br ocade04: adm n> swi t chshow

swi t chNane: br ocade04
swi t chType: 2.4
switchSt at e: Ol i ne
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swi t chRol e:

swi t chDomai n:
switchld:

swi t chWw:

swi t chBeacon:

port
port
port
port
port
port
port
port
port
port
port
port
port
port
port
port

The WWPN is the hexadecimal string to the right of the port number. For
example, the WWPN for port 0 is 2000000173002¢c0b (you must remove the
colons from the WWPN reported in the swi t chshow output to produce the

e

e e ol
akrwnE o
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cu
SW
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cu
SW
SW
SW
SW
SW
SW
SW
SW
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string to be used in the fencing file).

20:
21:
21:
20:
21:
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21:
21:
20:
20:
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00:
00:
00:
00:
00:
00:
00:
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00:
00:
00:
00:
00:
00:
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01:
e0:
e0:
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01:
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e0:
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ao0:
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73:
8b:
8b:
73:
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73:
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b8:
b8:
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00:
02:
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01:
Oc:
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36:
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04:
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49
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96
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76
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5a
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21: 00: 00: €0: 8b: 00: 42: d8

5. Edit or create / et ¢/ f enci ng. conf and add the WWPN for the port determined

in step 2. (Comment lines begin with #.)

For dual-ported HBAs, you must include the WWPNSs of any ports that are used
to access cluster disks. This may result in multiple WWPNs per HBA in the file;
the numbers will probably differ by a single digit.

For example, if you determined that port 0 is the port connected to the switch,

your fencing file should contain the following:

# WAWPN of the HBA installed on this system

#

2000000173002c0b

6. To configure fencing, see the CXFS Administration Guide for SGI InfiniteStorage.
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Start/Stop cxfs_client for Mac OS X

The / Li brary/ St art upl t ens/ cxf s/ cxf s script will be invoked automatically
during normal system startup and shutdown procedures. This script starts and stops
the cxfs_cl i ent daemon.

To start cxfs_cl i ent manually, enter the following:

macosx# sudo /Library/ Startupltenms/cxfs/cxfs start

To stop cxfs_cli ent manually, enter the following:

macosx# sudo /Library/ Startupltens/cxfs/cxfs stop

To stop and start cxf s_cl i ent manually, enter the following:
macosx# sudo /Library/ Startupltens/cxfs/cxfs restart

To prevent the automatic startup of cxfs_cl i ent on boot, move the
/Library/ Startupltens/cxfs directory out of / Li brary/ Startupltens.

Maintenance for Mac OS X
This section contains the following;:
¢ "Updating the CXFS Software for Mac OS X" on page 124
¢ "Modifying the CXFS Software for Mac OS X" on page 125
* '"Removing the CXFS Software for Mac OS X" on page 125

* '"Recognizing Storage Changes for Mac OS X" on page 125

Updating the CXFS Software for Mac OS X

Before updating CXFS software, ensure that no applications on the node are accessing
files on a CXFS filesystem. You can then run the new CXFS software package, which
will automatically upgrade all CXFS software.
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Modifying the CXFS Software for Mac OS X
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You can modify the behavior of the CXFS client daemon (cxf s_cl i ent) by placing
options in the / usr/ cl ust er/ bi n/ cxfs_client. options file. The available
options are documented in the cxfs_cl i ent man page.

Caution: Some of the options are intended to be used internally by SGI only for
testing purposes and do not represent supported configurations. Consult your SGI
service representative before making any changes.

To see if cxfs_client is using the options in cxfs_cl i ent. opti ons, enter the
following:

ps -axwww | grep cxfs
For example:

macosx# ps -axwwww | grep cxfs
611 ?? 0:06.17 /usr/cluster/bin/cxfs client -D trace -z

Removing the CXFS Software for Mac OS X

After terminating any applications that access CXFS filesystems on the Mac OS X
node, execute the following;:

macosx# sudo /usr/cluster/bin/uninstall-cxfs

Restart the system to unload the CXFS module from the Mac OS X kernel.

Recognizing Storage Changes for Mac OS X

If you make changes to your storage configuration, you may have to reboot your
machine because there is currently no mechanism in Mac OS X to reprobe the storage.

GRIO on Mac OS X
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CXFS supports guaranteed-rate I/O (GRIO) version 2 on the Mac OS X platform.
Application bandwidth reservations must be explicitly released by the application
before exit. If the application terminates unexpectedly or is killed, its bandwidth
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reservations are not automatically released and will cause a bandwidth leak. If this
happens, the lost bandwidth could be recovered by rebooting the client node.

For more information, see "Guaranteed-Rate I/O (GRIO) and CXFS" on page 10 and
the Guaranteed-Rate I/O Version 2 Guide.

XVM Failover V2 on Mac OS X

Following is an example of the / et ¢/ f ai | over 2. conf file on Mac OS X:

/ dev/ rxvm 200400a0b80cd5f e- 000 affinity=1 preferred
/ dev/ rxvm 200500a0b80cd5f e- 000 af finity=2

/ dev/ rxvm 200400a0b80cd5f e- 001 af finity=2
/ dev/ rxvm 200500a0b80cd5f e- 001 affinity=1 preferred

The device is the node’s WWN plus the LUN number.

Note: Even if multiple paths exist to a RAID controller, you will only see one / dev
device. The Mac OS X node does its own path management for paths that go to the
same RAID controller and thus only presents one / dev device to userspace per RAID
controller. See "Configuring Two or More Apple HBA Ports" on page 117.

For more information, see "XVM Failover and CXFS" on page 11, the comments in the
letc/failover2. conf file, CXFS Administration Guide for SGI InfiniteStorage, and
the XVM Volume Manager Administrator’s Guide.

Troubleshooting for Mac OS X

126

This section discusses the following:

* '"The cxfs_client Daemon is Not Started on Mac OS X" on page 127
* "XVM Volume Name is Too Long on Mac OS X" on page 127

¢ "Large Log Files on Mac OS X" on page 127

For general troubleshooting information, see Chapter 11, "General Troubleshooting"
on page 271 and Appendix D, "Error Messages" on page 297
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The cxfs_client Daemon is Not Started on Mac OS X

Confirm that the cxfs_cl i ent is not running. The following command would list
the cxfs_cl i ent process if it were running:

macosx# ps -auxww | grep cxfs_client
Check the cxfs_client log file for errors.

Restart cxfs_cl i ent as described in "Start/Stop cxfs_cl i ent for Mac OS X" on
page 124 and watch the cxfs_cl i ent log file for errors.

XVM Volume Name is Too Long on Mac OS X

On Mac OS X nodes, the following error message in the syst em | og file indicates
that the volume name is too long and must be shortened so that the Mac OS X node
can recognize it:

devfs: volumename name slot allocation failed (Errno=63)

See "Limitations and Considerations on Mac OS X" on page 104.

Large Log Files on Mac OS X

The / var /1 og/ cxfs_client log file may become quite large over a period of time
if the verbosity level is increased.

To manually rotate this log file, use the - z option in the
fusr/cluster/bin/cxfs_client.options file.

See the cxfs_cl i ent. opti ons man page and "Log Files on Mac OS X" on page 103.

Reporting Mac OS X Problems

When reporting a problem about a CXFS Mac OS X node to SGI, you should run
[usr/cluster/bin/cxfsdunp and send the t ar. gz file that is created in the
/var/ cl ust er/ cxf sdunp- dat a/ date_time directory to SGI.
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Chapter 7

SGI ProPack Client-Only Platform

SGI ProPack for Linux is an overlay product that adds or enhances features in the
supported Linux base distributions. This chapter discusses the following;:

"CXFS on SGI ProPack Client-Only Nodes" on page 129

"Client Software Installation for SGI ProPack Client-Only Nodes" on page 132
"I/0 Fencing for SGI ProPack Client-Only Nodes" on page 135

"Start/Stop cxfs_client for SGI ProPack Client-Only Nodes" on page 137
"Maintenance for SGI ProPack Client-Only Nodes" on page 137

"GRIO on SGI ProPack Client-Only Nodes" on page 140

"XVM Failover V2 on SGI ProPack Client-Only Nodes" on page 140

"Reporting SGI ProPack Client-Only Nodes Problems" on page 141

For information about system tunable parameters, see CXFS Administration Guide for
SGI InfiniteStorage.

For information about SGI ProPack server-capable administration nodes, see CXFS
Administration Guide for SGI InfiniteStorage.

CXFS on SGI ProPack Client-Only Nodes

This section discusses the following:

007-4507-016

"Requirements for SGI ProPack Client-Only Nodes" on page 130

"CXFS Commands on SGI ProPack Client-Only Nodes" on page 131

"Log Files on SGI ProPack Client-Only Nodes" on page 131

"CXFS Mount Scripts on SGI ProPack Client-Only Nodes" on page 132
"Limitations and Considerations for SGI ProPack Client-Only Nodes" on page 132
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Requirements for SGI ProPack Client-Only Nodes

In addition to the items listed in "Requirements" on page 8, using an SGI ProPack
client-only node to support CXFS requires the following hardware and software
specified in the release notes:

130

SGI ProPack software (see the release notes for specific kernel information) for SGI
Altix and SGI Altix XE:

— SGI ProPack 5 SP2 (SLES)
— SGI ProPack 5 SP3 (SLES)
— SGI ProPack 5 SP4 (SLES)
— SGI ProPack 5 SP5 (SLES)

For more information about using SGI ProPack 5 SP 2 as a server-capable
administration node, see the CXFS Administration Guide for SGI InfiniteStorage.
Nodes that you intend to run as metadata servers must be installed as
server-capable administration nodes; all other nodes should be client-only nodes.

A supported SAN hardware configuration.

Note: For details about supported hardware, see the Entitlement Sheet that
accompanies the release materials. Using unsupported hardware constitutes a
breach of the CXFS license.

Use a network switch. (A network hub is not supported.) The switch should be at
least 100baseT.

A private 100baseT or Gigabit Ethernet TCP/IP network connected to each node.
When using Gigabit Ethernet, do not use jumbo frames. For more information, see
the t gconf i g man page.

Serial lines and/or supported Fibre Channel switches. For supported switches, see
the release notes. Either system reset or I/O fencing is required for all nodes.
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* At least one host bus adapter:
- QLogic QLA2310, QLA2342, or QLA2344
— LSI Logic LSI7104XP-LC, LSI7204XP-LC, or LSI7204EP-LC

Note: The LSI HBA requires the 01030600 firmware.

* RAID hardware as specified in the release notes.
¢ The XVM volume manager, which is provided with the CXFS release.

e If you use I/O fencing and i pfil t erd on a node, the i pfilterd configuration
must allow communication between the node and the t el net port on the switch.

CXFS Commands on SGI ProPack Client-Only Nodes
The following commands are shipped as part of the CXFS SGI ProPack package:

/usr/cluster/bin/cxfs-config
/fusr/cluster/bin/cxfs client
fusr/cluster/bin/cxfs_info
/usr/cluster/bin/cxfscp

[ usr/cl uster/bin/cxfsdunp
/usr/sbin/grioadmn
/usr/sbin/grioqos

/ sbin/xvm

The cxfs_cli ent and xvmcommands are needed to include a client-only node in a
CXFS cluster. The cxf s_i nf o command reports the current status of this node in the
CXFS cluster. For more information, see the man pages.

Log Files on SGI ProPack Client-Only Nodes

You should monitor the / var/| og/ cxfs_client and/var/| og/ messages log
files for problems.

Look for a Menmber shi p del i ver ed message to indicate that a cluster was formed.
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The Linux platform uses the | ogr ot at e system utility to rotate the cxfs_cl i ent
logs:

e The/etc/logrotate. conf file specifies how often system logs are rotated

e The/etc/logrotate.d/cxfs_client file specifies the manner in which
cxfs_client logs are rotated

CXFS Mount Scripts on SGI ProPack Client-Only Nodes

SGI ProPack supports the CXFS mount scripts. See "CXFS Mount Scripts” on page 7
and the CXFS Administration Guide for SGI InfiniteStorage.

Limitations and Considerations for SGI ProPack Client-Only Nodes

The following sections highlight limitations and considerations for client-only SGI
ProPack nodes.

Note: For limitations and considerations for any SGI ProPack node, see the
information in CXFS Administration Guide for SGI InfiniteStorage.

¢ On systems running SUSE Linux Enterprise Server 10 (SLES 10) that are greater
than 64 CPUs, there are issues with using the nd driver and CXFS. The nd driver
holds the BKL (Big Kernel Lock), which is a single, system-wide spin lock.
Attempting to acquire this lock can add substantial latency to a driver’s operation,
which in turn holds off other processes such as CXFS. The delay causes CXFS to
lose membership. This problem has been observed specifically when an md pair
RAID split is done, such as the following:

raidsetfaulty /dev/nmdl /dev/path/to/partition

Client Software Installation for SGI ProPack Client-Only Nodes

The CXEFS client-only software will be initially installed and configured by SGI
personnel. This section provides an overview of those procedures. You can use the
information in this section to verify the installation.

Note: Package version numbers shown here are examples; your installed system may
differ.
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This section covers the following:

e "SGI ProPack Client-Only Installation Procedure" on page 133

¢ 'Installing the Performance Co-Pilot Agent" on page 134

* "Verifying the SGI ProPack Client-Only Installation" on page 134

SGI ProPack Client-Only Installation Procedure

Installing the CXFS client software for SGI ProPack requires approximately 50-200
MB of space, depending upon the packages installed at your site.

To install the required software on an SGI ProPack client-only node, SGI personnel
will do the following:

1. Read the SGI InfiniteStorage Software Platform release notes, CXFS general release
notes, and CXFS SGI ProPack release notes in the / docs directory on the ISSP
DVD and any late-breaking caveats on Supportfolio to learn about any changes in
the installation procedure.

2. Confirm that you have installed SLES 10 SP1. (See the / et c/ SUSE-r el ease
file.) Ensure that you have the appropriate kernel as listed in the SGI
InfiniteStorage Software Platform release notes.

3. Confirm that you have installed SGI ProPack 5 SP 5. (See the
/ etc/sgi-rel ease file.) For more information, see the SGI ProPack 5 for Linux
Service Pack 5 Start Here.

4. Install any required patches. See the SGI ProPack r el easenot es/ README file
for more information.

5. If you had to install software in one of the above steps, reboot the system:
pr opack# /sbin/reboot

6. Transfer the client software that was downloaded onto a server-capable
administration node during its installation procedure using ft p, r cp, or scp.
The location of the tarball on the server will be as follows:

/usr/cluster/client-dist/CXFS_VERSION/|inux/slesl0spl/ ARCHITECTURE/ cxfs-client.tar.gz
For example, for an Altix ia64 server:

/usr/cluster/client-dist/5.0.0.3/1inux/slesl0spl/ia64/cxfs-client.tar.gz
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7. Disassemble the downloaded tarball:
propack# tar -zxvf tarball
8. Install the CXFS software:
¢ Including GRIOv2:
propack# rpm -Uh *.rpm
e  Without GRIOv2:
propack# rpm -Uvh cxfs*rpm sgi*rpm

9. Edit the / et c/ cl uster/config/cxfs_client.options file as necessary. See
the cxfs_cl i ent (1IM) man page.

10. Reboot the system with the newly installed kernel:
pr opack# reboot
Installing the Performance Co-Pilot Agent

The cxfs_uti | s package includes a Performance Co-Pilot (PCP) agent for
monitoring CXFS heartbeat, CMS status and other statistics. If you want to use this
feature, you must also install the following PCP packages:

pcp-open
pcp- sgi

These packages and are included on the first and second SGI ProPack CDs
(respectively). You can obtain the open source PCP package from
ftp:/ / 0ss.sgi.com/projects/pcp/download

Verifying the SGI ProPack Client-Only Installation

To verify that the CXFS software has been installed properly, use the r pm - g
command to query the packages.

To verify the SGI ProPack release, display the / et ¢/ sgi - r el ease file.
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I/O Fencing for SGI ProPack Client-Only Nodes
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On the SGI ProPack platform, the cxf s_cl i ent software automatically detects the
world wide port names (WWPNSs) of any supported host bus adapters (HBAs) in the
system that are connected to a switch that is configured in the cluster database. These
HBAs will then be available for fencing.

However, if no WWPNs are detected, there will be messages logged to the
[var/log/cxfs_client file.

If no WWPNs are detected, you can manually specify the WWPNs in the
/ etc/fencing. conf fencing file.

Note: This method does not work if the WWPNs are partially discovered.

The / et c/ f enci ng. conf file enumerates the WWPN for all of the HBAs that will
be used to mount a CXFS filesystem. There must be a line for the HBA WWPN as a
64-bit hexadecimal number.

Note: The WWPN is that of the HBA itself, not any of the devices that are visible to
that HBA in the fabric.

If used, / et ¢/ f enci ng. conf must contain a simple list of WWPNSs, one per line.
You must update it whenever the HBA configuration changes, including the
replacement of an HBA.

Do the following;:
1. Set up the switch and HBA. See the release notes for supported hardware.

2. Determine the HBA WWPN: Follow the Fibre Channel cable on the back of the
node to determine the port to which it is connected in the switch. Ports are
numbered beginning with 0. (For example, if there are 8 ports, they will be
numbered 0 through 7.)

3. Use the t el net command to connect to the switch and log in as user admi n.
(On Brocade switches, the password is passwor d by default).

4. Execute the swi t chshow command to display the switches and their WWPN
numbers.
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For example:

br ocade04: adm n> swi t chshow
swi t chNane:
swi t chType:

switchSt at e:

swi t chRol e:

swi t chDomai n:
switchld:

swi t chWw:

swi t chBeacon:
0:

port
port
port
port
port
port
port
port
port
port
port
port
port
port
port
port
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00:
00:
00:
00:
00:
00:
00:
00:
00:
00:
08:
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1 public
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The WWPN is the hexadecimal string to the right of the port number. For
example, the WWPN for port 0 is 2000000173002¢c0b (you must remove the
colons from the WWPN reported in the swi t chshow output to produce the
string to be used in the fencing file).

. Edit or create / et ¢/ f enci ng. conf and add the WWPN for the port determined
in step 2. (Comment lines begin with #.)

For dual-ported HBAs, you must include the WWPNSs of any ports that are used
to access cluster disks. This may result in multiple WWPNs per HBA in the file;
the numbers will probably differ by a single digit.
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For example, if you determined that port 0 is the port connected to the switch,
your fencing file should contain the following:

# WAWPN of the HBA installed on this system
#
2000000173002c0b

6. To configure fencing, see the CXFS Administration Guide for SGI InfiniteStorage.

Start/Stop cxfs_client for SGI ProPack Client-Only Nodes

The cxf s_cl ust er service will be invoked automatically during normal system
startup and shutdown procedures. This script starts and stops the cxfs_cl i ent
daemon.

¢ To start cxfs_cl i ent manually, enter the following;:

propack# service cxfs_client start

Loadi ng cxfs nodul es: [ &K ]

Mounting devfs fil esystens: [ &K ]

Starting cxfs client: [ &K ]
* To stop CXFS processes manually, enter the following command:

propack# service cxfs_client stop

St oppi ng cxfs client: [ &K ]

Maintenance for SGI ProPack Client-Only Nodes

This section discusses the following:
¢ "Modifying the CXFS Software for SGI ProPack” on page 137

¢ "Recognizing Storage Changes for SGI ProPack" on page 138

Modifying the CXFS Software for SGI ProPack
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You can modify the CXFS client daemon (/ usr/ cl uster/ bi n/ cxfs_client) by
placing options in the cxfs_cl i ent. opti ons file:

/etc/cluster/config/cxfs_client.options

The available options are documented in the cxfs_cl i ent man page.
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Caution: Some of the options are intended to be used internally by SGI only for
testing purposes and do not represent supported configurations. Consult your SGI
service representative before making any changes.

For example, to see if cxfs_cl i ent is using the options in cxfs_cli ent. opti ons,
enter the following:

propack# ps -ax | grep cxfs_client
3612 ? S 0:00 /usr/cluster/bin/cxfs client -i cxfs3-5
3841 pts/O0 S 0: 00 grep cxfs_client

Recognizing Storage Changes for SGI ProPack

When cxfs_client needs to rescan disk buses, it executes the
/var/cluster/cxfs_client-scripts/cxfs-reprobe script. This requires the
use of parameters in SGI ProPack due to limitations in the Linux SCSI layer. You can
export these parameters from the / et ¢/ cl ust er/ confi g/ cxfs_client. options
file.

The script detects the presence of the SCSI and/or XSCSI layers on the system and
defaults to probing whichever layers are detected. You can override this decision by
setting CXFS_PROBE_SCSI and/or CXFS_PROBE_XSCSI to either O (to disable the
probe) or 1 (to force the probe) on the appropriate bus.

When an XSCSI scan is performed, all buses are scanned by default. You can override
this decision by specifying a space-separated list of buses in

CXFS_PROBE_XSCSI _BUSES. (If you include space, you must enclose the list within
single quotation marks.) For example, for SGI ProPack 4:

export CXFS_PROBE_XSCSI| _BUSES='/dev/ xscsi/ pci 01. 03. 0- 1/ bus /dev/xscsi/pci 02. 01. 0- 2/ bus’

For SGI ProPack 5:

export CXFS_PROBE_XSCSI| _BUSES='/dev/ xscsi/pci 0001: 00: 03. 0- 1/ bus /dev/ xscsi / pci 0002: 00: 01. 0- 2/ bus’
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When a SCSI scan is performed, a fixed range of buses/channels/IDs and LUNs are
scanned; these ranges may need to be changed to ensure that all devices are found.
The ranges can also be reduced to increase scanning speed if a smaller space is
sufficient.
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The following summarizes the environment variables (separate multiple values by
white space and enclose withing single quotation marks):

CXFS_PROBE_SCsSI =011
Stops (0) or forces (1) a SCSI probe. Default: 1 if SCSI
CXFS_PROBE_SCSI| _ BUSES=BusList

Scans the buses listed. Default: 0 1 2
CXFS_PROBE_SCS| _CHANNEL S=ChannelList

Scans the channels listed. Default: O
CXFS_PROBE_SCSI | DS=IDList

Scans the IDS listed. Default: 0 1 2 3
CXFS_PROBE_SCSI _LUNS=LunlList

Scans the LUNSs listed. Default: 0 1 2 3 4 5 6 7 8 9 10 11 12
13 14 15

CXFS_PROBE_XSCSI =011

Stops (1) or forces (1) an XSCSI probe. Default: 1 if XSCSI
CXFS_PROBE_XSCSI _ BUSES=BusList

Scans the buses listed. Default: all XSCSI buses
For example, the following would only scan the first two SCSI buses:
export CXFS_PROBE_SCS| BUSES='0 1’

The following would scan 16 LUNs on each bus, channel, and ID combination (all on
one line):

export CXFS_PROBE SCSI _LUNS="0 1 2 34567 89 10 11 12 13 14 15

Other options within the / et ¢/ cl ust er/ confi g/ cxfs_client. options file
begin with a - character. Following is an example cxfs_cli ent. opti ons file:

propack# Exanple cxfs_client.options file

#

-Dnornal -serror

export CXFS_PROBE_SCSI _BUSSES=1

export CXFS_PROBE_SCSI _LUNS="0 12 3456 789 10 11 12 13 14 15 16 17 18 19 20’
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Note: The - character or the term export must start in the first position of each line
in the cxfs_cl i ent. opti ons file; otherwise, they are ignored by the
cxfs_client service.

GRIO on SGI ProPack Client-Only Nodes

CXFS supports guaranteed-rate I/O (GRIO) version 2 on the SGI ProPack client-only
platform.

GRIO is disabled by default on SGI ProPack. To enable GRIO, change the following
line in / etc/ cluster/config/cxfs_client.options from:

export GRlI O2=of f
to:
export GRI O2=on

Application bandwidth reservations must be explicitly released by the application
before exit. If the application terminates unexpectedly or is killed, its bandwidth
reservations are not automatically released and will cause a bandwidth leak. If this
happens, the lost bandwidth could be recovered by rebooting the client node.

An SGI ProPack client-only node can mount a GRIO-managed filesystem and
supports application- and node-level reservations. An SGI ProPack client-only node
client will interoperate with the dynamic bandwidth allocator for all I/O outside of
any reservation.

For more information, see "Guaranteed-Rate I/O (GRIO) and CXFS" on page 10 and
the Guaranteed-Rate I/O Version 2 Guide.

XVM Failover V2 on SGI ProPack Client-Only Nodes

Following is an example of the / et ¢/ fai | over 2. conf file on SGI ProPack:

/ dev/ xscsi / pci 0004: 00: 01. 1/ node200900a0b813b982/ port 1/ 1 un4/di sc, affinity=1
/ dev/ xscsi / pci 0004: 00: 01. 1/ node200900a0b813b982/ port 2/ | un4/ di sc, affinity=2
/ dev/ xscsi / pci 0004: 00: 01. 0/ node200900a0b813b982/ port 1/ 1 un4/di sc, affinity=1
/ dev/ xscsi / pci 0004: 00: 01. 0/ node200900a0b813b982/ port 2/ 1 un4/ di sc, affinity=2
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/ dev/ xscsi / pci 0004: 00: 01. 1/ node200800a0b813b982/ port 1/ 1 un4/ di sc, affinity=4
/ dev/ xscsi / pci 0004: 00: 01. 1/ node200800a0b813b982/ port 2/ 1 un4/ di sc, affinity=3 preferred
/ dev/ xscsi / pci 0004: 00: 01. 0/ node200800a0b813b982/ port 1/ 1 un4/di sc, affinity=4
/ dev/ xscsi / pci 0004: 00: 01. 0/ node200800a0b813b982/ port 2/ | un4/ di sc, affinity=3

For more information, see "XVM Failover and CXFS" on page 11, the comments in the
/etc/failover2. conf.exanpl e file, CXFS Administration Guide for SGI
InfiniteStorage, and the XVM Volume Manager Administrator’s Guide.

Reporting SGI ProPack Client-Only Nodes Problems

Retain the following information for SGI ProPack nodes:

The kernel you are running:
propack# unane -a

The CXFS packages you are running;:

propack# rpm-q cxfs_client sgi-cxfs-knmp cxfs_utils cxfs-xvm cnds
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The number and types of processors in your machine:
propack# cat /proc/cpuinfo

The hardware installed on your machine:

propack# /sbin/lspci

Modules that are loaded on your machine:

propack# /sbin/| snod

The / var /1 og/ cxfs_client log file

Any messages that appeared in the system logs immediately before the system
exhibited the problem.

Output about the cluster obtained from the cxf sdunp utility run on a
server-capable administration node.

After a system kernel panic, the debugger information from the KDB built-in
kernel debugger.
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¢ Fibre Channel HBA World Wide name mapping:

cat /sys/class/fc_transport/bus_ID/ node_nane

For example:

cat /sys/class/fc_transport/11:0:0: 0/ node_nane

The bus_ID value is the output of hwi nf o --di sk in the SysFS Busl D field.
¢ Output from the following commands:

- Information from the following files:

/var /| og/ messages

/var/log/cxfs_client (for client-only nodes)
/etc/failover.conf (for XVM failover version 1)
/etc/failover2. conf (for XVM failover version 2)

/etcl/ hosts
/ proc/discontig

— Output from the following commands:

/usr/cluster/bin/cdbutil gettree '#
[ usr/ bi n/ hi nv

/usr/ bin/topol ogy

/ sbi n/ xvm show -v phys

/ sbi n/ xvm show -top -v vol
/bin/netstat -ia
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Solaris Platform

CXFS supports a client-only node running the Solaris operating system. This chapter
contains the following sections:

This section contains the following information about CXFS on Solaris:

"CXFS on Solaris" on page 143

"HBA Installation for Solaris" on page 148
"Preinstallation Steps for Solaris" on page 152
"Client Software Installation for Solaris" on page 158
"I/0O Fencing for Solaris" on page 161

"Start/Stop cxfs_cli ent for Solaris" on page 163
"Maintenance for Solaris" on page 164

"GRIO on Solaris" on page 165

"XVM Failover V2 on Solaris" on page 166
"Troubleshooting for Solaris" on page 167

"Reporting Solaris Problems" on page 169

"Requirements for Solaris" on page 144

"CXFS Commands on Solaris" on page 145

"Log Files on Solaris" on page 145

"CXFS Mount Scripts on Solaris" on page 145
"Limitations and Considerations on Solaris" on page 146
"Access Control Lists and Solaris" on page 146

"maxphys System Tunable for Solaris" on page 147
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Requirements for Solaris

In addition to the items listed in "Requirements" on page 8, using a Solaris node to
support CXFS requires the following:

¢ Solaris operating system:

— Solaris 10 January 06 (patch 118822-25)

Caution: This release of CXFS Solaris only supports the January 06 release
A (patch 118822-25) of Solaris 10. All other releases of Solaris 10 are not
supported and may cause system instabilities when used with CXFS.

¢ The following supported Fibre Channel HBAs (you can use only one vendor for
HBA, either LSI Logic or QLogic; you cannot mix HBA vendors):

— LSI Logic models using the 01030600 firmware or newer:

LSI7102XP
LSI7202XP
LSI7402XP
LSI7104XP
LSI7204XP
LSI7404XP

— QLogic models sold by Sun Microsystems and running with the driver
supplied by Sun. (If you have a Qlogic HBA, your system will only access
disks with GPT labels. For more information about GPT labels and CXFS, see
the CXFS Administration Guide for SGI InfiniteStorage.)

SG-XPCI1FC-QL2 (single-port 2 Gb)
SG-XPCI2FC-QF2-Z (dual-port 2 Gb)

Note: CXFS does not automatically detect WWPNSs for LSI HBAs or QLogic
HBAs. See "I/O Fencing for Solaris" on page 161.

¢ Any system based on UltraSPARC III, IIIi, or IV with a spare 66-MHz (or faster)
PCI slot for a Fibre Channel HBA and a spare 100-Mb/s (or faster) ethernet port
for the CXFS private network. CXFS supports a Solaris client only on the SPARC
platform. It is not supported on other hardware platforms.
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For additional latest information, see the CXFS Solaris release notes.

CXFS Commands on Solaris
The following commands are shipped as part of the CXFS Solaris package:

lusr/cxfs cluster/bin/cxfs client
fusr/cxfs cluster/bin/cxfs_ info
/usr/cxfs_cluster/bin/cxfsdunp
/usr/sbin/grioadmn

/usr/ sbin/grionon
/usr/sbin/grioqos
/fusr/cxfs_cluster/bin/xvm

The cxfs_cl i ent and xvmcommands are needed to include a client-only node in a
CXFS cluster. The cxf s_i nf o command reports the current status of this node in the
CXFS cluster.

The pkgadd output lists all software added; see "Solaris Installation Procedure” on
page 158.

For more information, see the man pages. For additional information about the GRIO
commands, see "Guaranteed-Rate I/O (GRIO) and CXFS" on page 10 and "GRIO on
Solaris" on page 165.

Log Files on Solaris

The cxfs_cl i ent command creates a / var/| og/ cxfs_client log file. To rotate
this log file, use the - z option in the
fusr/cxfs_cluster/bin/cxfs_client.options file; see the cxfs_client
man page for details.

For information about the log files created on server-capable administration nodes,
see the CXFS Administration Guide for SGI InfiniteStorage.

CXFS Mount Scripts on Solaris

Solaris supports the CXFS mount scripts. See "CXFS Mount Scripts" on page 7 and
the CXFS Administration Guide for SGI InfiniteStorage.
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Limitations and Considerations on Solaris

Note the following:

Although it is possible to mount a UFS or NFS filesystem on top of a Solaris CXFS
filesystem, this is not recommended.

After a crash, attempts to reclaim locks and commit asynchronous writes to a
CXEFS filesystem from an NFS client may result in a stale file handle.

For optimal performance, you should set the value of the Solaris system tunable
parameter maxphys in the / et ¢/ syst emfile. See "maxphys System Tunable for
Solaris" on page 147.

All disk devices attached to LSI Logic HBAs must be for use only by CXFS disks;
do not attach non-disk devices to any Fibre Channel HBA that is configured for
CXFS use. This restriction is required because all disk devices on these HBAs
(configured for CXFS) make use of the whole disk volume, which must be

conveyed to Solaris via modification in the HBA driver to the value returned by
the READ_CAPACI TY SCSI command.

CXFS does not automatically detect WWPNs for LSI HBAs. See "I/O Fencing for
Solaris" on page 161 for instructions to set up a fencing configuration.

The xvmcommand displays duplicate entries of physvols. The number of
duplicate entries correspond to the devices for each LUN.

See also Appendix B, "Filesystem and Logical Unit Specifications" on page 289.

Access Control Lists and Solaris

146

All CXFS files have UNIX mode bits (read, write, and execute) and optionally an
access control list (ACL). For more information, see the chnod and set f acl man

pages.
If you restore a CXFS file that had an ACL containing only owner-ACL entries (that

is, owner/group/other/mask) from a Solaris node, upon restoration one of the
following will happen:

When using t ar (1), cpi 0(1), and Legato Networker: The ACL will be lost
because these tools behave "intelligently" by not calling acl to set an ACL if the
file has only owner/group/other/mask entries. These tools will only set the file
mode. However, this does not present a change in functionality because an access
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permissions check on the mode and the ACL containing only owner entries will
give the same result.

¢ When using other backup/restore utilities: A mask will be added to the ACL if
the application calls acl for every file.

A backup/restore utility that calls acl to set an ACL for every file will result in a
file being restored with four ACL entries (that is, owner/group/other/mask), even
though it may have originally had only three (that is, owner/group/other). This is
due to a requirement in get f acl that it receive four ACL entries for the GETACL
command to acl . (If fewer than four entries are returned, get f acl will report an
error).

Note: Normally, Solaris filesystem ACLs can have up to 1024 entries for a file and a
directory can have 1024 entries as well as an additional 1024 entries for the default
ACL. However, CXFS filesystems on Solaris nodes in a multiOS cluster must maintain
compatibility with the metadata server. The CXFS filesystems on a Solaris node are
limited to a maximum of 25 ACL entries for a file and a maximum total of 50 for a
directory (that is, the directory ACL plus the default ACL).

When using the | s command to display access permissions for a file with an ACL,
the mode reported for a CXFS file follows Linux semantics instead of Solaris/UFS
semantics.

On Solaris, a UFS file mode reports the group permission as the intersection of the
GROUP and MASK entries in the ACL. If the GROUP entry is r - x and the MASK entry is
r w-, the group permission will be reported as r - - .

The CXFS model calls for reporting the ACL MASK for the group permission in the
mode. Therefore, using the example above, the group permission will be reported as
rw. Although it appears that the group has write permission, it does not and an
attempt to write to the file will be rejected. You can obtain the real (that is, effective)
group permission by using the Solaris get f acl command.

maxphys System Tunable for Solaris

For optimal performance, you should set the value of the Solaris system tunable
parameter maxphys in the / et ¢/ syst emfile. Do the following;:

1. Make a backup copy of the / et ¢/ syst emfile.
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Note: Exercise extreme caution in changing / et ¢/ syst emand always make a
backup copy.

2. Change the value of maxphys to 0x800000 (hexadecimal) by adding the
following to / et ¢/ syst em

set maxphys=0x800000
3. Reboot the Solaris node. This causes the change to take effect.

4. Verify that the new value for maxphys is in effect by running the following
command:

sol ari s# echo "maxphys/ X" | adb -k
physmem 1f 03f
maxphys:
maxphys: 800000

HBA Installation for Solaris
The QLogic driver is provided with Solaris 10.
The remainder of this section discusses the following:
¢ ‘"Installing the LSI Logic HBA" on page 148
* '"Verifying the HBA Installation" on page 150
* '"Setting Persistent Name Binding" on page 151

These procedures may be performed by you or by a qualified Sun service
representative. You must be logged in as r oot to perform the steps listed in this
section.

Installing the LSI Logic HBA

To install the LSI Logic HBA, perform the following steps. Additional details are
provided in the Fibre Channel to PCI-X Host Adapters User’s Guide.

1. Install the LSI Logic HBA into the Solaris system. See the chapter "Installing the
Host Adapter" from the Fibre Channel to PCI-X Host Adapters User’s Guide.

2. Bring the system back up.
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3. Install the LSI Logic HBA driver software (I Tl npt, version 5.07.00 or later)

according to the instructions in the driver’s r eadne file.

Do the following;:

a. Retrieve the driver package from the following LSI Logic website:
http:/ /www.lsi.com/cm/DownloadSearch.do?locale=EN

b. Install the driver package:

sol aris# unzip itnpt-5.07.00.zip

sol ari s# unconpress itnmpt_install.tar.Z
solaris# tar -xvf itnpt_install.tar

sol ari s# cd install

sol ari s# pkgadd -d .

c. Install the | si utilities package:

sol ari s# unconpress Isiutils_v60.tar.Z
solaris# tar -xvf Isiutils _v60.tar
solaris# cd install

sol ari s# pkgadd -d .

. For each target/LUN pair to be used by the LSI Logic HBA, use the | si pr obe

utility to add entries to / ker nel / dr v/ ssd. conf.

For example, to add entries for targets 0 through 5 (inclusive), with each of those
targets scanning LUNSs 0, 2, 4, 5, and 6:

sol aris# |siprobe -a target 0-5 lun 0,2,4-6

Note: If you modify / ker nel / dr v/ ssd. conf , you must reboot the system (as
in step 5) in order for changes to take effect.

. Reboot the Solaris node:

solaris# init 6

. After the system has rebooted, verify that the driver attached correctly to the

HBA by following the steps "Verifying the HBA Installation” on page 150. Do not
proceed until the verification succeeds.
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Verifying the HBA Installation

After the system reboots, you should verify that the devices were correctly configured
by running the Solaris f or mat command. You should see a list of each device you
selected.

For example:

sol ari s# format
Sear ching for disks...done

c2t 200400A0B80C268Cd1: configured with capacity of 67.75GB
€2t 200400A0B80C268Cd3: configured with capacity of 136.64GB

AVAI LABLE DI SK SELECTI ONS:
0. c0t0do / pci @c, 600000/ scsi @/ sd@, O
1. cOt1do / pci @c, 600000/ scsi @/ sd@., 0
2. c2t200400A0B80C268Cd1 / pci @d, 700000/ SUNW gl c@./ f p@, 0/ ssd@200400a0b80c268c, 1
3. c2t200400A0B80C268Cd3 / pci @d, 700000/ SUNW gl c@./ f p@, 0/ ssd@200400a0b80c268c, 3

Specify disk (enter its nunber):

In this example, disks 2 and 3 are being addressed by the QLogic driver, as indicated
by the presence of SUNW gl c@l in the pathname.

You can also use the | uxadmcommand to view the status of the HBA:

sol ari s# | uxadm -e port
/ devi ces/ pci @d, 700000/ SUNW gl c@l/ f p@, 0: devct | CONNECTED
/ devi ces/ pci @d, 700000/ SUNW gl c@, 1/ f p@, 0: devct | NOT CONNECTED

sol ari s# | uxadm probe
No Network Array enclosures found in /dev/es

Found Fi bre Channel device(s):
Node WAN: 200400a0b80c268b Devi ce Type: Di sk devi ce
Logi cal Path:/dev/rdsk/c2t 200400A0B80C268Cd1s2
Node WAN: 200400a0b80c268b Devi ce Type: Di sk devi ce
Logi cal Path:/dev/rdsk/ c2t 200400A0B80C268Cd3s2
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The system log and console display may display warning messages similar to the
following:

WARNI NG/ pci @d, 700000/ SUNW gl c@/ f p@, 0/ ssd@200400a0b80c268c, 3 (ssd0):

Cor r upt

| abel ;

wrong magi ¢ number

WARNI NG/ pci @d, 700000/ SUNW gl c@/ f p@, 0/ ssd@200400a0b80c268¢c, 1 (ssdl):

Cor r upt

| abel ;

W ong magi ¢ number

For QLogic HBA, these messages means that the disk has a bad label or a DVH label,
which is not supported. (QLogic HBAs support only GPT labels.)

Similar messages for an LSI Logic HBA will appear on boot for LUNs that have DVH
labels. When the XVM module is loaded or started, it installs hooks into the HBA
driver and automatically translates the DVH labels into SUN labels (you should not
try to relabel the disks with the f or mat command); after XVM translates the labels,
you will not see these error messages.

Note: You can also use the | si uti| command to determine the number of LSI HBAs
installed, the model numbers, and firmware versions.

If you are having trouble with the verification steps, see "New Storage is Not
Recognized on Solaris" on page 168.

Setting Persistent Name Binding
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Adding a new RAID can change the fabric name binding. To set up persistent binding,
edit the / kernel / drv/itnpt. conf file and add entries of the following format, one
for each target, where portWWN is the port world wide name of the RAID controller:

t ar get - X- wwn=" port WWN"
For example:

t ar get - 0- wwn="200800a0b8184c8e"
target - 1- win="200900a0b8184c8d"
t ar get - 2- wwn="200400a0b80c268c"
t ar get - 3- wwn="200500a0b80c268c"

151



8: Solaris Platform

In this example, t ar get - 0 will be bound to the device with the port WWN
200800a0b8184c8e and the resulting devices will be:

/ pci @d, 700000/ I ntraServer, fc@/ ssd@, *

Preinstallation Steps for Solaris

This section provides an overview of the steps that you or a qualified Sun service
representative will perform on your Solaris nodes prior to installing the CXFS
software. It contains the following sections:

* "Adding a Private Network for Solaris Nodes" on page 152
¢ "Verifying the Private and Public Networks for Solaris" on page 157

Adding a Private Network for Solaris Nodes

The following procedure provides an overview of the steps required to add a private
network to the Solaris system. A private network is required for use with CXFS. See
"Use a Private Network" on page 16.

You may skip some steps, depending upon the starting conditions at your site. For
details about any of these steps, see the Solaris documentation.

1. If your system is already operational and on the network, skip to step 2.

If your Solaris system has never been set up, bring the system to single-user
mode. For example, go to the PROM prompt and boot the Solaris node into
single-user mode:

> boot -s

As a last resort, you can reach the PROM prompt by pressing the L1- A (or
St op- A) key sequence.

2. Edit the /et c/i net/i pnodes file so that it contains entries for each node in the
cluster and its private interfaces.

The / et c/ i net/i pnodes file has the following format, where primary_hostname
can be the simple hostname or the fully qualified domain name:

IP_address primary_hostname aliases
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You should be consistent when using fully qualified domain names in the
/etc/inet/ipnodes file. If you use fully qualified domain names on a
particular node, then all of the nodes in the cluster should use the fully qualified
name of that node when defining the IP/hostname information for that node in
their / et c/ i net /i pnodes file.

The decision to use fully qualified domain names is usually a matter of how the
clients (such as NFS) are going to resolve names for their client server programs,
how their default resolution is done, and so on.

Even if you are using the domain name service (DNS) or the network information
service (NIS), you must add every IP address and hostname for the nodes to
/etc/inet/ipnodes on all nodes. For example:

190.0. 2.1 serverl. conpany.com serverl
190. 0. 2. 3 stocks

190.0.3.1 priv-serverl

190. 0. 2. 2 server 2. conpany. com server 2
190. 0. 2. 4 bonds

190.0.3.2 priv-server2

You should then add all of these IP addresses to / et c/ i net/i pnodes on the
other nodes in the cluster.

For more information, see the host s, nanmed, and ni s man pages.

Note: Exclusive use of NIS or DNS for IP address lookup for the nodes will
reduce availability in situations where the NIS or DNS service becomes unreliable.

For more information, see "Understand Hostname Resolution and Network
Configuration Rules" on page 15.

. Edit the / et ¢/ nsswi t ch. conf file so that local files are accessed before either

NIS or DNS. That is, the i pnodes line in / et ¢/ nsswi t ch. conf must list
files first.

For example:
i pnodes: files nis dns

(The order of ni s and dns is not significant to CXFS, but f i | es must be first.)
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4. Determine the name of the private interface by using the i f confi g command as
follows:

solaris# ifconfig -a

If the second network does not appear, it may be that a network interface card
must be installed in order to provide a second network, or it may be that the
network is not yet initialized.

For example, on an Ultra Enterprise 250, the integrated Ethernet is hme0; this is
the public network. The following i f confi g output shows that only the public
interface exists:

solaris# ifconfig -a

1 00: flags=1000849<UP, LOOPBACK, RUNNI NG, MULTI CAST, | Pv4> ntu 8232 index 1
inet 127.0.0.1 netnask ff000000

hne0: fl ags=1000843<UP, BROADCAST, RUNNI NG, MULTI CAST, | Pv4> ntu 1500 i ndex 2
inet 128.162.2.91 netnmask ffffff00 broadcast 128.162. 2. 255
et her 8:0:20:d2:29:ch

If the second network does not appear, do the following:

a. If you do not have the PCI card installed, install it. Refer to your PCI
documentation for instructions.

If your card is already installed, skip to step b.

b. Use the output from the dnmesg command to determine the interface name for
the private network; look for the network interface that immediately follows
the public network; you may wish to search for Found. For example:

sol ari s# dnesg

Feb 6 09:38:36 ue250 | ast nessage repeated 42 tines

Feb 6 11:38:40 ue250 pseudo: [ID 129642 kern.info] pseudo-device: devinfoO

Feb 6 11:38:40 ue250 genunix: [ID 936769 kern.info] devinfoO is /pseudo/devinfo@

Feb 6 11:38:41 ue250 hne: [ID 517527 kern.info] SUNWhneO : PCl 102.0 (Rev Id = c1) Found

Feb 6 11:38:41 ue250 genunix: [ID 936769 kern.info] hne0 is /pci @f, 4000/ network@, 1

Feb 6 11:38:41 ue250 hne: [ID 517527 kern.info] SUN\Whnel : PCl 102.0 (Rev Id = c1) Found

Feb 6 11:38:41 ue250 hne: [ID 517527 kern.info] SUNWhnel : Local Ethernet address = 8:0:20:cc:43:48
Feb 6 11:38:41 ue250 pcipsy: [ID 370704 kern.info] PCl-device: SUNWhne@, 1, hnmel

Feb 6 11:38:41 ue250 genunix: [ID 936769 kern.info] hnel is /pci @f, 2000/ SUNW hnre@., 1
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The second network is hnmel; this is the private network, and is displayed
after hme0 in the dmesg output. In this example, hnel is the value needed in
step c and in step 5 below.

c. Initialize the private network’s interface by using the i f confi g command as
follows, where interface is the value determined in step b:

i fconfig interface pl unb
For example:
solaris# ifconfig hmel plunb

After performing the pl unb, the hnel interface will appear in the i f confi g
output, although it will not contain the appropriate information (the correct
information will be discovered after the system is rebooted later in step 8).
For example, at this stage you would see the following:

solaris# ifconfig -a

1 00: flags=1000849<UP, LOOPBACK, RUNNI NG, MULTI CAST, | Pv4> ntu 8232 index 1
inet 127.0.0.1 netnask ff000000

hne0: fl ags=1000843<UP, BROADCAST, RUNNI NG, MULTI CAST, | Pv4> ntu 1500 i ndex 2
inet 128.162.2.91 netnmask ffffff00 broadcast 128.162. 2. 255
et her 8:0:20:d2:29:ch

hnel: flags=1000843<UP, BROADCAST, RUNNI NG, MULTI CAST, | Pv4> ntu 1500 i ndex 3
inet 0.0.0.0 netnmask ff000000 broadcast 255.0.0.0
et her 8:0:20:d2:29:ch

5. Create a file named / et c/ host namne. interface, where interface is the value
determined in step 4. This file must contain the name of the private network. For
example:

sol ari s# cat /etc/hostnane. hnel
cxfssun3-priv

Note: In this scenario, / et ¢/ host nanme. hnme0 must contain the same value as
the / et ¢/ nodenane file. For example:

sol ari s# cat /etc/hostname. hne0
cxfssun3

sol ari s# cat /etc/nodenane
cxfssun3
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6. Edit the / et c/ net masks file to include the appropriate entries.

7. (Optional) Edit the / . r host s file if you want to use remote access or if you want
to use the connectivity diagnostics provided with CXFS. Ensure that the mode of
the . r host s file is set to 600 (read and write access for the owner only).

Make sure that the / . r host s file on each Solaris node allows all of the nodes in
the cluster to have access to each other. The connectivity tests execute a pi ng
command from the local node to all nodes and from all nodes to the local node.
To execute pi hg on a remote node, CXFS uses r sh as user r oot .

For example, suppose you have a cluster with three nodes: admi n0O, sol ari s1,
and sol ari s2. The /. rhost s files could be as follows (the prompt denotes the
node name):

admi n0# cat /.rhosts
sol ari sl root
solarisl-priv root
sol ari s2 root
solaris2-priv root

sol arisl# cat /.rhosts
admi n0 root

admi nO-priv root

sol ari s2 root
solaris2-priv root

sol ari s2# cat /.rhosts
admi n0 root

admi nO-priv root

sol ari sl root
solarisl-priv root

8. Reboot the Solaris system:
solaris# init 6

At this point, i f conf i g will show the correct information for the private
network.
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For example:

ifconfig -a

1 00: flags=1000849<UP, LOOPBACK, RUNNI NG, MULTI CAST, | Pv4> ntu 8232 index 1
inet 127.0.0.1 netnmask ff000000

hne0: fl ags=1000843<UP, BROADCAST, RUNNI NG, MULTI CAST, | Pv4> ntu 1500 i ndex 2
inet 128.162.2.91 netnmask ffffff00 broadcast 128.162.2. 255
et her 8:0:20:d2:29:ch

hnel: flags=1000843<UP, BROADCAST, RUNNI NG, MULTI CAST, | Pv4> ntu 1500 i ndex 3
inet 10.1.1.36 netnask ffffff00 broadcast 10.1.1.255
et her 8:0:20:d2:29:ch

Verifying the Private and Public Networks for Solaris

For each private network on each Solaris node in the pool, verify access with the
Solaris pi ng command. Enter the following, where nodelPaddress is the IP address of
the node:

sol ari s# /usr/sbin/ping -s -c 3 nodelPaddress
For example:

sol aris# /usr/sbhin/ping -s -c 3 128.162.2.91

PI NG 128.162.2.91: 56 data bytes

64 bytes from cxfssun3. anericas. sgi.com (128.162.2.91): icnp_seqg=0. tinme=0.
64 bytes from cxfssun3. anericas. sgi.com (128.162.2.91): icnp_seqg=1l. tinme=0.
64 bytes from cxfssun3. anericas. sgi.com (128.162.2.91): icnp_seqg=2. tinme=0.
64 bytes from cxfssun3. anericas. sgi.com (128.162.2.91): icnp_seqg=3. tinme=0.

CECRERE

Also execute a pi ng on the public networks. If pi ng fails, follow these steps:
1. Verify that the network interface was configured up using i f conf i g; for example:

sol aris# /usr/sbin/ifconfig eriO

eri 0: flags=1000843<UP, BROADCAST, RUNNI NG, MULTI CAST, | Pv4> ntu 1500 i ndex 2
inet 128.162.2.127 netmask ffffff00 broadcast 128.162.2.255
ether 0:3:ba:d:ad: 77

In the first output line above, UP indicates that the interface was configured up.
2. Verify that the cables are correctly seated.

Repeat this procedure on each node.
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Client Software Installation for Solaris

The CXFS software will be initially installed and configured by SGI personnel. This
section provides an overview of those procedures. You can use the information in this
section to verify the installation.

Solaris Installation Procedure
Installing the CXFS client software for Solaris requires approximately 20 MB of space.
To install the required software on a Solaris node, SGI personnel will do the following:

1. Read the SGI InfiniteStorage Software Platform release notes, CXFS general release
notes, and CXFS Solaris release notes in the / docs directory on the ISSP DVD
and any late-breaking caveats on Supportfolio

2. Verify that the node has been upgraded to Solaris 10 (also known as SunOS 5.10)
according to the Solaris installation guide. Use the following command to display
the currently installed system:

sol ari s# unane -r
This command should return a value of 5.10.

3. Transfer the client software that was downloaded onto a server-capable
administration node during its installation procedure using ft p, r cp, or scp.
The location of the package on the server 