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Audience

Introduction

This guide describes the features and components of the SGI® Modular InfiniteStorage™ (MIS)

platform. With two main configurations possible for the enclosure (server and storage, or JBOD—
Just Bunch Of Disks) this guide covers the different configurations, their respective components,
interface panels, indicator lights and meanings, software, maintenance, and troubleshooting.

This guide is written for owners/users of the MIS platform. It is written with the assumption that
the reader has a good working knowledge of computers, servers, networking, hardware, software
and RAID arrays.

Important Information

Safety Precautions

007-5818-003

The following section details several safety precautions that should be observed at all times. First,
a fully loaded MIS Platform can weigh up to 220lbs. Second, electricity is a major concern,
especially Electrostatic Discharge (ESD), detailed later in this section. Please read these sections
carefully prior to using the MIS Platform.

Do NOT wear loose clothing, such as neckties or unbuttoned shirt sleeves, while working on the
unit which can be pulled into a cooling fan or tangled in cabling.

Remove any jewelry any metal objects from your body, which are excellent electrical conductors,

and can harm you and/or cause short circuits if they come into contact with printed circuit boards
or powered areas.

XiX



Introduction

XX

Be aware of the locations of the power on/off switch on the chassis as well as the room's
emergency power-off switch, disconnection switch or electrical outlet. If an electrical accident
occurs, you can then quickly remove power from the system.

Do NOT work alone when working with high voltage components.

When working around exposed electrical circuits, another person should be nearby, who is
familiar with the power-off controls, to switch off the power if necessary.

Use only one hand when working with powered-on electrical equipment. This is to avoid making
a complete circuit, which will cause electrical shock. Use extreme caution when using metal tools,
which can easily damage any electrical components or circuit boards with which they come into
contact.

Do NOT use mats designed to decrease static electrical discharge as protection from electrical
shock. Instead, use rubber mats that have been specifically designed as electrical insulators.

The power supply power cords must include a grounding plug and must be plugged into grounded
electrical outlets.

Do NOT attempt to transport/move a fully loaded MIS system. An MIS system can weigh up to
220Ibs. when fully loaded. If the system must be moved, first remove the drives from the chassis.
When lifting the system, two people (one at each end) should lift slowly with feet spread apart to
distribute the weight. Always follow safe lifting practices when moving heavy objects. More
information on moving large objects, requiring a two-person team, is available in the Centers for
Disease Control’s, “Ergonomic Guidelines for Manual Material Handling”
(http://www.cdc.gov/niosh/docs/2007-131/pdfs/2007-131.pdf)

Power should always be disconnected from the system when removing or installing system
components that are not hot-swappable, such as server boards and memory modules. When
disconnecting power, you should first do a clean shut down of the operating system, then power
down the system, and then unplug all power cords (the unit has more than one power supply cord).
More information on powering off the MIS Platform is available in Chapter 4, “System
Maintenance.”

007-5818-003
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ESD Precautions

Safety & Emissions
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Caution: Electrostatic Discharge (ESD) is generated by two objects with different electrical
charges coming into contact with each other. An electrical discharge is created to neutralize this
difference, which can damage electronic components and printed circuit boards.

The following measures are generally sufficient to neutralize this difference before contact is
made to protect your equipment from ESD:

Use a grounded wrist strap designed to prevent static discharge.

Keep all components and printed circuit boards (PCBs) in their antistatic bags until ready for
use.

Touch a grounded metal object before removing the board from the antistatic bag.

Do not let components or PCBs come into contact with your clothing, which may retain a
charge even if you are wearing a wrist strap.

Handle a board by its edges only; do not touch its components, peripheral chips, memory
modules or contacts.

When handling chips or modules, avoid touching their pins.
Put the server board and peripherals back into their antistatic bags when not in use.

For grounding purposes, make sure your computer chassis provides excellent conductivity
between the power supply, the case, the mounting fasteners and the server board.

The following is a list of agency approvals for MIS on safety and emissions.

XXi
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Electromagnetic Compatibility

Table -1 lists the region and compliance reference for EMC (Electromagnetic Compatibility)

compliance.

Table -1

MIS Server Platform Region and EMC Compliance References

Region

HCompIiance Reference

Australia/

New Zealand

AS/NZS 3548 (Emissions)

Canada/USA

CSA 60950 / UL60950/

60950-1 cert to CAN/CSA STD C22.2 No. 60950-1
Industry Canada ICES-003

FCC CFR47, Part 15

CENELEC Europe |EN55022 Emissions

EN55024 Immunity

International

CISPR 22/ CISPR 24

Japan VCCI Certification
Korea KCC Certification
Taiwan BSMI CNS 13438
China CCcC

Russia GOST

Safety Certification

Underwriters Laboratories (UL) provides safety certification for electronic devices. UL offers a
Functional Safety Listing Mark that can be added for those qualifying companies in the process
of getting a traditional Listing from UL. In essence, the Functional Safety Listing Mark replaces
the traditional UL listing mark on products certified for functional safety. Functional safety

examines the efficacy of the safety-related system by considering the input variables to a device

and confirming that the activating quantities of the output are within its designed

parameters/ratings. So it goes beyond the traditional fire and electric shock safety associated with

XXii
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the traditional UL Listing Mark. Table -2 lists the region and compliance reference for EMC
(Electromagnetic Compatibility) compliance.

Table -2 MIS Server Platform Region and EMC Compliance References
‘Region HCompIiance Reference
Canada/USA CSA 60950 / UL60950/

Compliance Document UL report
60950-1 cert to CAN/CSA STD C22.2 No. 60950-1

IEC (Europe) IEC60950-1 — CB Certification, CE Mark
Compliance Document UL report

Russia GOST

Chapter Descriptions

007-5818-003

Chapter 1, “System Overview,” describes the hardware components of the MIS enclosures, the
common modules in unit, and the major differences between the MIS Server Platform and MIS
JBOD Unit. Additional information includes the operating systems supported, and RAID
configurations possible with the MIS enclosures.

Chapter 2, “System Interfaces,” describes the hardware and software interfaces used to operate
the MIS Server and MIS JBOD. This includes the front control panel, disk drive LEDs, power
supply LEDs, and the BMC Web Console.

Chapter 3, “System Software,” covers the software used on the MIS Platforms, including
installation information for the tools, using the MegaRAID tool, and the available zoning software
(Zones and CLI Zoning Tool). Depending on the operating system, there are certain prerequisite
programs and this chapter gives instructions for download and installation of these programs.In
this chapter are step-by-step instructions for Zones tool, its features and their function, plus
warnings and error codes. Screen shots are given for a walk-through of the tool. detailed in this
chapter next are step-by-step instructions for zoning using the CLI Zoning tool (the only tool that
can zone JBODs at this time).

Chapter 4, “System Maintenance,” describes how to use Sensor Data Records for detecting
component failures, and service instructions for modules that are customer replaceable units
(CRUs). The service instructions include how to move the chassis forward or backwards in the
rack, how to remove the case front and read covers, how to remove the midspan support bar for
ease of access to cabling, how to replace a power supply, how to replace a storage drive in a
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StorBrick, how to replace a boot drive, how to replace a fan module, and additional air-flow
precautions.

Chapter 5, “Troubleshooting,” describes some problem-solving techniques, plus when and how
to contact customer support.

Appendix A, “Technical Specifications,” gives the technical specifications for the MIS
enclosures.

Appendix B, “BIOS Error Codes,” details the beep codes used when a problem is detected by the
BMC environmental controls.

Related Publications

XXiv

The following documents are relevant to the MIS Platform:
¢ MegaRAID SAS Software User Guide, publication number 51530-00, Rev E.
¢ MegaRAID 6Gh/s SAS RAID Controllers User Guide, publication number 41450-02, Rev E.

¢ Intel Server Boards and Server Platforms Server Management Guide,
publication number 37830-002

¢ SGI Foundation Software, publication number 007-5641-00x
e SGI Performance Suite, publication number 007-5680-00x

e SGI InfiniteStorage series documentation (http://techpubs.sgi.com)

e Man pages (http://www.linuxmanpages.com/)

Various formats of SGI documentation, release notes, and man pages are available. The SGI
Technical Publications Library (http://docs.sgi.com/) contains the most recent and most
comprehensive set of online books, release notes, man pages, and other information. Refer to the
SGI Supportfolio™ web page for documents which access requires a support contract (as do the
MegaRAID books cited above). See “Product Support” on page xxv. You can also view man
pages by typing man <title> onacommand line in Linux.
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Conventions

Product Support

CRU/FRU

007-5818-003

The following conventions are used throughout this document:

Convention Meaning

Command This fixed-space font denotes literal items such as commands, files,
routines, path names, signals, messages, and programming language
structures.

variable The italic typeface denotes variable entries and words or concepts being
defined. Italic typeface is also used for book titles.

[1 Brackets enclose optional portions of a command or directive line.

GUI element This font denotes the names of graphical user interface (GUI) elements such

as windows, screens, dialog boxes, menus, toolbars, icons, buttons, boxes,
fields, and lists.

SGI provides a comprehensive product support and maintenance program for its products, as
follows:

e If you are in North America, contact the Technical Assistance Center at +1 800 800
4SGI (4744) or contact your authorized service provider.

e If you are outside North America, contact the SGI subsidiary or authorized distributor in
your country. International customers can visit http://www.sgi.com/support/ Click on
the “Support Centers” link under the “Online Support” heading for information on how
to contact your nearest SGI customer support center.

Some of the components on the MIS Platform are customer-replaceable units (CRUs), meaning
that these modules were designed to be repaired/replaced by you, the customer. These include fan
assemblies, power supplies, storage drives, and boot drives, all of which are hot-swappable.
However, many of the other components on the MIS Platform should be serviced by SGI field
technicians ONLY, so as not to violate the warranty agreement. The components are
field-technician replaceable units, or FRUSs. It is important to note that our CRUs can be easily
installed and replaced by customers, which enables a speedy recovery of proper system operation.
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For additional information about CRUSs, please see:

e Customer Replaceable Units (CRUs) Installation Policy

e Customer Replaceable Units (CRU) and Customer Obligations\

Purchasable Support & Maintenance Programs

SGI provides several comprehensive product support and maintenance programs for its products.
SGI also offers services to implement and integrate Linux applications in your environment.

e Refer to http://www.sgi.com/services/

e Ifyou are in North America, contact the Technical Assistance Center at
+1-800-800-4SGI (4744), or contact your authorized service provider.

e If you are outside North America, contact the SGI subsidiary or authorized distributor in
your country. See http://www.sgi.com/global/index.html for more information.

Reader Comments

If you have comments about the technical accuracy, content, or organization of this document,
please contact SGI. Be sure to include the title and document number of the manual with your
comments. (Online, the document number is located in the front matter of the manual. In printed
manuals, the document number is located at the bottom of each page.)

You can contact SGI in any of the following ways:

¢ Send e-mail to the following address: techpubs@sgi.com

«  Contact your customer service representative, and ask that an incident be filed in the SGI
incident tracking system.

¢ Send mail to the following address:

SGI

Technical Publications
46600 Landing Parkway
Fremont, CA 94538

SGI values your comments, and will respond to them promptly.
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Chapter 1

System Overview

The SGI Modular InfiniteStorage Platform is a high-density, integrated storage server platform.
The MIS Platform uses a 4U rackmount system, and can be either a compute and storage server,
or a “Just Bunch Of Disks” expansion storage unit (MIS JBOD unit). The MIS Server Platform
can be single or dual server. Up to 5 MIS enclosures (server & JBODs) or 6 JBODs can be
mounted into a SGI Destination rack (D-Rack), as shown in Figure 1-1. (Other 3-party 19" racks
are also supported.) A D-Rack has space for up to 10 enclosures, however, due to floor weight
regulations, only 5-6 units may be installed in a single D-Rack. See

Features of the modular design of the MIS Platform include:

e Upto72(3.5" or 2.5" 15mm) and a maximum of 144 (2.5" 9.5mm) storage drives in the
Server Platform

e Upto81(3.5"or 2.5" 15mm) and a maximum of 162 (2.5" 9.5mm) storage drives in the
JBOD unit

e All fitin a standard size 4U chassis: height 6.94" (176mm), width 16.9" (429.2mm), depth
36" (914.4mm).

Storage drives can be 3.5" or 2.5" (15mm or 9.5mm), SAS or SATA, rotational or SSD drives. Up
to four JBOD units can be attached to one MIS Dual Server Platform.

Warning: Rotational SAS drives and rotational SATA drives cannot be included in the
same enclosure due to vibration conflicts.

The MIS Server Platform features:
e Up to 2 server modules per platform.

¢ One or two Intel® Xeon® E5-2600 series processors per server motherboard.



1: System Overview

e Intel Turbo Boost Technology 2.0 that automatically allows processor cores to run faster
than the base operating frequency, if the cores are operating below power, current, and
temperature specification limits (< 35°C ambient).

* Upto8DDR3 DIMMs (4 GB, 8 GB, or 16 GB) for a single-server motherboard
configuration, and up to 16 DIMMs for a dual-server motherboard configuration.

e Upto 4 HBAs for a single server, full-height (4.25") and half-depth (3.375"), externally or
internally facing. Up to 4 HBAs (half-height, half-depth; 2 per server module) for a dual
server. There are an additional two internally facing, half-height and half-depth HBAs per
server module, used by the system. The MIS Single Server Platform can have a total of six
HBAs, where a Dual Server Platform can have a maximum of eight (including those used by
the system).

e Upto 3 PCle riser cards for single server systems (dual-servers have a mandatory 3 PCle
risers, regardless of card count).

e Up to four battery back up units for a single server module. Up to three battery back up units
per server module for a dual server platform, for a total maximum of six. (Unique BBU PCle
technology allows the inclusion of BBUs without the consumption of any of the available
PCle slots.)

e Two boot drives per server: SAS or SATA, rotational or SSD, up to 300GB, mirrored using
RAID 1.

e Dual GbE networking onboard, with an optional 2 port 10GbE, 2 port GbE, or 4 port 8Gb
FC PCle cards (4 optional networking PCle cards maximum, external facing only; risers 1
and 2).

Warning: Floor loading has a maximum weight allowance of 250Ibs per square foot, not
including the service area. Floor loading must be less than 2501bs per square foot, including
the service area. There can be a total of 6 JBODs or 6 MIS Servers per D-Rack, or a
combined total of 5. For maximum efficiency and performance, it is suggested that the
maximum number of enclosures in a single D-Rack is 1 MIS Dual Server enclosure with 4
JBODs (two JBODs per server module). A 5th JIBOD can be tolerated weight-wise, but 4 is
the suggested performance maximum.

The System Overview will first explore the “MIS Enclosure,” including “Front Grille and Control
Panels” on page 6, “Rear Panel Components” on page 7. Next, the “MIS Common Modules” on
page 10 is covered, including the power supply modules, fan modules, and StorBrick modules.
“MIS Server Platform or JBOD Unit” on page 14, discusses the presence of the “Server Module”
on page 14, its available features and associated “Boot Drives Module” on page 22, or the
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presence of a ninth StorBrick and “MIS JBOD 1/0 Module” on page 22. Finally, a “System Block
Diagram” on page 23 is given, showing a diagram of the enclosure with a dual-server
configuration (optional JBOD components show in grey), signals and power connections.
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Figure 1-1 SGI Destination Rack (D-Rack)
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MIS Enclosure

MIS Enclosure

The MIS enclosure, whether it is a server or JBOD, consists of a chassis, case (with front bezel
grille, control panel and rear ports).

Figure 1-2 MIS Chassis and Case

The SGI MIS chassis features a front bezel display with an internal EMI grille (Figure 1-2). The
unique bi-directional sliding rail mounts (Figure 1-3) allow the unit to be slid forwards 20" or
backwards 18" to access disk drives and other serviceable components. This also makes for an
overall safer rack design, as chassis do not need to be extended their full length to be serviced.
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Figure 1-3 Bi-directional rail mount

Front Grille and Control Panels

Next to the bezel grille, up to two control panels can be present on the MIS Platform, one for each
server in the MIS Server Platform, or one for each 1/0 unit on the MIS JBOD. Figure 1-4 shows
a single control panel and Figure 1-5 shows two control panels.

Each control panel has a Power LED, Power button, Status LED, Reset Button, Locator LED,
Locator button, Network Activity LED, Boot Drive Activity LED, and NMI Reset button (to be
used by SGI field operatives only). Indicator light meanings and button functions are explained
in, “Control Panel” in Chapter 2.
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Figure 1-5 Dual Control Panel

Rear Panel Components

The appearance of the rear panel on the MIS chassis will depend on what modules are installed.
An MIS Platform can have up to four power supplies, each with their own AC power inputs (only
two are pictured in any of the figures here). They are high-efficiency, hot-swappable power
supplies rated at 1100 Watts.

All rear panels feature clearly silk-screened labels next to the port in question. The MIS Server
Platform (single server) in Figure 1-6, features a single server module with two USB ports, a video
port, and two NIC ports. Figure 1-7 show a MIS Server Platform with the optional four power
supplies. The MIS Server Platform (dual server) rear panel as shown in Figure 1-8 has a second
server module with its own set of USB ports, video port, and NIC ports. Figure 1-9 shows an MIS
Server Platform (single dual-server module) which features dual server construction with a single
server installed, and the option of upgrade to include a second server later. Figure 1-11 shows the
rear panel of the MIS JBOD with two 1/0 modules.
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Figure 1-6 Rear View — MIS Server Platform (single server)

Figure 1-7 Rear View — MIS Server Platform (single server, four power supplies)

Figure 1-8 Rear View — MIS Server Platform (dual server)
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Figure 1-9 Rear View — MIS Server Platform (single dual-server module)

Figure 1-10  Rear View — MIS JBOD Unit (single 1/0 module)

Figure 1-11  Rear View — MIS JBOD unit (dual I/0 modules)
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MIS Common Modules

AN\

This section describes the common internal modules of the MIS enclosure. Designed to deliver a
high level of reliability, scalability and manageability, the MIS platform makes use of modules to
contain key components. Whether the unit is an MIS Server or a JBOD, both chassis contain the
following hot-swappable modules:

e Up to four power supplies (two redundant) (Figure 1-12);
e Six fan assemblies (Figure 1-14);

e Capacity drives installed in StorBricks (Figure 1-15).

The power supply modules are high-efficiency, hot-swappable power supplies rated at 1100
Watts, AC Input: 100-240 VAC (50-60Hz), single or three phase. There are six hot-swappable fan
modules housing one fan with two counter-rotating impellers. And instead of the conventional
disk architecture, the unique StorBrick modules—innovative, highly-dense drive modules used to
house drive bays—allows the platform to maximize storage density.

Each MIS Server has eight StorBricks modules, and each MIS JBOD has nine, with the ninth
module taking the place of the compute server module. Each StorBrick module holds up to nine
3.5"or 2.5" (15mm), SAS or SATA, rotational or SSD drives, or, using the dual-slot drive option,
eighteen 2.5" (9.5mm), SAS or SATA, rotational or SSD drives.

Warning: Rotational SAS drives and rotational SATA drives cannot be included in the
same inclosure due to vibration conflicts.

Power Supply Module

10

One to four power supplies provide power for the SGI MIS server. Power supplies are configured
for N+N support. The power supplies provide 12VVDC main power and 5VDC standby power. The
power supplies are hot-swappable and can be replaced under full load. Power supplies are
numbered 0-3 from the bottom up, on the rear panel of the enclosure (Figure 1-13).
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MIS Common Modules

Figure 1-12

Figure 1-13

Fan Assembly Module

Figure 1-14

007-5818-003

Power Supply Module (rated at 1100 Watts)

PS3 ()

PS2 []

PS1()

PSo []

Power Supply Numbering

Fan Assembly Module (each contains two impellers)
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Six fan assemblies mounted in the middle of the chassis cool the system. Each hot-swappable fan
assembly contains two impellers. Air flows from the front to the back of the enclosure. The fan
baseboard distributes power and control signals to the fan assemblies. Firmware on the fan
baseboard monitors the fan speeds and temperatures within the enclosure. The SMS adjusts the
individual fan speeds as needed to continuously provide optimal cooling for the enclosure.

StorBrick Module

Each StorBrick Module contains up to nine 3.5" or 2.5" 15mm drives (Figure 1-15), or eighteen
2.5" 9mm drives (), mounted in the StorBrick using proprietary drive carriers (Figure 1-16). A
sliding thumb latch securely fastens the drive carriers in place (Figure 1-17, thumb latch is
pictured in blue, but is grey on the actual product). StorBricks use SAS-2 protocol, which enables
the system to use SAS and/or SATA drives (rotational disks or SSDs).

Figure 1-15  StorBrick Modules for 3.5" or 2.5" 15mm Drives (left)
and 2.5" 9.5 mm Drives (right)
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Warning: Rotational SAS drives and rotational SATA drives cannot be included in the
same inclosure due to vibration conflicts.

Figure 1-16  3.5" 15mm Drive and Carrier

Figure 1-17  3.5" 15mm Drive Carrier (top view, with thumb latch)

Figure 1-18  Two 2.5" 9.5mm Drives and Carrier

007-5818-003 13



1: System Overview

Figure 1-19  2.5" 9.5mm Drive Carrier (isometric view with dual thumb latches)

MIS Server Platform or JBOD Unit

Server Module

14

The key difference between the MIS Server Platform (Figure 1-20 or Figure 1-21) and the MIS
JBOD Unit (Figure 1-22) is the presence of the compute server module (Figure 1-23 or

Figure 1-25) and boot drives (Figure 1-29) in the Server Platform, or a ninth StorBrick

(Figure 1-15) and I/0 modules (Figure 1-30) and associated midplane (Figure 1-31) in the JBOD.

The MIS Server Platform can be single- or dual-server (Figure 1-23 or Figure 1-25) depending on
whether it has one or two compute server modules. Each compute server module can have:

e Up to two Intel® Xeon® E5-2600 series processors per motherboard, with Intel Turbo Boost
Technology 2.0: if the cores are operating below power, current, and temperature specs (<
35°C ambient) limits, they automatically run faster than base operating speed.

« 8 DDR3DIMMs (4 GB, 8 GB, or 16 GB) for a single-server board configuration. Up to 16
DIMMs for a dual-server board configuration,

¢ Upto 4 HBAs for a single server, full-height (4.25") and half-depth (3.375™), externally or
internally facing. Up to 4 HBAs (half-height, half-depth; 2 per server module) for a dual
server. (See Figure 1-27 on page 20)

e Uptothree PCle riser cards for a single server (dual servers have a mandatory 3 PCle risers).

«  Up to four battery back up units for a single server module. Up to three battery back up units
per server module for a dual server platform, for a total maximum of six. (Unique BBU PCle
technology allows the inclusion of BBUs without the consumption of any of the available
PCle slots.)

007-5818-003



MIS Server Platform or JBOD Unit

Figure 1-20  MIS Server Platform (single server)
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Figure 1-21  MIS Server Platform (dual server)
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Figure 1-22  MIS JBOD Unit
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Figure 1-23  MIS Server Module — single server

PCle Riser #2 with
HBAs

PCle Riser #1 with
HBAs
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S~
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Memory DIMMs

Motherboard

Figure 1-24  Server Module (single server) — component view
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Figure 1-25  MIS Server Module — dual server (half height)
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Figure 1-26  Dual Server Module — component view
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Layout of Server CPUs, and PCle Risers HBAs

Figure 1-27 shows the CPU and riser layout. Because of cabling restrictions in a single server,
single CPU systems, only two internal SAS HBAs are allowed. The first CPU handles Riser 1
and 2. The optional second CPU would manage Riser 3. If the second CPU is not installed, Riser 3

is non-operational.When a second CPU is installed, HBAs populated on Riser 3 are internal facing
SAS HBAs only, which connect to the StorBricks (Figure 1-28).

I

"
I o
T

T

Riser 3

Riser 2
Riser 1

Figure 1-27  CPU and PCle Riser layout
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Boot Drives Module

007-5818-003
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Dual CPUs:

RISERZ-J1 is reserved for a internal SAS HBA and when populated connects to the StorBricks
RISERZ-J2 is reserved for a internal SAS HBA and when populated connects to the StorBricks
RISER1-M can be populated with extemal facing HBAs

RISER1-J2 can be populated with extemal facing HBAs

If a intarnal SAS HBA is not populatad in RISERZ2-J2, an axternal HBA can ba populated

If a intarnal SAS HBA is not populatad in RISERZ2-11, an axternal HEBA can ba populated

Single CPL:

RISER2-11 is reserved for a internal SAS HBA and when populated connects to the StorBricks
RISER2-J2 is reserved for a internal SAS HBA and when populated connects to the StorBricks
RISER1-J1 can be populated with extenal facing HBAs

RISER1-J2 can be populated with extemal facing HBAs

If a intarnal SAS HBA is not populated in RISER2-J2, an external HBA can be papulated

Figure 1-28  HBA population layout

Each MIS Server Platform features two boot drives per server module (up to four total — mirrored
using LSI software RAID 1). These drives are SAS or SATA, rotational or SSD, up to 300GB,
used to store server data and the server operating system. Supported operating systems include:

¢ Microsoft® Windows® 2008 R2 SP1 (not shipped with product),
¢ Red Hat® Enterprise Linux (RHEL) 6.2,

¢ SUSE LINUX® Enterprise Server 11 SP1, or

e VMware® ESX 5.0
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MIS JBOD I/O Module

Figure 1-29  Boot Drive Module

22

Figure 1-30  1/0 Module for MIS JBOD Unit

JBOD 1/0 modules slide into a midplane (Figure 1-31), which connect to the SAS controllers.
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System Block Diagram

Figure 1-31  MIS JBOD Midplane 1/0 Connector (right & left views)

System Block Diagram

Figure 1-32 shows the system-level block diagram for a fully populated dual-server (the optional
JBOD components are shown in grey: “STORBRICK 8” and “JBOD only”).
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Figure 1-32  System-Level Block Diagram
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Control Panel

Control Panel

Chapter 2

System Interfaces

This chapter describes the hardware and software interfaces of the MIS platforms. Both the MIS
server platform and MIS JBOD storage unit have a front control panel, disk drive LED codes, and
power supply LED codes. The control panel lights and buttons have different meanings and
functions, depending on whether the machine is the MIS Server Platform or MIS JBOD unit. The
disk drive LED codes and power supply LED codes remain the same whether the system is a
server platform or JBOD unit. Additionally, there are four programs used to initialize and monitor
the MIS machines. This chapter details the hardware interfaces, their functions and indications, as
well as the Baseboard Management Controllers (BMC) Web Console. These programs provide
power management features, environmental monitoring, etc.

Note: SGI provides features beyond those of IMPI 2.0, for instance, chassis intrusion detection,
which will gracefully power down the system if the case cover is left off for more than 15 minutes.

MIS Server Control Panel
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The control panel (Figure 2-1) interface consists of five indicator lights and four buttons. More
information on remote functionality and the Web Console and Terminal Tool is presented at the
end of this chapter.
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Power LED Power button
Status LED Reset button
Locator LED —— Locator button
Network Activity LED —— Boot Drive
Activity LED
—— NMI Reset
button

Figure 2-1 MIS Control Panel

The NMI Reset button (Non-Maskable Interrupt) should not be used, except under the direct
supervision from technical support.

Table 2-1 MIS Server Platform Control Panel Buttons and LEDs

LED/Button HDescription

Power LED Green LED lit means power is on.

Power button If the system is off, pushing this button powers on the system. If the

operating system is running, pushing this button shuts down the
operating system and powers off the system gracefully. If the operating
system is hung, holding the button down for 10 seconds or more will
power off the system for a hard reset.

26 007-5818-003



Control Panel

Table 2-1 MIS Server Platform Control Panel Buttons and LEDs (continued)
LED/Button HDescription
Status LED This indicator will be lit whenever there is AC power available to the

power supplies, whether the unit is on or off. Green means the system is
in good working order. Yellow indicates a problem with the system, and
service is required.

Reset button

The service reset button. When pushed, this button causes the server to
reboot and, if the problem is cleared by the reset, returns the Status LED
to green.

Locator LED

Blue LED is lit on the front and the back to help locate the unit in a rack
or bay.

Locator button

The Locator LED will be lit blue when the Locator button is pushed.
There is a corresponding LED on the back of the server that will be blue.
When the Locator button is pushed again, the LED will go off. This
function may also be activated remotely using the Intel BMC Web
Console and pressing the virtual button, or using the Linux IPMI
Terminal Tool:

-H <ip address> -P <password> -U <user> chassis identification

NIC Activity LED

The green LED will be active whenever there is any network traffic
occurring on the base board NIC ports.

Boot Drive
Activity LED

The LED is lit whenever the boot drives are being accessed.

NMI Reset button

Used only under the direction of technical support personnel.

MIS JBOD Control Panel

007-5818-003

The control panel (Figure 2-1) for the MIS JBOD is exactly the same as the MIS Server Platform.
However, some of the buttons do not have the same function as they do on the MIS Server. Since

there is no boot drive module in a JBOD, the Boot Drive Activity LED, located next to the

Network Activity LED, is present, but inactive.

Important: When there are two 1/0 modules on a JBOD, the top control panel connects to the
bottom 1/0 module on the back of the unit, and vice versa, the bottom control panel accesses the

top 1/0 module.
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Disk Drive LEDs

Figure 2-2 shows the green/yellow and blue disk drive LEDs.

Figure 2-2 Disk Drive LEDs

Table 2-2 describes the meaning of disk drive LEDs.

Table 2-2 Disk Drive LEDs

Bi-color LED  |Blue LED ||Drive Status

Off Off Drive is off and can be removed.
Green Off Drive is on.

Yellow Off Service required.
Off/Green/Yellow |On Indicates drive location.

Power Supply LEDs

There are two LEDs located on the face plate of the power supply, one green on top, and one
bi-color yellow/green below (Figure 2-3). Table 2-3 describes the function of the power supply

LEDs

Figure 2-3 Power Supply LEDs
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Table 2-3 Power Supply LEDs

Green LED HBi-coIor LED HPower Supply Status

Off Off No AC power to the supply, power is off on the front
of the machine.

Off Yellow Problem indicated (voltage, fan failure, AC failure,
etc.)

On Blinking Yellow |AC available, power supply in standby mode

(powered off on the front)

On Green AC available to the power supply, power supply is
on and functioning normally.

BMC Integrated Web Console

007-5818-003

The control panel and various other LEDs are used to monitor the overall status of the system and
its components. Underlying the light-guided diagnostics provided through the various LEDs on
the control panel, power supplies, motherboard, etc. are the BMC/IPMI interfaces. The MIS server
supports the platform management features (environmental monitoring, power management, etc.)
provided by the Intel BMCs and IPMI 2.0. Moreover, the BMCs have features beyond those of
IPMI 2.0 (for instance, detection of chassis intrusion).

The BMC Integrated Web Console is a web-based program provided by Intel, and is used to give
general system information such as system diagnostics, server health, environmental reporting,
and event logs. Additionally, the BMC-IWC provides a remote virtual control panel for the MIS
Server, allowing for remote locating and reboot.

For more information, see the platform management documentation for the Intel S2600JF
motherboard in Intel Server Boards and Server Platforms Server Management Guide (publication
number 37830-002)

This section gives you a high-level description of each Integrated BMC Web Console page. It is

organized in sections corresponding to the four tabs in the horizontal menu. Within each section,
each menu on the left-hand side is illustrated and described in detail.
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System Information

After login, by default, the BMC Web Console opens on the System Information page. The
System information page displays a summary of the general system information. This includes the
power status and the version of firmware, and has the following information about the server.

Table 2-4 System Information Details

Information HDetaiIs

Host Power Status Shows the power status of the host (on/off).

RMM Status Indicates if the Intel RMM4 card is present.

Device (BMC) Available Indicates if the BMC is available for normal
management tasks.

BMC FW Build Time The date and time of the installed BMC firmware.

BMC FW Rev Major and minor revision of the BMC firmware.

Boot FW Rev Major and minor revision of the BOOT firmware.

SDR Package Version Version of the Sensor Data Record.

Mgmt Engine (ME) FW Rev | Major and minor revision of the Management
Engine firmware.

Overall System Health Green/Yellow and Blue

In the left navigation pane, There are five menu options. After System Information comes FRU
Information, System Debug Log, CPU Information, and DIMM information.
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Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Centrol @ tocour @ rerrest @ wme

B -

System Information

:J This section contains general information about the system.

System Information

FRU Information Host Power Status : Host is currently ON
System Debug Log RMM Status : Intel(R) RMM installed
CPU Information

DIMM Information

FRU Information

007-5818-003

Summary

System Information

Device (BMC) Available : Yes
BMC FW Build Time : Feb 22 2012 12:41:12
BIOS ID : SE5C600.86B.01.02.1003.041820121454
BMC FW Rev : 01.04.2896
Boot FW Rev : 01.07
SDR Package Version : Shackleford 1.05.02
Mgmt Engine (ME) FW Rev : 02.01.05.069

Overall System Health : ® 0 @

Figure 2-4 BMC Web Console — System Information Page

The Field Replaceable Unit (FRU) Information page displays information from the FRU
repository of the host system.

FRU Chassis Information includes: Type, Part/Model Number, and Serial Number. FRU Board
Information includes: Manufacturing Date, Manufacturer, Product Name, Serial Number,
Part/Model Number, and FRU File ID. FRU Product Information includes: Manufacturer,
Name, Part/Model Number, Version, Serial Number, Asset Tag, and FRU File ID.
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intel' Integrated BMC Web Console "

System Information = Server Health | Configuration | Remote Control @ LOGO

B -

o= I iy
o1 @ rerrese @ ues
System Information
This section contains general information about the system.

System Information
FRU Information
System Debug Log
CPU Information

DIMM Information

System Debug Log

FRU Information

Chassis Information
Type: Main Server Chassis
Part/Model Number: loose_some
Serial Number: win_some

Board Information
Manufacturing Date : 2012-03-26  15:06
Manufacturer : Intel Corporation
Product Name : 52600]F
Serial Number: Q5IP14101366
Part/Model Number : G28033-502
FRU File ID : FRU Ver 0.01

Product Information

Manufacturer : Intel Corporation
Name : 526001F
Part/Model Number : .......... v

Figure 2-5 BMC Web Console — FRU Information

The System Debug Log page allows administrators to collect system debug information. This
feature allows a user to export data into a file that is retrievable for the purpose of sending to an
Intel engineer or Intel partners for enhanced debugging capability. Select either the “System
Debug Log” or the “System & BMC Debug Log” and press the Run button. It may take some time
for the debug information to be collected.

The files are compressed, encrypted, and password protected. The file is not meant to be viewable
by the end user but rather to provide additional debugging capability to your system manufacturer
or an Intel support engineer. Once the debug log dump is finished you can click the debug log
filename to save the results as a . zip file on your client system. The file can then be sent to your
system manufacturer or an Intel support engineer for analysis.

System Debug Log Type

32

The System Debug Log data is mainly used by the system manufacturer for analysis. Baseboard
Management Controller (BMC) status, BMC configuration settings, BMC Sensor readings, Power
supply data, System Event Log, sensor readings, SMBIOS tables, CPU machine check registers
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Last Log

and PCI configuration space information. The System & BMC Debug Log contains regular
System Debug Log plus the BMC debug log.

Shows the time of the last data collection. Collection times older than three minutes will be
marked as an “Old” debug log.

Encryption

The resulting zip file will be encrypted for privacy, and may only be extracted for analysis by an
authorized representative of the system manufacturer.

Generate Log

System Information | Server Health | Configuration | Remote Control @ LOGOUT @ REFRESH @

By -

Integrated BMC Web Console

Click the Generate Log button to collect recent Debug Log data. The resulting compressed archive
will be downloaded to your system by clicking on the debug log link. You may also choose to
download the data at a later time using the debug log link. Note that it is recommended that fresh
data always be downloaded for analysis.

RS

HELP

System Information
This section contains general information about the system.

System Information
FRU Information
System Debug Log
CPU Information

DIMM Information

The following operations generate an encrypted zip file that contains debug information which is useful to the system manufacturer
for problem resolution. The information collected includes Baseboard Management Controller (BMC) status, BMC configuration

settings, BMC Sensor readings, Power supply data, System Event Log, sensor readings, SMBIOS tables, CPU machine check

registers and PCI configuration space information. If you elect to forward this information to a third party, it contains no personal
information and may be used for the purpose of investigating the problem. Downloading debug information by clicking on the link

does not change any configuration files or read application data on any of the hard drives.

Log files should be sent to the system manufacturer for analysis.

® System Debug Log
(8] System & BMC Debug Log

System Debug Log
Last Log: None

Generate Log

Figure 2-6 BMC Web Console — System Debug Log
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CPU Information

(intel) Integrated BMC Web Console

System Information

B -

Server Health

Configuration | Remote Control

System Information
This section contains general information about the system.

System Information
FRU Information
System Debug Log
CPU Information

DIMM Information

DIMM Information

34

This page lists CPU data as reported by BIOS on the last successful system boot.

CPU Information

Socket Designation :
Manufacturer :
Version :
Processor Type :
Family :

Speed :

Number of Cores :
Voltage :

Socket Type :
Status :

Serial Number :
Asset Tag :

Part Number :

CPU1

Intel

Intel(R) Xeon(R) CPU E5-2660 0 @ 2.20GHz
Central Processor

Intel Xeon

2.2 GHz

&8

osv

Other

Populated, Enabled

Figure 2-7

BMC Web Console — CPU Information

The CPU Information page displays information on the processor(s) installed in the server.

The data in the CPU Asset Information page is collected from SMBIQOS entries sent from the BIOS
to the Baseboard Management Controller at the end of POST. If there is no data available, or the
data is stale, please reset the system, allow it to complete POST, and refresh the page using the

refresh button above.

The DIMM Information page displays information on DIMM modules installed on the host
system.

Slot Number is DIMM location on the motherboard. The location is marked as AO, B1 and so on.
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- ! o
System Information | Server Health | Configuration | Remote Centrol D ocour @ rerresw @ vme

B -

Integrated BMC Web Console

System Information
This section contains general information about the system.

System Information
FRU Information
System Debug Log
CPU Information

DIMM Information

Server Health

Sensor Readings

007-5818-003

DIMM Information
The list below shows the current list of system DIMM.

Number of system DIMM: 8

Siothumber ~ Sze  Type | Speed | Manufactory | AssetTag ~ SeralNumber PartNumber

DIMK_A1 4098 DOR3 1600 Samsung Unknown 869B6A23 M383B5170GB0-CKO
DIMM_B1 4098 DDR3 1600 Samsung Unknown 869BE561 M393B5170GB0-CKO
DIMM_C1 4095 DDR3 1600 Samsung Unknown 869BGIF7 M393B5170GB0-CKO
DIMM_D1 4096 DDR3 1600 Samsung Unknown B69B6506 M393B5170GB0-CKO
DIMK_E1 4098 DOR3 1600 Samsung Unknown 869BEIF0 M383B5170GB0-CKO
DIMM_F1 4098 DDR3 1600 Samsung Unknown 86986523 M393B5170GB0-CKO
DIMM_G1 4095 DDR3 1600 Samsung Unknown 869BGIEF M393B5170GB0-CKO
DIMM_H1 4096 DDR3 1600 Samsung Unknown 86986522 M393B5170GB0-CKO

Figure 2-8 BMC Webh Console — DIMM Information

The Server Health tab shows you data related to the server's health, such as sensor readings, the
event log, and power statistics as explained in the following sub sections. Click on the Server
Health tab to select the various pages. By default, this tab opens the Sensor Readings page.

The Sensor Readings page displays system sensor information including status, health, and
reading. By default the sensor readings are updated every 60 seconds but this can be changed by
entering a value in the Set auto-refresh in seconds selection box and then pressing the Set button.

Sensor Selection drop-down box allows you to select the type of sensor readings to display in the
list. The default is set to All Sensors, with other options: Temperature Sensors, Voltage Sensors,
Fan Sensors, Physical Security, Processor, Power Unit, Memory, Event Logging Disable, System
Event, Button/Switch, Module/Board, Watchdog Sensor, Management Subsystem Health, Node
Manager, and SMI.
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Event Log

36

System Information

i@ Integrated BMC Web Console

Server Health

Server Health

This section shows you data related to the server's health, such as sensor readings and the event

log.

Configuration

Remote Control

Sensor Readings
Event Log

Power Statistics

Sensor Readings

This page displays system sensor information, including readings and status. You can toggle viewing the thresholds for the sensors

by pressing the Show Thresholds button below.

Refreshing readings every 60 seconds

Select a sensor type category:

|AII Sensors

Sensor Readings: 102 sensors

E _ Health ©  Reading ~
Temperature Sensors All deasserted _ 0x0000
‘F’”"ESQQ e il deasserted B o000
an Sensors

Physical Sscurity il deasserted R 00000

Processor Il deasserted EE o000

Power Unit eporis the System Event 0x0010

Memaory Log (SEL)is full

Event Logging Disabled All deasserted _ 0x0000

gysm‘lflévﬁmh Al deasserted B o000

b { Jonld kil deasserted I o000

Module / Board

Watchdog 2 Al deasserted EE oo

Management Subsystem Health Al deasserted _ 0x0000

g?je Manager Al deasserted R o000

COTTTET TR Normal _ 27 degrees C

S8B Temp Mormal _ 46 degrees C

BB BMC Temp MNaormal _ 36 degrees C

P1VR Temp Mormal _ 31degrees C

IB QDR Temp Mormal _ 35 degrees C

Poweniille Temp MNormal _ 53 degrees C

Sys Fan 14 All deasserted B o000

Sys Fan 18 All deasserted I o000

Svs Fan 24 All deasserted I 0000
Figure 2-9 BMC Web Console — Server Health

Click Show Thresholds to expand the list, showing low and high threshold assignments. Use
scroll bar at bottom to move display left and right.

. CT: Critical threshold
. NC: Non-critical threshold
Click Hide Thresholds to return to original display, hiding the threshold values, showing only the

name, status and reading for selected sensors. Click Refresh to refresh the selected sensor
readings.

The Event Log is a table of the events from the system's event log. You can choose a category
from the pull-down box to filter the events, and also sort them by clicking on a column header.
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The filters available are All Events, Sensor-Specific Event, BIOS Generated events, and System
Management Software Events. Use this page to view and save the Event log. Event Log Category
selects the type of events to display in the list. Event Log List is a list of the events with their ID,
time stamp, sensor name, sensor type, and description. Click Clear Event Log to clear the event
logs. Click on Save Event Log to download the event logs to local system.

-
. o ¥ o
lntel Integrated BMC Web Console 2 gof ] -
=" -
System Information | Server Health | Configuration | Remote Control Wicciin @ icinicin Daiein
Server Health
This section shows you data related to the server's health, such as sensor readings and the event
log.
Event Log
Sensor Readings Below is a table of the events from the system's event log. You can choose a category from the pull-down box to filter the events,
Event Log and also sort them by clicking on a column header.
oo Select an event log category: 5
Power Statistics r Event Log: 3639 event entries
All Events b
Name - ‘SensorType Description -
] 0 :
Sensor-Specific Events | reports the sensoris in a low, critical, and going
BIOS Generated Events ‘E Temp Temperature fower siste - Deasserisd
| System Management Software Events |
YD ugn b bl B Temp Temperature reports the sensoris in a low, critical, and going
lower state - Asserted
3837 05/11/2012 20:39-07 558 Temp Temperature reports the sensoris in a low, but non-critical, and
going lower state - Asserted
3838 051112012 20.38:01 5B Temp Temperature Eponts fe seneor s fn.a om, bt o cicat. and
going higher state - Deasserted
3835 051112012 20:30:00 3B Temp Temperature Fenois e seriene s e High. bitrios cnpeal and
going higher state - Asserted
3634 05H1/2012 20-38:41 558 Temp Temperature reports the sensoris in a low, but non-critical, and
going lower state - Deasserted
3633 0541/2012 20:38:41 SEB Temp Temperature reports the sensoris in alow, critical, and going
lower state - Deasserted
3832 051112012 20.38:40 S5B Temp Temperature fepodts feisusar I nal ool iang goig
lower state - Assered
2§31 05/11/2012 20.38:40 558 Temp Temperature reports the sensoris in a low, but nen-critical, and
going lower state - Asserted
2630 05H1/2012 20:38:32 558 Temp Temperature reports the sensoris in a low, but non-critical, and
going lower state - Deasserted
3629 051112012 2038:32 SSB Temp Temperature FRRORE the sensor IETn 3 fow, ciical and golng
lower state - Deasserted
3628 0511/2012 20:38:31 SSB Temp Temperature reports the sensoris in alow, critical, and geing
lower state - Asserted
3827 05/11/2012 20:38:31 SSB Temp Temperature reports the sensoris in a low, but nen-critical, and
going lower state - Asserted
rennrs the senanris in a hinh hitnanoeritical and 2
Figure 2-10  BMC Web Console — Event Log

Power Statistics
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This section shows you data related to the server's health, such as sensor readings and the event
log. Use this page to determine server power usage. In order to collect readings for this page, a
PMBus enabled power supply must be attached to the server, and the server must be in a ACPI SO
(DC power on) state to report statistics data. System Power Statistics include:

e Minimum: Calculated as a minimum value of all power readings since last statistics reset.
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e Current: Present power reading.
¢ Maximum: Calculated as a maximum value of all power readings since last statistics reset.

e Average: Calculated as the arithmetic average of all power readings since last statistics reset.

i@ Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Control

Server Health
This section shows you data related to the server's health, such as sensor readings and the event
log.

Power Usage Summary

Sensor Readings

System power statistics in watts
Event Log Minimum: 0w
Power Statistics Current: OW
Maximum: OW

Average: OW

Figure 2-11  BMC Web Console — Power Statistics

Configuration Tab

The Configuration tab of the BMC Web Console is used to configure various settings, such as
alerts, users, or network. It contains the following menu options in the left navigation pane: IPv4
Network, IPv6 Network, Users, Login, LDAP, VLAN, SSL, Remote Session, Mouse Mode,
Keyboard Macros, Alerts, Alert Email, Node Manager.
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IPv4 Network
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Use this page to configure the network settings for server management.

Enable LAN Failover

Enabling failover bonds all available ethernet interfaces into the first LAN Channel. When the
primary interfaces lease is lost one of the secondary interfaces is activated automatically with the
same IP address.

LAN Channel Number

It lists the LAN Channel(s) available for server management. The LAN channels describe the
physical NIC connection on the server. Intel® RMM channel is the add-in RMM NIC. The
Baseboard Management channel is the onboard, shared NIC configured for management and
shared with the operating system.

MAC Address

The MAC address of the device (read only).

IP Address

Select the type of IP assignment with the radio buttons. If configuring a static IP, enter the
requested IP Address, Subnet Mask, Gateway, Primary DNS and Secondary DNS Server in the
given fields.

e IP Address made of 4 numbers separated by dots as in XXX . XXX . XXX . XXX.
e XXX’ ranges from 0 to 255.

¢ First “xxx’ must not be 0.

Caution: The RMM IP address must be on a different subnet than the baseboard IP address used
for management traffic.
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i;t—eb Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Control @ tocour @ rerrest @ wme

Configuration
Use these pages to configure various settings, such as alerts, users, or network.

IPv4 Network Settings

IPv4 Network You can view and modify the IPv4 network settings on this page. Select whether to obtain an IP address automatically or manually

IPv6 Network enofigure one.

Users =
[ enable LAN Failover
Login e
LAN Channel | Baseboard Mgmt +|
LDAP
VLAN MAC Address 00:1E:67:29:27:3D ‘
SsL @ Obtain an IP address automatically (use DHCP)

Q Use the following IP address
C Dpisable LAN Channel

Mouse Mode
1P Address 10.5.10.22

Keyboard Macros

Remote Session

Ais Subnet Mask 286,265 0.0 |
Alert Email Default Gateway ‘10.5.0.1 ‘

Node Manager S————
Primary DNS Server ‘10,5,1,1 ‘

Secondary DNS Server ‘

Figure 2-12  BMC Web Console - IPv4 Network Settings

IPv6 Network

Use this page to configure the IPv6 network settings for server management.

Enable LAN Failover

Enabling failover bonds all available ethernet interfaces into the first LAN Channel. When the
primary interfaces lease is lost one of the secondary interfaces is activated automatically with the
same IP address.
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LAN Channel Number
It lists the LAN Channel(s) available for server management. The LAN channels describe the
physical NIC connection on the server. Intel® RMM channel is the add-in RMM NIC. The

Baseboard Management channel is the onboard, shared NIC configured for management and
shared with the operating system.

MAC Address

The MAC address of the device (read only).

Enable IPv6 on this Channel

This check box must be selected to enable any IPv6 network traffic on this channel.

IP Address configuration

IPv6 auto-configuration enables Stateless configuration using ICMPv6 router/neighbor
discovery.

Obtain an IP address automatically enables DHCPV6.

Use the following IP address enables static IP assignment.

IP Address

Select the type of IP assignment with the radio buttons. If configuring a static IP, enter the
requested IP Address, IPv6 prefix length, and optionally the Gateway in the given fields.

e IPv6 addresses consist of 8 4 digit hexadecimal numbers separated by colons.

e A::can be used for a single sequence of two or more zero fields.

Caution: The RMM IP address must be on a different subnet than the baseboard IP address used
for management traffic.
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i@ Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Control @ tocour @ rerrest @ wme

Configuration
Use these pages to configure various settings, such as alerts, users, or network.

IPv6 Network Settings

IPv4 Network You can view and modify the IPv& network settings on this page. Select whether to obtain an IP address automatically or manually
1PV6 Network configure one. IPv6 support must be enabled prior to it's configuration.

Users [J Enable LAN Failover

Lodn LAN Channel [Baseboard Mgt v

LDAP e e —
MAC Address |00:1E:67-29:27:30 |

VLAN !

[ Enable 1Pv6 on this Channel

Use IPv6 auto-configuration (stateless ICMPv6 discovery)
Remote Session Obtain an IP address automatically {use DHCPv6)
Use the following IP address

S5L

Mouse Mode

Keyboard Macros 1E Adbdiracs |:: |
Alerts 1PV6 prefix length (0 to 128) |64
Alert Email

Gateway |:: |

Node Manager

Save

Figure 2-13  BMC Web Console - IPv6 Network Settings

Users
The list of configured users, along with their status and network privilege is displayed. Use this
page to configure the IPMI users and privileges for this server.
e Add User - Select an empty slot in the list and click to add a new user.
e Modify User — Select a user in the list and click to modify their settings.

¢ Delete User — Select a user in the list and click to delete.

Note: UserID 1 (anonymous) may not be renamed or deleted. UserID 2 (root) may not be renamed
or deleted; nor can the network privileges of UserID 2 be changed.
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Login
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System Information

IPv4 Network

IPv6 Network
Users

Login

LDAP

VLAN

S5k

Remote Session
Mouse Mode
Keyboard Macros
Alerts

Alert Email

Node Manager

Caution: User Names cannot be changed. To rename a User you must first delete the existing

User, then add the User with the new name.

Server Health

i;t—eb Integrated BMC Web Console

Configuration | Remote Control

Configuration
Use these pages to configure various settings, such as alerts, users, or network.

User List

The list below shows the current list of configured users.

If you would like to modify or delete a user, select their name in the list and click Modify User or Delete User. To add a new user, select

an unconfigured slot and click Add User.

1 anonymous
2 root
3 test1
4 test2
5 test3
6 ~

7 ~

8 =

9 =

10 ~

1 ~

12 ~

13 -~

14 ~

15 ~

Disabled

Enabled

Disabled
Disabled
Disabled

£ S A T I A B N

) .Acimiri\s.t.réioru

Administrator
Administrator
Administrator
Administrator

vlejeflejuo)ele|efa]e

Number of configured users: 5

Use this page to configure login security settings for server management.

Failed Login Attempts

Set the number of failed login attempts a user is allowed before being locked out. Zero means no

lockout. Default is 3 attempts.
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User Lockout Time (min)

Set the time in minutes that the user is locked out before being allowed to login again. Zero means
no lockout and unlocks all currently locked out users. Default is 1 min.

Force HTTPS

Enable this option to force the User to user Secure Login for Web using HTTPS protocol. It will
use the certificate uploaded under 'Configuration->SSL".

Web Session Timeout

Set the maximum web service timeout in seconds. Timeout should be between 60 and 10800
seconds. Default timeout is 1800 seconds.

in/teb Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Control

Configuration
Use these pages to configure various settings, such as alerts, users, or network.

Login Security Settings
IPw4 Network : - . . p .
You can view and modify the login security settings on this page. Select how many failed login attempts occur before a user is locked

1Pv6 Network out and for how long.

Users

Failed Login Attempts |37\
Login o
LDAP User Lockout Time {min) I1 ‘
VLAN Force HTTPS [ Enable
i Web Session Timeout |1800 ‘ Second's
Remote Session
Mouse Mode e

Keyboard Macros
Alerts
Alert Email

Node Manager

Figure 2-14  BMC Web Console — Login Security Settings

44 007-5818-003



BMC Integrated Web Console

LDAP

To enable/disable LDAP, check or uncheck the Enable LDAP Authentication checkbox
respectively.

LDAP Authentication

Check this box to enable LDAP authentication, then enter the required information to access the

LDAP server.
Port

Specify the LDAP Port.
IP Address

The IP address of LDAP server
e IP Address made of 4 numbers separated by dots as in XXX - XXX - XXX - XXX.
e “xxX’ ranges from 0 to 255.

¢ First “xxx’ must not be 0.

Bind Password

Authentication password for LDAP server; the password must be at least 4 characters long.

Bind DN

The Distinguished Name of the LDAP server, e.g. cn=Manager, dc=my-domain,
dc=com.

Searchbase

The searchbase of the LDAP server, e.g. dc=my-domain, dc=com.
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i;t—eb Integrated BMC Web Console

System Information

Server Health | Configuration | Remote Control @ LOGOUT @ REFRESH @ HELP

Configuration
Use these pages to configure various settings, such as alerts, users, or network.

IPv4 Network
IPv6 Network
Users

Login

LDAP

VLAN

S5k

Remote Session
Mouse Mode
Keyboard Macros
Alerts

Alert Email

Node Manager

VLAN

LDAP Settings

Check the box below to enable LDAP authentication and enter the required information to access the LDAP server. Press the Save
button to save your changes.

[ Enable LDAP Authentication

Port [388 |
IP Address |
Searchbase

|
Bind DN [ |
|

Bind Password

Figure 2-15  BMC Web Console — LDAP Settings

Use this page to configure an 802.1Q VLAN private network on the specified LAN channel.

LAN Channel

46

It lists the LAN Channel(s) available for server management. The LAN channels describe the
physical NIC connection on the server. Intel® RMM channel is the add-in RMM NIC. The
Baseboard Mgmt channel is the onboard, shared NIC configured for management and shared with
the operating system.
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Enable VLAN

Check to enable VLAN on this channel. When enabled, the BMC only accepts packets with the
correct VLAN Identifier field. All outgoing packets are marked with that VLAN ID.

VLAN ID

Specify the VLAN ID to use. Values are from 1 to 4094. Only one ID can be used at a time, and
VLAN must first be disabled before a new ID can be configured on a given LAN channel.

VLAN Priority

Specify the VLAN Priority field to place in outgoing packets. Values are from 0 (best effort) to 7
(highest); 1 represents the lowest priority. 0 is the default.

i@ Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Control

Configuration
Use these pages to configure various settings, such as alerts, users, or network.
|

VLAN Settings

IPw4 Network

Check the box below to enable a VLAN private network on this channel and configure it. Press the Save button to save your changes.
1PvE Network

Users LAN Channel IElasebuard Mgmt v/

Lagin 1 Enable VLAN
LDAP

VLAN ID (1-4094) |
VLAN -
=3 VLAN Priority (0-7) |

Remote Session e
Mouse Mode

Keyboard Macros

Alerts

Alert Email

Node Manager

Figure 2-16  BMC Web Console — VLAN Settings
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SSL

The SSL Upload page shows dates for the default certificate and privacy key. Use this page to
upload an SSL certificate and privacy key, which allows the device to be accessed in secured
mode.

First upload the SSL certificate, and then device will prompt to upload privacy key. If either of the
files are invalid the device will send a notification. The device will give notification on Successful
upload. On successful upload device will prompt to reboot the device. If you want to reboot click
Ok or click Cancel to cancel the reboot operation.

i@ Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Control

Configuration
Use these pages to configure various settings, such as alerts, users, or network.

SSL Upload

IPv4 Network The dates for the default certificate and privacy key are shown below. To upload a new SSL certificate, use the Browse button to

1PV Network navigate to the certificate and press the Upload button.

Users
: Default Wed Dec 31 1969 17:00:00 GMT-0700 (Mountain
Login Certificate Standard Time)
LDAP Default Privacy Wed Dec 31 1969 17:00:00 GMT-0700 {Mountain
Key Standard Time)
VLAN
Cortiont [ Choose File |
p— Certificate Choose File | Mo file chosen
Remote Session
Upload

Mouse Mode
Keyboard Macros
Alerts

Alert Email

Node Manager

Figure 2-17  BMC Web Console — SSL Upload

Remote Session

Use this page to enable/disable encryption on KVM or Media during a redirection session.
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KVM Encryption

Enable/Disable encryption on KVVM data during a redirection session. Choose any one from the
supported encryption techniques.

Keyboard/Mouse Only

If KM Encryption is set to None, the Keyboard & Mouse data can still be encrypted using
Blowfish encryption. This option has the least performance impact while still encrypting the most
important data.

Media Encryption

Enable/Disable encryption of Media data during a redirection session. Disabling encryption can
improve performance of KVM or Media redirection.

USB Key Emulation Mode

Two types of emulation are:
*  Floppy - Emulated USB Key will be detected as Floppy drive in remote machine.

e Hard disk - Emulated USB Key will be detected as Hard disk (or) Removable drive in
remote machine.
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System Information | Server Health | Configuration | Remote Control @ tocour @ rerrest @ wme

Use these pages to configure various settings, such as alerts, users, or network.

P

f\J‘; Configuration
'ﬁ = -

Remote Session

1Pv4 Network The following options allow the user to enable or disable encryption on KVM or Media data during a redirection session.

IPv6 Network

Users KVM Encryption [I\lnmaivl
Login
Keyboard/Mouse Only Cenable
LDAP
VLAN Media Encryption Cenable
ssL USB Key Emulation Type |Floppy 5

Remote Session

Mouse Mode Save

Keyboard Macros
Alerts
Alert Email

Node Manager

Figure 2-18  BMC Web Console — Remote Session
Mouse Mode

Mouse Mode shows you which mode the mouse is currently in, and allows you to change the
mouse mode to the following options: Absolute Mode, Relative Mode, and Other Mode

Absolute Mode

Select to have the absolute position of the local mouse sent to the server. Use this mode for
Windows OS and newer Red Hat linux versions (RHEL 6.x).
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Relative Mode

Select Relative Mode to have the calculated relative mouse position displacement sent to the
server. Use this mode for other Linux releases such as SUSE (SLES) and older versions of Red
Hat (RHEL 5.x). For best results, server OS mouse acceleration/threshold settings can be reduced,
or mouse calibration in JViewer performed.

Other Mode
Select Other Mode to have the calculated displacement from the local mouse in the center
position, sent to the server. Under this mode ALT+C should be used to switch between Host and
client mouse cursor. Use this mode for SLES 11 Linux OS installation.

The mouse mode is set by clicking the Save button.

i@ Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Control

Configuration
Use these pages to configure various settings, such as alerts, users, or network.

Mouse Mode Setting

IPv4 Network

Select the mouse mode to use from the options below and press the Save button.
1PvE Network

Users Current Mouse Mode

Login O Absolute Mode (Recommended when server OS is Windows or Red Hat/Fedora Linux)
LDAP @ Relative Mode (Recommended when server OS is SLES Linux)
VLAN O other Mode (Recommended when SLES 11 OS Installation)
SSE
Save

Remate Session
Mouse Mode
Keyboard Macros
Alerts

Alert Email

Node Manager

Figure 2-19  BMC Web Console — Mouse Mode Setting
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Keyboard Macros

The Keyboard Macros page is where you can view and modify keyboard macros. Key Sequence
is the sequence of key events to playback when the macro button is pushed. Button Name is the
optional short name to appear on the button of the Remote Console. If left blank, the key sequence
string will be used as the button name. Click the Help button in the upper right corner

(Figure 2-20), to see the supported key names (Table 2-5). In this example, two macros have been
defined: Ctrl+Alt+Del and Alt+Tab (Figure 2-21).

Fa @ TEJ. i
@ LOGOUT @ REFRESH @ HELP

Figure 2-20  BMC Web Console — Logout, Refresh, and Help buttons

in/teD Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Control

Configuration
Use these pages to configure various settings, such as alerts, users, or network.

Keyboard Macros

1Pv4 Network You can view and modify keyboard macros on this page. Button Name is optional. Use Help to see the supported key names.

1PvE Network

Users Key Sequence Button Name
Login #1 [Cul+AR+Del |cu At Del
LAzl #2 [ATab A Tab
VLAN
#3
S5L
Remote Session #3
Mouse Mode £5

Keyboard Macros

|
|
|
#6 |
Alerts
|
|
|
|

Alert Email #7

Node Manager 8

#9

Save

Figure 2-21  BMC Web Console — Keyboard Macros
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Key Sequence

Keys

When using a key sequence, keep the following definitions in mind:

e '+'between keys indicates the keys should be held down together

e '-'between keys indicates the previous keys should first be released before the new key is

pressed

e " inserts a one second pause in the key sequence.

Caution: Video is not updated during macro execution.

Examples:

Ctri+Alt+Del

Ctrl+B-Enter-**Enter

Ctrl+B-Enter-*\*-Enter

Key names are either a printable character such as “a”, “5”, “@”, etc. or else one of the
non-printable keys in the table below. Names in parentheses are aliases for the same key. Numeric
keypad keys are prefixed with “NP_".

A plain “*” means a pause; use ‘\*’ for the actual “*” key. The ‘\” key must also be escaped as ‘\\’.

Table 2-5 Supported Key Names

Shift (LShift) RShift Ctrl (LCtrl) RCtrl
Alt (LAIt) RAIt (AltGr) Win (LWin) RWin
Enter Esc F1-Fi12

Bksp Tab CapsLk Space
Ins Del Home End
PgUp PgDn Context (Menu)

Up Left Down Right
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Table 2-5 Supported Key Names

NumLk NP_Div NP_Mult NP_Minus
NP_Plus NP_0-NP_9 NP_Dec NP_Enter
PrtSc (SysRq) ScrLk Pause (Break)

Note: Key sequences are sent to the target as scancodes that get interpreted by the target OS, so
they will be affected by modifiers such as Numlock as well as the OS keyboard language setting.

The Alerts page allows you to configure which system events generate Alerts and the external
network destinations they should be sent to.

When one of the selected system events occurs, an alert is generated and sent to the configured
destination(s). Each LAN channel can have up to two destinations.

Globally Enable Platform Event Filtering

Global control for enabling or disabling platform event filtering. When filtering is globally
disabled through this setting, alerts will not be sent. This can be used to prevent sending alerts until
you have fully specified your desired alerting policies.

Select Events

Select one or more system events that will trigger an Alert. Clearing all events disables Alerts.
These events correspond to the IPMI preconfigured Platform Event Filters.

LAN Channel

Select which LAN Channel to configure destinations for. Each LAN Channel has it's own set of
up to two destinations. Alert destinations can be one of two types:

e SNMP Trap

e Email (requires Alert Email to be configured)
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The Check All button selects all events to generate Alerts. The Clear All button unchecks all
events so no Alerts will be generated. Click the Save button to save any changes made.

Send Test Alert
To test whether an alert will reach it's destination, set the LAN Channel field to the desired channel

and configure at least one destination. Then click Send Test Alerts to send a simple test alert to
the destination(s) for that Channel.

i@ Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Control

Configuration
Use these pages to configure various settings, such as alerts, users, or network.

Alerts

1Pv4 Network Configure which system events generate Alerts and the external network destinations they should be sent to.

1PvE Network

s Globally Enable Platform Event Filtering: @ Enabled < Disabled
Login Select the events that will trigger alerts:
Temperature Sensor Out of Range Watchdog Timer
KoAp System Restart Voltage Sensor Out of Range
VLAN Fan Failure Chassis Intrusion
- Power Supply Failure Memory Error
BI10S: Post Error Cade FRB Failure
Remote Session Node Manager Exception Hard Drive Failure
Mouse Mode Check All Clear All ‘

Keyboard Macros [t SO
LAN Channel to Configure: | Baseboard Mgmt VJ
Alerts )

Alert Destination #1:

O sump Send SNMP Alerts to IP: |137.38.102.30
Node Manager
@ Email Send Email to: jjbrewer@sgi.com

Alert Email

Alert Destination #2:

O snMP Send SNMP Alerts to IP: |0.0.0.0
© Email Send Email to: ‘—|

Save Send Test Alerts |

Figure 2-22  BMC Web Console — Alerts

Alert Email

Alert Email Settings allows you to configure how Alerts are sent by email to an external SMTP
Mailserver. Each LAN Channel has a separate configuration, selected through the drop-down
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System Information

i@ Integrated BMC Web Console

menu. The SMTP Server IP is the IP address of the remote SMTP Mailserver that Alert email
should be sent to. The IP Address is made of 4 numbers separated by dots as in

XXX - XXX . XXX . XXX Where “xxX’ ranges from 0 to 255 and the first ‘xxx’ group must not be
0. The Sender Address is the string to be put in the From: field of outgoing Alert emails. Local
Hostname is the hostname of the local machine that is generating the alert, included in the
outgoing Alert email. The Local Hostname is a string of maximum 31 alpha-numeric characters.
Spaces and special characters are not allowed.

Server Health | Configuration | Remote Control

Configuration
Use these pages to configure various settings, such as alerts, users, or network.

IPv4 Network
IPv6 Network
Users

Login

LDAP

VLAN

S5k

Remote Session
Mouse Mode
Keyboard Macros
Alerts

Alert Email

Node Manager

Node Manager

56

Alert Email Settings

Configure how Alerts are sent by email to an external SMTP Mailserver, Each LAN Channel has a seperate configuration.

LAN Channel: EWMM

SMTP Server IP: [1373810230

Sender Address: W‘

Local Hostname: [Fromooocmo
Save

Figure 2-23  BMC Web Console — Alert Email Settings

Use this page to configure the system's Node Manager.
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System Information

IPv4 Network

IPv6 Network
Users

Login

LDAP

VLAN

S5k

Remote Session
Mouse Mode
Keyboard Macros
Alerts

Alert Email

Node Manager

Server Health | Configuration | Remote Control

Configuration

Use these pages to configure various settings, such as alerts, users, or network.

Node Manager Power Policies

Use this page to set Node Manager Power Policies.

Add/Edit Node Manager Policies.

Eolicy Namber

1 Enabled [ Hard Shutdown
Power Limit (Watts)
Use Policy Suspend Periods: COves @ No
Save ‘ Delete ‘ Cancel |

O Log Event

Figure 2-24  BMC Web Console — Node Manager Power Policies

Node Manager Power Policies

This table lists the currently-configured policies. Selecting an item from the table will populate
the editable fields in the settings section below.

Policy Number

The policy number to add/edit/delete. Valid range is 0-255.

In the policy table, policy numbers with an asterisk (*) are policies set externally using a
non-platform domain. Changing parameters on these policies will not affect their triggers, trigger
limits, reporting periods, correction timeouts, or aggressive CPU throttling settings.
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Enabled

Check this box if the policy is to be enabled immediately.

Hard Shutdown

Check this box to enable a hard shutdown if the policy is exceeded and cannot be corrected within
the correction timeout period.

Log Event

Check this box to enable the node manager to send a platform event message to the BMC when a
policy is exceeded.

Power Limit

The desired platform power limit, in watts.

Use Policy Suspend Periods

If enabled, you may configure policy suspend periods. Each policy may have up to five suspend
periods.

Suspend periods are repeatable by day-of-week. Start and stop times are designated in 24 hour
format, in increments of 6 minutes. To specify a suspend period crossing midnight, two suspend
periods must be used.

Policy Defaults

For all policies set through this web page, several default values will be applied:

Domain: Platform - Power for the entire platform.
Trigger: None - Always monitor after end of POST.

Aggressive CPU Power Correction: AUTO - Use of T-states and memory throttling
controlled by policy exception actions.

Trigger Limit: None.

Reporting Period: 10 seconds - This is a rolling average for reporting only. It will not affect
the average power monitored by the node manager.
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Remote Control Tab

Console Redirection
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e Correction Timeout: 22.555 seconds - Maximum time for the NM to correct power before
taking an exception action (i.e. shutdown or alert).

This section of the BMC Web Console allows you to remotely monitor and control the server.
Options available in the left navigation pane are Console Redirection for remote server
management. Server Power Control shows the current power status, and allows power
operations. Finally the Virtual Front Panel is a graphic display of the front panel allowing for
remote front panel functionality.

From the Console Redirection page, if available, you can launch the remote console KVM
redirection window. The remote console requires an RMM (Remote Management Module) add-in
card, otherwise the launch button is greyed-out (Figure 2-25).
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i@ Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Control D ocour @ rerresw @ vme

’ Remote Control
This section allows you ta remotely monitor and control the server .

Console Redirection
Console Redirection Press the button to launch the redirection console and manage the server remotely.
Server Power Control

Virtual Front Panel

. :

Figure 2-25  BMC Web Console — Console Redirection (greyed-out)

Clicking on Launch Console (Figure 2-26) will prompt for download of JViewer.jnlp file. When
the file is downloaded and launched, the Java redirection window will be displayed.

Launch Console |

Figure 2-26  BMC Web Console — Launch Console button (available)

Note: Java Run-Time Environment (JRE, version 6 update 10 or later) must be installed on client

prior to launch of JNLP file.

60
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Terminal

File Edit ‘iew Terminal Help

sdd 3.00
md126 2.00

snice
0.00

%susar
2.80

File Edit ‘iew Aavg-cpu:
bytes from
bytes from
bytes from
bytes from
bytes from
bytes from

tps
1762.00
1960.50
0.00
0.00

- 10.4.3.187 £:89

3 packets tran:
rtt min/avg/ma
FTBOO0003-CHO:
10.4.3.22
10.4.
10.4.
10.4.
10.4.
10.4.
10.4.
10.4.

%nice
0.00

%user
2.33

avg-cpu:

tps
2065.00
1620.50
3.00
3.00
1.50

Wwwwwww
=

- 10.4.3.229 ping statistics ---
8 packets transmitted, O received, +7 e
, pipe 3
FTO000003-CMO: ~/Desktop # ping 10.4.3.2:

Figure 2-27

Server Power Control

File Edit View Terminal Help

[R.Loop:34581 69162 of 0] Offset:

:0] fdew/sdb Tue Jul 17 11:56:52
...0p Complete @ Index [1:0] On:

[R.Loop:34582 69163 of 0] Offset:

:0] /dew/sda Tue Jul 17 11:56:54
...0p Complete @ Index [0:0] On:

[R.Loop:34582 69164 of 0] Offset:

:0] fdewssdb Tue Jul 17 11:56:55
...0p Complete @ Index [1:0] On:

[R.Loop:34583 69165 of 0] Offset:

:0] fdew/sda Tue Jul 17 11:56:56
...0p Complete @ Index [0:0] On:

[R.Loop:34583 69166 of 0] Offset:

:0] sdevysdb Tue Jul 17 11:56:57
...0p Complete @ Index [1:0] On:

[R.Loop:34584 69167 of 0] Offset:

:0] /dev/sda Tue Jul 17 11:56:58
...0p Complete @ Index [0:0] On:

[R.Locp:34584 69168 of 0] Offset:

:0] fdewssdb Tue Jul 17 11:56:59
...0p Complete @ Index [1:0] On:

[R.Loop:34585 69169 of 0] Offset:

:0] sdev/sda Tue Jul 17 11:57:00

0 BS: 256k BC: 4096 Engaging Lun: 2 @
MOT 2012
/dev/sda Tue Jul 17 11:56:53 MDT 2012
0 BS: 256k BC: 4096 Engaging Lun: 1 @
MOT 2012
Jfdev/sdb Tue Jul 17 11:56:55 MOT 2012
0 BS: 256k BC: 4096 Engaging Lun: 2 @
MCT 2012
Jdevisda Tue Jul 17 11:56:56 MDT 2012
0 BS: 256k BC: 4096 Engaging Lun: 1 @
MOT 2012
/dev/sdb Tue Jul 17 11:56:57 MDT 2012
0 BS: 256k BC: 4096 Engaging Lun: 2 @
MOT 2012
Jsdev/sda Tue Jul 17 11:56:58 MOT 2012
0 BS: 256k BC: 4096 Engaging Lun: 1 @
MOT 2012
Jfdev/sdb Tue Jul 17 11:56:59 MDT 2012
0 BS: 256k BC: 4096 Engaging Lun: 2 @
MOT 2012
/dev/sda Tue Jul 17 11:57:00 MDT 2012
0 BS: 256k BC: 4096 Engaging Lun: 1 @
MOT 2012

Remote Console — Java redirection window

Index

Index

Index

Index

Index

Index

Index

Index

EIEIX]

Macros: Ctrl Alt Del| Alt Tab

This page shows the power status of the server and the following power control operations can be

performed:
Table 2-6 Server Power Control Actions
Option ‘ ‘Details

Reset Server

Selecting this option will hard reset the host
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without powering off.

Force-enter BIOS Setup

Check this option to enter into the BIOS setup
after resetting the server.

Power Off Server

Selecting this option will immediately power
off the host.
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Table 2-6 Server Power Control Actions

Option HDetaiIs

Graceful Shutdown Selecting this option will soft power off the
host.

Power On Server Selecting this option will power on the host.

Power Cycle Server Selecting this option will immediately power
off the host, then power it back on after one
second.

i@ Integrated BMC Web Console

System Information | Server Health | Configuration | Remote Control

Remote Control
This section allows you ta remotely monitor and control the server .

Power Control and Status

Cansale Redirection

The current server power status is shown below. To perform a power control operation, select one of the options below and press
Server Power Control Pesform Action:

Virtual Front Panel Host is currently ON
@ Reset Server

[ Force-enter BIOS Setup
O Power OFF Server
O Graceful Shutdown

Power ON Server

O Power Cycle Server

Perform Action

Figure 2-28  BMC Web Console — Power Control and Status
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All power control actions are done through the BMC and are immediate actions. It is suggested to
gracefully shut down the operating system via the KVVM interface or other interface before
initiating power actions.functionaryVirtual Front Panel

The Virtual Front Panel is a graphic representation of the front panel, providing remote
functionality virtually.

Table 2-7 System Information Details

Button HDetaiIs

Power Button Power button is used to Power ON or Power
OFF

Reset Button Reset Button is used to reset the server while
system is ON

Chassis ID Button When Chassis ID button is pressed then the

chassis ID LED, on the front and rear of the
unit are lit (solid blue). If the button is pressed
again the chassis ID LED turns off.

NMI Button At present, NMI button is disabled.

Status LED Status LED will reflect the system status and
will automatically sync with BMC every 60
seconds. If any abnormality occurs in system,
then status LED will change accordingly.
Thermal fault means fault occurred in one of
Thermal sensors present in BMC. Fan fault
means fault occurred in one of the system fans.
System fault means a fault occurred because of
system errors. Power fault means fault
occurred in one of Power sensors Here, fault
means a sensor value crossed
upper-non-critical, or upper-critical value, or
lower-non-critical value, or lower-critical
value.
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Table 2-7 System Information Details
Button HDetaiIs
Power LED Power LED shows system power status. If

LED is green then System is ON. If LED is
grey then System is OFF.

Chassis ID LED The Chassis ID LED will be lit blue when the
Chassis ID LED button is pushed. This is the same
as the Locator LED on the physical control panel
(Table 2-1). When the Locator button is pushed
again, the LED will be lit. There is a corresponding
LED on the back of the server that will be lit blue as
well. This function can be done physically through
the Control Panel (Figure 2-1).
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System Software

This chapter contains information on each of the software sets necessary for zoning MIS Servers
and JBODs, organized in four sections: “Linux Zoning Tools” on page 68, “Windows Zoning
Tools” on page 88, “CLI Zoning Tool” on page 109, and “Disk RAID Support” on page 122.

Zoning is required when multiple SAS connections are operational, in order to stop drives from
being affected by other non-owner SAS controllers (HBAS). Zoning allows the various SAS
connections to be accessible only to the drives that they own. Essentially, zoning allows an
administrator to control who can see what. When no zoning is enabled, all the SAS connections
can see all of the drives. For dual-ported SAS drives, both ports will be exposed, so the drives will
show up twice. This situation will cause conflict between the HBAs.

Zoning can be either hard or soft. In hard zoning, each device is assigned to a particular zone, and
this assignment does not change. In soft zoning, device assignments can be changed by the
network administrator to accommodate variations in the demands on different servers in the
network. T10 or PHY-based Zoning may be implemented on the MIS Server. For the MIS JBOD,
only PHY-based Zoning is supported at this time.

Zones for Linux and Windows features a GUI for ease-of-use, but is limited to 72 drives, requires
an LSI MegaRAID card, and cannot zone JBODs at this time (future releases will). The CLI
Zoning Tool is command line only, but is able to zone any number of JBODs or MIS servers.

There are two main tools for zoning, the SGI Zones application and the SGI CLI Zoning Tool.
Both zoning tools require the presence of other programs in order to operate. The Zones
application offers a GUI interface, but is not able to zone JBODs at this time (future releases will
support zoning JBODSs). The CLI Zoning Tool can zone JBODs, but is a command-line only
application.
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Important: The Zones program is run on the server you wish to zone. JBODs are zoned through
the hardware using the CLI Zoning tool installed on a server or laptop and using an Ethernet
crossover cable to connect a server/laptop running either a Windows or a Linux operating system
and the CLI Zoning application software.

This Guide is organized into four sections, “Linux Zoning Tools” on page 68, “Windows Zoning
Tools” on page 88, “CLI Zoning Tool” on page 109, and “Disk RAID Support” on page 122.
Inside the first three sections you will find instructions on downloading and installing the software
needed, and the steps to prepare for, and zone MIS Platforms. The final section contains
information on the different RAID configurations available, advantages and disadvantages of each
configuration, as well as best practices.

Within the first section, “Linux Zoning Tools”, “Installing Linux Software” on page 68 gives
instructions for downloading and installing the programs required to run the Linux-based zoning
tools. The GUI software programs used are “MegaRAID Storage Manager for Linux”,
“MegaCli64 for Linux”, and “Zones for Linux”. This section also includes information in
downloading the command-line-only “CLI Zoning Tool for Linux”. Instructions for zoning using
the Linux tools are given:

e “Verify Drives Seen” on page 71

e “Verify Drives Seen” on page 71

e “Installing a Drive through Zones for Linux” on page 74

e “Creating the Drive Groups in MegaRAID for Linux” on page 77

e “Formatting the Drives using YaST2 in Linux” on page 79

¢ “Removing a Drive in Zones for Linux” on page 83
“Additional Features in Zones for Linux” on page 85 details the extra features available in Zones
for Linux including (from page 24):

e “Loading .csv Configuration Files in Linux”

e “Save a Configuration to .csv file in Linux”

Information on using the CLI Zoning Tool can be found in “CLI Zoning Tool” on page 109.
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The second section, “Windows Zoning Tools”, contains “Installing Windows Software” on
page 88. Here are instructions for downloading and installing the programs required to run the
Windows-based zoning tools. The GUI software programs used are “MegaRAID Storage
Manager for Windows”, “MegaCli64 for Windows”, “Zones for Windows”, “Python for
Windows”. This section also contains information on downloading the “CLI Zoning Tool for
Windows” on page 91. Instructions on using the Windows GUI are given:

e “Verify Drives Seen in Windows” on page 92

e “Verify Drives Seen in Windows” on page 92

e “Installing a Drive in Zones for Windows” on page 95

e “Creating the Drive Groups in MegaRAID for Windows” on page 98
e “Formatting the Drives in Windows Server Manager” on page 100

e “Removing a Drive in Zones for Windows” on page 106

“Additional Features in Zones for Windows” on page 107 details “Loading .csv Configuration
Files in Zones for Windows” on page 107, “Adapter Assignment Synchronization in Zones for
Windows” on page 108, and “Save a Configuration to .csv file in Zones for Windows” on
page 1009.

The third section details out the “CLI Zoning Tool,” the command-line-only tool that is currently
the only tool that can zone JBODs, as well as MIS Servers. The CLI Zoning Tool requires the
presence of Python 2.6 or 2.7 to be present in order to run. Python is standard on most Linux-based
machines, and will need to be installed for Windows-based machines for the CLI Zoning tool to
run. (See “Python for Windows,” on page 91). “Preparing to Zone using the CLI Zoning Tool,”
on page 110 gives instruction on what is necessary before “Zoning Using CLI Zoning Tool,” on
page 117 and “Editing the .csv File for the CLI Zoning Tool,” on page 119.

Finally, “Disk RAID Support” on page 122 explains the different RAID arrays available and the
benefits and drawbacks of each. There are special considerations in creating RAID arrays for use
on StorBricks, that is, there are RAID configurations, namely 6+2 and 7+2, that ensures there is
no single point of failure on the StorBricks within the MIS system. “RAID Configuration Notes”
on page 129 details how to manage those concerns.
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Linux Zoning Tools

The following instructions are for Linux-based MIS Servers, and for Linux-based machines
installing the CLI Zoning Tool. (Operation of the CLI Zoning Tool remains the same across
platforms. See “CLI Zoning Tool” on page 109 for more information.)

Installing Linux Software

There are three programs necessary for SGI Zones for Linux management of MIS systems. These
programs give operational control over the hardware and its performance, including zoning of the
drives. They are MegaRAID Storage Manager, MegaCli64, and Zones for Linux. To run the CLI
Zoning Tool on a Linux machine, only one program is necessary (the CLI Zoning Tool itself).

MegaRAID Storage Manager for Linux

Note: MegaRAID Storage Manager is not necessary for zoning using the CLI Zoning Tool.

The MegaRAID Storage Manager is used to prepare the drives for zoning using the Zones tool,
and creating the drive groups after zoning using the Zones tool.

1.

2
3.
4

© N o o
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Go to http://Isi.com and search for MegaRAID Storage Manager.
Select and accept the latest Linux version for download and save the . tar file.
Change directory to where you have saved your . tar file (e.g.,# cd /usr)

Unzip the .tar file, # tar —xf <filename.tar> (e.g.,
# tar —xF MSM_linux_x64 installer-12.01.03-00.tar)

Once the folder has unzipped properly, a new folder will appear called d i sk.
Change your directory into the disk folder (i.e., # cd /usr/disk)
Install the Dependencies, (i.e., # ./install._csh)

Install the MegaRAID Storage Manager rpm file, # rpm —ivh
<MegaRAID_Storage_ Manager_currentversion.rpm> (e.g.,
# rpm —ivh MegaRAID_Storage_ Manager-12.01.03-00.noarch.rpm)

Change to Zusr/l1ocal directory, where MegaRAID Storage Manager will appear
(i.e., # cd Zusr/local/MegaRAID\ Storage\ Manager/)
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10. Issue ./startupui .sh command to start MegaRAID Storage Manager GUI (i.e.,
# _/startupui.sh).

MegaRAID Storage Manager GUI for Linux will appear.

MegaCli64 for Linux
MegaCli64 is a program required for the Zones tool to match the StorBrick to the adapters. It runs
in the background underneath Zones.
1. Go to http://Isi.com and search for MegaCli64.
2. Select and accept the latest Linux version for download.
3. Once downloaded, unzip the folder (e.g., #tar —xf <tarfilename.tar>)
4.

Install MegaCli rpm file (e.g., #rpm —ivh <rpmfilename.rpm>)

Zones for Linux

Zones is proprietary SGI software, used to zone drives on the MIS Server Platform (and eventually
MIS JBOD units as well). To install the software complete the following instructions.

1. Go to http://support.sgi.com

2. Download the latest Linux version of Zones.
3. Unzip Zones.tar (e.g., # tar —xF Zones.tar). A Zones folder will appear.
4

Copy the Zones folder into the Zopt directory, thus creating the Zopt/Zones
directory

Warning: Zones must be installed in the Zopt/Zones/ directory or it will not work.

5. Change directory into the new Zones folder (e.g., # cd Zopt/Zones)

Run the Zones program by typing # python GUI . py.

Note: On first use, the Zones program will ask you to enter the paths to MegaCli64 (Figure 3-1).
The default path for MegaCli64 is Zopt/MegaRAID/MegaCl i. These paths can be changed at
any time by going to menu option Setup > Tools.
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N Welcome _— e e~ [B] | 2 11_

| .}( Tools Configuration L‘:' (=] &J '
] — —_—

] Tools Configuration

MegaClicd Location " l | Browse ‘

i

] | Defaults ‘ | Okay ‘ | Cancel ‘

«ct/ORSElEct Bl e— SEECURSEEct Al T 1 SElECh RS el

Figure 3-1 Zones — First-use path configuration

If the path is improperly set, an error message will appear. The following error message means
that the path set is for a folder that does not contain MegaCL164 (Figure 3-2).

You did not select a directory

Please make sure and select

a directory and not a file

Figure 3-2 Zones — Error message: Improper path

CLI Zoning Tool for Linux

The CLI Zoning Tool is proprietary SGI software, used to zone drives on the MIS Server Platform
and MIS JBOD units, and is the only tool that can zone JBODs at this time (future releases of
Zones will support zoning JBODs). To install the software:

1. Create a directory for the application: mkdir Zopt/ShackCLI
Go to http://support.sgi.com

2
3. Download the latest version of ShackCLI_release xxx.zip into the above directory
4

Extract the files: unzip ShackCL1_release xxx.zip
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To run the CLI Zoning Tool, follow the instructions given in “CLI Zoning Tool” on page 109.
Verify Drives Seen

In Linux systems, open Partitioner and verify the only disks the system sees are system drives,
labeled Zopt/ (Figure 3-23 on page 82).

Note: Unconfiguring drives removes them from the system.

Linux Zones Tool

The SGI Zones tool is a proprietary software program that uses a GUI interface to zone the drives
in the MIS Server. Future releases will support zoning JBODs as well.

Open the Zones tool. In Linux, this is done by changing to the Zopt/Zones folder and typing
# python GUI _py.

- ; .
X Welcome l"“:' Cl & 1

Welcome to the SGI Zonig Tool!

. This tool will assist you in zoning you SGI data storage device 3

o In order to properly zone we must start by downloading the
j MegaCli folder. Once you select okay you will be asked to make
@ sure the path folder is correct for MegaCli and XTOOLS. Once

you have verified that the paths are set comecty you will select
okay. The system will then query the MegaCli systern. This may

take several minutes.

ns<TETTET T ERPETTe P T G

sl

E———

Figure 3-3 Linux Zones Welcome

Note: When Zones for Linux opens, leave the terminal window, from which you launched Zones,
open. This window must be left open or the program shuts down. It will be used later in
downloading session information to the StorBricks.
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Setup  Grouping Control  Save Configuration to csv

Adapter 0 | Adapter 1
Brick 6 Brick 7
P2 (¥ PO F

Help

Select/Unselect All I

Select/Unselect All

- sgi

Brick 3 Brick 4 Brick 5
PO W P2 PO P2 & Po
Select/Unselect All I Select/Unselect All ‘ | Select/Unselect All
Brick 0 Brick 1 Brick 2
W P2 PO ¥ Po 7] ¥ Po

Select/Unselect All [] |

Select/Unselect All

Select/Unselect All

STORBRICK 0 Firmware Version = 01.20.00.00
STORBRICK_1 Firmware Version = 01.20.00.00
STORBRICK 2 Firmware Version = 01.20.00.00
STORBRICK_3 Firmware Version = 01.20.00.00
STORBRICK 4 Firmware Versio 01.20.00.00

‘ Show Al | [ Step 1: Open Session | ‘ Step 2: Save Session

| Exit

[

[«

Figure 3-4 Zones User Interface

To begin zoning, click Open Session (Figure 3-5). This queries each expander for the information
contained in the expander _bin file.

‘ Show All ‘ l Step 1: Open Session l ‘ Step 2: Save Session

Figure 3-5 Zones — Show All, Open Session, Save Session, Download Session, and Exit buttons

Click Create New Session (Figure 3-6).
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"-Brlck 7

’
X Stage 1: Opening a session (Exisiting/New)... @M

Opening a Session-
The opening of a session performs the following operations;

* Creates a new session logging folder
Each time the open is performed a subdirectory is created
using time, data and the user given alias.
This ensures that each session has only the files that pertain to
it.

* Scans the systemn for the Expanders SAS Address List

* Collects the Expanders information into .bin files.

* Converts each Expander .bin into a .xml formatted file

* Scans the .xml files for Zoning information

*Updates the Main Screens drive and adapter information

Create New Session

I T 0 0 0 A o

l Load C5V File l l Cancel

Figure 3-6 Zones — Opening a Session

The Zones program will ask you for a Session Alias (Figure 3-7). This alias will be added to a
time stamp to create folder for that session’s files: YYMMDD_HHMMSS alias.

5 — e
K New Session Elﬂlg

I

Please Enterthe Session Alias

Figure 3-7 Zones — Enter Session Alias

Enter an alias and click Okay.
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Note: Aliases have a 64 character limit, and may not contain spaces or non-alpha-numeric
characters; these will be replaced with an underscore if used and a warning message will appear
(Figure 3-8).

Rules
The naming of an alias has rules. They are as follows;

* Mo white space or non-alpha numberic characters.
They will be replaced with the underscore

* 84 character length limit

MOTE: The alias is used as part of the sessions output
logging folder name

Figure 3-8 Zones — Alias Help Warning Message

In Zones for Linux, - bin files are automatically named # . b in where # is the number of the
StorBrick in question. After the _bin file has been fetched, each file in converted into an XML
file, named using the same convention, with the file extension .xml (e.g., #.xml).

Upon opening, Zones for Linux will show a blank template for zoning. It will not show any zoning
that may be currently implemented. It does not show drives that are presently installed or zones
that are currently active. Each adapter has its own tab above the StorBrick layouts (Figure 3-9).
The number of Adapter tabs will directly correspond to the number of Adapters Zones sees in the
system.

File Setup Grouping Control  Sawve Configu

—————— )
Adapter 0 | Adapter1 | Adapter2 | Adapter 3

. e

Figure 3-9 Zones — Adapter tabs

Installing a Drive through Zones for Linux

After creating a new session, click the Show All button. This enables all boxes on all adapters
(Figure 3-10), even if there are no drives physically present. This is so a drive can be zoned to the
system that isn’t seen by the system yet.
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Note: If adrive is zoned to more than one adapter, a warning message (Figure 3-11) will appear.
In Windows, this warning tells which adapter that drive is already zoned to, and a message asking
if you would like to continue. In Linux, there is just a warning message asking if you would like
to continue. It is possible to zone one drive to two adapters. This is allowed, but not suggested, as
it can cause data collisions.

Bée  Setup  Grouping Contrel  Save Conmguraton ta csv  Help

AdupterD | Adapter ] | Adapterd | Aaprer3

Urick & Urick 7
sl 0 O Fo ] mit Orm L J
ni.] nE: ] b3 ] P 1 pa mi
ml] Pr ] ] P mi s
SeleclUnselect All Select/Unaelect A2
Urick 2 Urick 4 Urick &
mi ] M mi] ml ] mj ! i) i) Pl ] o
n i Clra ] 73 a3 P4 [] P2 e P4 ]
ni] e ] M6 ] mll) i al] e O re
SelectiUnselect Al SelectiUnselect Al Select/Unselect Al
Brick o Brick 1 Brick 2
mi i mp Im m mi mjf m [l ro
s M mi} il ] ml ] mi s B ]
ml ] Cm ] Pe mll | 7 [] Pe ul. ] i) mi]
SelectiUnselect AN SelectiUnselect an Selectiunselect Al

0 Tinmiware Version =

4 lirmmare Versio

Show A1l

Step 3 Save Session Eait

Figure 3-10  Zones — Show All

Warning

,,.-jﬁ You have selected multiple adapters for the brick
and slot. This could cause collision amongst the
adapters and resultin inproper zoning.

Figure 3-11  Zones — Adapter Assignment Warning Message

Check the boxes for the drives you want to zone (Figure 3-12) according to the configuration of
your liking. Click Save Session. This takes the screen configuration and saves it to an .xml file
that is then converted into a . bin file.
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Note: The Save Session button will become enabled whenever a change has been made in the
Zones configuration.

In Linux, the name of the new _bin file is STORBRICK_#_bin where the only new element to
the file name is the STORBRICK_. In Windows, the name of the new _bin file is
sbn#_**** _bin where the only new element to the file name is the n after sb.

Important: Each time the Save Session button is pushed, these files are overwritten. There is no
way to retrieve previously saved information.

Click the Download button. Once complete, this function pushes the files back into the expanders.
Select which StorBricks to push the files to, and click Okay to push the files.

ct/Unselect All Ll Select/Unselect Al L
Unselec elect/Unselec

_: M Brick Selection =Neh X

- E

<

Stage 3: Downloading
The Downloading of a session performs the following operations:

* Allows the userto specify the StorBrick(s) foruse

]

]

]

jt * Downloads the new expanderimage to each selected StorBrick

N * Forces a reset on each selected StorBricks expander 1
]

] StorBricks

i [] |StorBrick 0 ["] StorBrick 3 ["] StorBrick &

A [[] StorBrick 1 [T StorBrick 4 [C] StorBrick 7 L
[ [] StorBrick 2 [] StorBrick 5 a
3 — E
T ‘ Select All ‘

i ——

1)

i

1 | Okay | | Cancel |

-4 t

\

| Ctam 1. Mnan Caccinn [ 1 ¥ l ] Ctarm 2. Mrmnla

Figure 3-12  Zones — Select StorBricks for download
In Linux, downloads are confirmed through the terminal window, which show a pane where you

can verify Image Validation and Checksum have passed, and then download files by
entering Y (see Figure 3-27 on page 85).
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Warning: IfY is chosen and the Image Validation and Checksum have not passed,
unknown results will occur, including losing expander information, requiring a field
technician to service the machine.

Power cycle the machine.

Creating the Drive Groups in MegaRAID for Linux
Right-click on the expander and select Create a Virtual Drive (Figure 3-13).

Dashboard  Physical |L0gical|
T T T T

TROTeT i}

BRE

= & Bl .
- STORBRICKS (39), Connect [ bu:
o g2 slot: 3,505,2.729 7B, Digatle Alarm
- STORBRICK4 (23), Connect

e Slnky 1. S5, 7 PO TR,

Silence Alarm

Figure 3-13  MegaRAID - Create a Virtual Drive

A screen will pop up asking you to choose Simple or Advanced (Figure 3-14). In Simple mode,
the drives are chosen for you. In Advanced mode, you get to choose the drives, and are given
additional selections in RAID levels, allowing for spanned (00, 10, 50, 60) drives.

£ Create Virtual Drive - Choose mode [ ]
LSIZZ
N
This wizard will help you quickly create virtual drives,

Choose how ta create the virtual drive:

& Einpid
Specify a lmited number of settings and have the system pick drives For you. This is the easiest way to create a
virkual drive.

€ Advanced
Chosse additional settings and customizs virtual drive creation. This option provides greater Flesdbiliy when creating
virkual drivss For your specific requirements.

o b

Figure 3-14  MegaRAID — Create Virtual Drive mode
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£ Create Virtual Drive - Drive group and ¥irtual drive settings

LSS
')

Use the suggested virtual drive settings or thange them i needed,
Pick a RAID levwel ta speciy the amount of Fadl tlerance and performance for the wirtual diive (),
RAID level:
[raic o ~] Suitable For high perfarmance with zera data redundancy. Choose this option

oy For non-criteal data.
Tl s _ . Hot spare wil be assigned depending upon the avalabilty of cligible hot spare candidate drives. hot

“" spare drive wil takeover for a drive if a failure happens, ensuring your data will remain intact,

I Use drive security [ Drive security method will be assigned depending upan the controller settings. The drive security wil
=]  make the virtual drive secure by applying encryption logic to the data in the drive

wirtual drives:

l:i Chanse how many virtual drives you want to creats.

Capacty:

16,371 T6 = C—D Select the capacity For the wirtual drive(s),Each virtual drive hawe the same capacity.
.

cancel | mack [ mest | hep |

Figure 3-15  Create Virtual Drive — Drive Group Settings

Choose Write Back BBU (battery back-up unit). This mode is the safest and the fastest, and will
automatically switch from caching mode to write-straight-to-disk whenever battery power has
reached low. Write Through writes straight to disk. Write Back is a cached data flow.

Warning: If you select Write Back and power to the system is lost, data is lost.

Click Next, and a summary screen verifying settings will appear (Figure 3-16).

LSI:
" | |
cren | _wek | | o |

Figure 3-16  Create Virtual Drive — Summary

If the settings are correct, click Finish, and click Ok.
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Formatting the Drives using YaST2 in Linux
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Drives may be formatted using YaST2 Partitioner. In Linux, the folders that the drives will be
mounted to need to be created first. Each mount will need a new folder. Some Linux customers
will have the ability to issue the YaST2 command, bringing up a GUI to partition drives.
Otherwise, drives are formatted and mounted using command line.

1. Issue YaST2 command (i.e., # yast2) to launch the YaST 2 Server Manager GUI
(Figure 3-17).

=" YaST2 Control Cente

Filter

9

Groups

Hardware
Miscellaneous
Metwork Devices
Newwork Services
Security and Users
Software

System
Viruzlization

Other

-
li Windows Domain Membership

Al
_lE . AppArmor Configuration

=
ﬁ Firewall

& Sudo

T "T Add-On Products

TQ) Online Update
Sofware Management

;] ¢

 Jetcisysconfig Editar

P

LE emel Kdump

:'O Panitioner
e

@ System Backup
u__% Install Hypenisor and Tools

E}-‘ SSHD Configuration

'@ woL
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e?‘ Linw Audit Framework {LAF)

n' User and Group Management

% Installation into Directory
T o
) Online Update Configuration

= Software Repositories

(i ) Baot Loader

@ Kemel Settings
o
u Power Management

q 3 System Restaration

»_% Relocation Sewver Configuration

/i Novell Customer Center Configuration | | ﬂRz\EaSE Notes

@ TFTP Sever

g Comman Sewver Cenificate

©
" Secuiity Center and Hardening

()\\ Media Check

L ‘, Patch CO Update

B D=te and Time
@ Profile Manager

i
Ed.,‘a System Sewices (Runlevel)

| Suppert

Figure 3-17

Yast2 Server Manager GUI

2. Double-click Partitioner to launch.
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3. A warning message will appear (Figure 3-18). Click Yes.

.
T YaST2@DRACK-1 =5

Never partition disks that may. in any way, be in use
(mounted, swap. etc ) unless you know exactly what you are
doing. Ctherwise, the parttioning table will not be forwarded to the
kernel, which would most likely lead to data loss

To cortinue despite this warning, click Yes.

’ Warning

Only use this pragram if you are familiar with partitioning hard disks

Figure 3-18  YaST2 - Warning Message

4. Verify that all of your disks have appeared under Hard Disks (Figure 3-19).
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Figure 3-19  YaST2 - Drives have appeared

5. Under Hard Disks, select the disk you would like to partition and click Add at the bottom of
the screen (Figure 3-20).
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Add... H Edit... H Move... H Resize... H Delete...

Figure 3-20  YaST2 - Add button

6. Select the partition size (Figure 3-21) and click Next.

[ vasT2@DRACK- =1 J
(» Add Partition on /dev/sdg

~ New Fartition Size

® {iizimum Size 5,73 TE):
) Custom Size

Figure 3-21  YaST2 - Select Partition Size

7. Format the partition using ext3, mount the disk to your desired folder, and click Finish
(Figure 3-22).

E3 YaST2@DRACK:

» Add Partition on /dev/sdr
g O Mourting Opti
@ Format parttion
File system
E=] [~]
.
() Do net format parttion ® Do not mount parttion
File system 1D
[ Encrypt device
I Help l [ Abor ] I Back l| Finish |

Figure 3-22  YaST2 - Format & Mount the Drive

8. Verify the partition shows up (Figure 3-23) and click Next.
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2 Lx-§
= Expert Partitioner

e vw = Hara Desi: Mdevisag

L

-
-
-
-
-

EE
i

Figure 3-23  YaST2 - Check for Partition

9. Click Finish (Figure 3-24).

[ Expert Partitioner: Summary

Changes to partitioning:
* Create volume /dev/sdgl 2.73 TB) for /Additional Storage/sdg with ext3

HNo changes to storage settings.

[ Help ] [ Abart ] [ Back ] | FEinish

Figure 3-24  YaST - Click Finish

It may take several minutes for the system to mount the disk.
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Figure 3-25  YaST2 - Disk Mounting (in process)

Once the disk is mounted (Figure 3-25), the system will return you to the beginning YaST2 GUI.

Removing a Drive in Zones for Linux

007-5818-003

From the Zones user interface (Figure 3-4 on page 72), you can unzone a drive from an adapter
by unchecking boxes. Once the drives are unzoned, click the Save Session button (Figure 3-5 on
page 72). This action takes the configuration shown on the screen, saves it to an . xml file, that is
then converted into a -bin file, and stores it on the expander card.

Note: The Save Session button will become enabled whenever a change has been made in the
Zones user interface.

In Linux, the name of the new _bin file is STORBRICK_#_bin where the only new element to
the file name is the STORBRICK . In Windows, the name of the new .bin file is
sbn#_****_bin where the only new element to the file name is the n after sb.

Important: Each time the Save Session button is pushed, these files are overwritten. There is no
way to retrieve previously saved information.
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Click the Download Session button. A window will appear asking you which StorBricks you
would like to download to, by selecting checkboxes next to the corresponding StorBrick

(Figure 3-26), or choosing Select All. Click Okay when satisfied.

ct/Unselect All Ll Select/Unselect All

l1SEEC
-

. M Brick Selection =Neh X

Stage 3: Downloading
The Downloading of a session performs the following oper

* Allows the userto specify the StorBrick(s) foruse
* Downloads the new expanderimage to each selecte
* Forces a reset on each selected StorBricks expander

StorBricks
[] |StorBrick 0 ["] StorBrick 3 [C] StorBric

[T StorBrick 1 [T StorBrick 4 [C] StorBric
[C] StorBrick 2 [C] StorBrick 5

mhlda el ko e —

‘ Select All |

ations:

d StorBrick

k&
k7

v |

Okay | |

Cancel |

\

<

T

-

| Ctam 1. Mnan Caccinn [ 1 l

B

1 Cram 2 Mrwnla

Figure 3-26  Zones — Downloading setting to StorBrick(s)

After clicking Okay, go to the terminal window that was started automatically upon launching the
Zones for Linux tool (“Linux Zones Tool Note,” on page 71). In this window, check to see that
the values for Image Validation and Checksum are both listed as Passed. If they are, a
Y will be the default option in answer to the question: Are you sure to download file
to expander? [sic]. You will have to answer Y for each StorBrick you wish to download files

to (Figure 3-27).

If either Image Validation or Checksum have failed, the default answer will be N, which
is what you should choose if they have failed. If N is chosen, the information is not sent to the
StorBrick, and that StorBrick is skipped. (Reasons for Image Val idation or Checksum not
passing could be—for example—an invalid template file or conversion from .xml to .bin

failed.)

Warning: IfY is chosen and the Image Validation and Checksum have not passed,
unknown results will occur, including losing expander information, requiring a field

technician to service the machine.
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k& Brick 7 .
@ root@shacktestl:/opt/Zones | =hpen X |

timestamp

| - T - T -

[ ————— )
'_I_l_l_ll_‘lll| '_I_l_l_ll_‘ll

L
RRICK 4 Firrnwd | f Okav I Cancel i

Figure 3-27  Zones — Are you sure to download files to expander?

If Image Validation or Checksum are showing as Fai led, choose N to answer the
question: Are you sure to download file to expander? [sic] Once all downloads
have either been answered Y or N, if any of the downloads were answered N, you must close and
re-open the Zones program.

Warning: If there are ANY failed downloads, DO NOT REBOOT OR POWER CYCLE
THE MACHINE under ANY circumstance.

If the problem of failed Image Validation or Checksum continues, contact SGI Technical
Support (“Product Support” on page xxv of the MIS User Guide). Otherwise, once all the
downloads have passed and been answered Y, power-cycle the machine for these changes to take
effect.

Additional Features in Zones for Linux
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The Zones application also includes tools for “Loading .csv Configuration Files in Linux” and
“Save a Configuration to .csv file in Linux”. Their instructions are provided here.
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Loading .csv Configuration Files in Linux

gﬂmwser

One option for zoning is editing zoning values in a . csv file, created through spreadsheet
programs that support - csv file extension (e.g., Microsoft Excel).

- o o= .J

}_%! |Ei|;” Zones I| xtnnl:|

|Places Name v | Size Modified
%) Recently Used [ xtools_xip_rel 08/06/2012
& root (] xtools xmfg_rel 0B/06/2012
| pesktap (2] xtools_util_rel 08/06/2012
| File system || 0.bin 640KE 0752
b @l Documents D 0xml 1343KB 0752
(& Music |~ 1bin 640K3 0752
@] Pictures ®) 1xml 1343KB 07:52
[l videos [=) 2bin 640KB 0752
[ Downioads (8] 2xm1 134.3KB 0752
3.bin 64.0KB  07:52
&) 3xml 1343KB 0752
| 4.bin 64.0KB  07:52
(@) 4.xml 1343KB 07:52
5 bin 640K8 D752 o)
Okay I | Cancel |

Figure 3-28  Zones — Select CSV File (Linux)

To begin in either version, select Open Session (Figure 3-6 on page 73). Select Load CSV File.
Enter an alias for the session (Figure 3-7 on page 73) and click Okay. A File Location pane will
open (Figure 3-28). Select the . csv file you wish to upload, and click Okay. The configuration
entered in the . csv file will show in the Zones GUI (Figure 3-4), with the exception that the
zoning may need to be synchronized with the hardware, explained below.

Save a Configuration to .csv file in Linux

86

The Zones tool also allows you to save configurations created in the GUI as a . csv file. In the
top menu bar, there is the option to Save Configuration to csv (Figure 3-29).

File Setup Grouping Control [ ] Help

Adapter 0 | Adapter1 | Adapterz .. >0ve Configuration

Figure 3-29  Zones — Save Configuration to . CSV
Click that menu option, and in the drop-down menu that appears, click Save Configuration

(Figure 3-29). A Save CSV pop-up window will appear (Figure 3-30), asking you to enter a
Directory (file location) and File Name (name for the . csv file).

007-5818-003



Linux Zoning Tools

| (BricK 4 | (BrICK 5
I @ -
X Save CsV e e B
| . a—
| Directory ]
E File Name

Figure 3-30

There is also the option to browse to a directory using the Browse button. This will open a

Zones — Save CSV pop-up

navigation pane where you can select the directory (Figure 3-31).

é( GULpy — —“ = |2l
Flaces | Name W  Size Modified T
@Recently Used » ; o B/28/21

xtools_xmfg_rel 08/28/2012
xtools_xutil_rel 08/28/2012
|~] 0.bin 64.0KE  02:08
(@] o.xmi 1343KB 02:08
[E) 16in 64.0KE  02:08 I
(@] 1xmi 134.3KB  02:08
i @1 videos 2] 2in 64.0KB 0208
E— (8] 2.xmi 134.3KB  02:08
[5] 3.bin 64.0KB 0208
[®] 3.xmiI 1343KB 02:08
[5] 4.bin 64.0KE  02:08
[®] 4.xmi 1343KB 02:08
[5] 5.bin 64.0KE  02:08
[®] 5.xmi 1343KB 02:08
(Remove | |[E] EBin 64.0KE  02:08 =
! | = ~
[ Okay l [ Cancel
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Figure 3-31

Zones — Select Directory navigation pane

If a directory is not chosen, or an improper directory choice is made (choosing a program instead
of afile, etc.) an error message will appear (Figure 3-32).
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You did not select a directory

Please make sure and select
a directory and not a file

Figure 3-32  Zones — Error: Improper Directory Selection

Once satisfied, click Okay (Figure 3-32). The values set in the GUI will be output as a . csv file
in the directory selected earlier.

Windows Zoning Tools

The following instructions are for Windows-based MIS Servers, and for Windows-based
machines installing the CLI Zoning Tool. (Operation of the CLI Zoning Tool remains the same
across platforms. See “CLI Zoning Tool” on page 109 for more information.)

Installing Windows Software

There are four programs necessary for Windows management of MIS systems. These programs
give operational control over the hardware and its performance, including zoning of the drives.
They are MegaRAID Storage Manager, MegaCli64, Zones, and Python. To run the CLI Zoning

Tool on a Windows machine, the machine must have Python installed as well as the CLI Zoning
Tool itself.

MegaRAID Storage Manager for Windows

88

Note: MegaRAID Storage Manager is not necessary for zoning using the CLI Zoning Tool.

The MegaRAID Storage Manager is used to prepare the drives for zoning, and to create the drive
groups after zoning.

1. Go to http://Isi.com and search for MegaRAID Storage Manager.

2. Select and accept the latest Windows version for download.
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MegaCli64 for Windows

Zones for Windows
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3. Download and install.

MegaRAID Storage Manager GUI for Windows will appear.

MegaCli64 is a program required for the Zones tool to match the StorBrick to the adapters. It runs
in the background underneath Zones.

1. Go to http://Isi.com and search for MegaCli64.
2. Select and accept the latest Windows version for download.

3. Download and install.

Zones is proprietary SGI software, used to zone drives on the MIS Server Platform.

1. Go to http://support.sgi.com

2. Download the latest Windows version of Zones.

3. Unzip the Zones. zip file. Make sure that destination the files will be extracted to is
c:\. A Zones folder will be created automatically, generating the directory
c:\Zones\

To run Zones, go to Start > Run, and type in c:\Zones\Zones.exe, and click Okay.

Note: On first use, the Zones will ask you to enter the paths to MegaCli64 (Figure 3-33). The
default path for MegaCli64 is C:\Program Files (x86)\MegaRAID Storage
Manager\MegaCL I\MegaCl 164 and C:\Zones\XTOOLS is the default path for
XTOOLS. These paths can be changed at any time by going to menu option Setup > Tools.
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=] B

@Tuuls Configuration

Tools Configuration

MegaClid Location IC:'l,Pru:ugram Files {x36)\MegaR AID Storage ManageriMe

Set

XTOOLS Location  |Cr\ZonesiXTOOLS

Defaults Olay Zancel

Figure 3-33  Zones — First-use path configuration (Windows)

If the path is improperly set, an error message will appear. The following error messages means
that the path set is for a folder that does not contain MegaCL 164, and Zones will not run properly

(or the system may crash).

System Query Issue |

l_@] The MegaRAID LDPDINFo query operation detected an error!
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System Query Error I

8' One of the query/load operations Failed,

- The opening of this session has been canceled!

Figure 3-34  Zones — Error messages from improper path configuration

If the path for the tools are set incorrectly, they must be re-set and the Zones program closed and
re-started for the correct paths to take effect.

Python for Windows

The CLI Zoning Tool requires Python, version 2.6 or 2.7, be installed on the machine that will
perform the zoning.

1. Go to http://www.python.org/download/releases/ and select the latest version of Python.

2. Download and start the installation.

3. The installation will ask which directory in which to install python (the default is
c :\Python##\ where ## is the version number).

4. On the Customize Python pane, click Next.
5. Onthe Complete Python Installation pane, click Finish.

CLI Zoning Tool for Windows

To install the CLI Zoning Tool software:

1. Go to http://support.sgi.com

2. Download the latest Windows version of the CLI Zoning Tool.

3. Unzip ShackCL1_release_xxx. The program will ask if you want to create a
directory name for the . zip file, click Yes.

To run the CLI Zoning Tool, follow the instructions given in “CLI Zoning Tool” on page 109.
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Verify Drives Seen in Windows

In Windows, open Server Manager (Figure 3-35). Verify that the only disks the system sees are
system drives, and that they are labeled c:/.

[ Server Manager

Fle Action ¥iew Help

=] B3

| Features
3m Disgnostics
7k Configuration
Bl 3 Storage
1 Windows Server Backup
1=% Disk Management

File System | Status

Capacity | Freesp

Mirtor  Dynamic  MTFS Healthy (Boot, Page Fils, Crash Dump) - 931,41 GE = fi41.74
(CwSystem Reserved  Mirror  Dynamic  MTFS Healthy {System) 100 MB 72 MB
J =

LDisk 0

Dynamic System Reserve || (C:

931.51 GB 100 MB NTFS 931,41 GB NTFS

Online Healthy (System) || Healthy (Boot, Page File, Crash Dump)

L_uDisk 1 ]
Dynamic System Reserve || (C:)

931.51 GB 100 MB NTFS 931,41 GB NTFS

Grline Healthy (System) || Healthy (Boot, Page File, Crash Dump}

aiDisk 2 1
Unknown

2794.00 GB 2794.00 GB

Mot Initialized Unallocated

“TDisk 3
Unknown
2794.00 GB
Mot Intialized

2794.00 GB
Unallocated

A
M Unallocated il Mirrored volume

Actions
Disk M

More ...

4

Figure 3-35

Windows Server Manager — Disk Management

Note: Unconfiguring drives removes them from the system.

Zones for Windows

The SGI Zones tool is a proprietary software program that uses a GUI interface to zone the drives
in the MIS Server. Future releases will support zoning JBODs as well.

92
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Zones welcome

56l Zoning Application

sgi

This the fist use of the Zones application. It is requited that you configute the lacation of twio tools.

* il

* MegaRAID Storage Management's MegaClisd

The wutil should be located in the C:AZones\<TOOLS folder

The MegaClis# appiaction should be located in the C:\Proaram Files (+36)\MegaRtAID Storage Mansger\MegaCL folder.

Figure 3-36

File Setlp Help

Adapter0 | Adapler |

Zones for Windows Welcome

[_[CTx]

Grouping &
[ I | Ao Zoring & Phy Changes

Collecting the AdpillInfo...
Status : 0
SA5 Addr: 10

Show Al I= AllowZonedBioadoast. | Uriassigned Blbls Gioup ‘ SeleztAl Unseleet Al
Biick 7. Biick Biick Biick 4
P2 Fil [T PO [T P2 Fil [T PO I~ P2 Fil [T PO I P20 Fi L] PO I
PailT Py [ (el PailT Py [ (2wl PailT Py [ (el (il Fa [ (el
A o P Pa A P A o P i Pl PE
Select Al | Select Al | Select Al | Selectall |
Biick 0 Biick 1 Biick 2 Hiick 3
P2 [0 7 L] PO [T P2 [0 7 L] PO [T P2 [0 7 L] PO [T P2 [0 7 (L] PO [T
PaE| Pa [T FaifE PaE| Pa I FaifE PaE| Pa [T FaifE i P Paif.
Pa o P5 Pa o P5 Pa o P5 Pa Fral Pa
SelEaAl | SelEaAl | SelEaAl | SelEa Al |
\Adapter Phy: 6 SAS Addr: S00605BO0333EEL0D ;I
|Adapter Phy: 7 SAS Addr: S00605B00333E270

"Ci\Program Files [x86)\MegaRAID Storage Manager\MegaCLI\MegaClisa” -AdphllInfo -sALL > Information)AdpallInfo.txt

SA5:
345 Addr: EBL0

10

SA%:
545 Addr: 0

E270

SAs:
>>> Adapter [0] Phy: 6
[>>> Adapter [l] Phy: 7

345 Addr:
SAS Addr:

70
S00605B00333E610
500605B00333E270

Step 1 Dpen Sesson | Sl St |

Step 3 Dowrload Session

Figure 3

-37

Zones Windows User Interface

To begin zoning, click the Open Session button (Figure 3-38). This queries each expander for the
information contained in the expander .bin file.

Step 1: Open Sezsion

Step & Save Seszsion

| Step 3 Download Session |
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Figure 3-38

Click Open New Session (Figure 3-39).

Exit |

Zones — Open Session, Save Session, Download Session, and Exit buttons
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—Stage 1: Dpening a session [Existing/Mew/C5Y)...

The opening of a session performs the following operations;

* Creates a new sezzion logging folder

Each time the open iz performed a subdirectory iz created using time, data and the user given aliaz.
Thiz ensures that each zession haz only the files that pertain to it.

* Scans the system for the Expanders 545 Address List and removes the duplicate information
* Collects each expanders zoning configuration information inta individual bin files.

* Converts each expanders individual . bin files into individual xml formatted files.

* Scans the .=ml files for Zoning information

* Updates the kain Screens drive and adapter information.

Open Mew Seszion Open Existing Seszion Open CSY Seszion

Cancel

Figure 3-39  Zones — Open Session

The Zones program will ask you for a Session Alias (Figure 3-40). This alias will be added to a
time stamp to create folder for that session’s files: YYMMDD_HHMMSS _alias.

Enter the sessions alias |

Help... |

Cancel |

Figure 3-40  Zones — Enter Session Alias

Enter an alias and click Okay. Each expander card’s information is fetched using cmd . exe and
placed in the session folder as -bin files.

Note: Aliases have a 64 character limit, and may not contain spaces or non-alpha-numeric
characters; these will be replaced with an underscore if used and a warning message will appear
(Figure 3-41).
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Alias Help

Rule

The naming of an aliaz has rles. They are as follows;
* Mo white space or non alpha-numeric characters. They will be replaced with the underscore character.
* B4 character length limit

MOTE: The alias is used as part of the Seszions output logging folder name.

Figure 3-41  Zones — Alias Help Warning Message

In Zones for Windows, . bin files are automatically named sb#_****_bin where sb stands
for StorBrick, # is the number of the StorBrick in question, and **** are the last four digits of

the expander card’s SAS address. After the . bin file has been fetched, each file in converted into
an XML file, named using the same convention, with the file extension .xml (e.g.,

sb# _****_xml).

Upon opening, Zones Ul will show drives that are presently installed and zones that are currently
active. A checkbox will be enabled to show that a drive is in a StorBrick. A check mark in a
checkbox that is enabled shows that the drive is zoned for that adapter. Each adapter has its own
tab above the StorBrick layouts (Figure 3-42). The number of Adapter tabs will directly
correspond to the number of adapters Zones sees in the system.

File Setlp Help

Adapter O I.-‘l'-.dapter'l |
|

Figure 3-42  Zones — Adapter tabs (Windows)

Installing a Drive in Zones for Windows

After creating a new session, click the Show All button. This enables all boxes on all adapters
(Figure 3-43), even if there are no drives physically present. This is so a drive can be zoned to the
system that isn’t seen by the system yet.
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Note: Ifadrive is zoned to more than one adapter, a warning message (Figure 3-44) will appear.
In Windows, this warning tells which adapter that drive is already zoned to, and a message asking
if you would like to continue. It is possible to zone one drive to two adapters. This is allowed, but
not suggested, as it can cause data collisions.

3 Zones: Ran [ ]o]=]

File SetUp Tools Wiew Help

Adapter 0 | Adapter 1| Adapter 2| Adapter 3|

Grouping Control
’V [# Allow Zoning & Phy Changss ¥ Allow Zoned Broadcast [¥ Unassigned Slots Graup ‘ Select Al

= Biick 7 Biick & - Biick 5 = Brick 4
e | P FO " P2 [ 1 Fo " BEN | P FO " P2 [ 1 Fo "
BEN | Pa - B | BEN | P4 - F3 [~ BEN | Pa - B | BEN | P4 - F3 [~
Pe [~ F7 [ P& [ Pe [ F7 [ P& [~ Pe [~ F7 [ P& [ Pe [ F7 [ P& [~

GeEEt A | SRRt | GeEEt A | SRRt |
= Brick ~Brick 1 ~Brick 2 ~Brick
B | Fil Bl | B | Fl FO [ P2 v Fil Bl | B | Fl Fo [~
P5 [~ P4 - B | P5 [” P4 I~ 7 P5 [ P4 - 7 F5 [ P4 I~ 7
F8 " F7 C F6 " F8 ¥ F7 [C F6 " F8 " F7 [C F6 ¥ F8 " F7 [C F6 "

GelEEAl | Selsct Al | Selsct Al | Selsct Al |

S4%: OxS000EDSTZAZZDES0 Bin: sb0 DES0.bin XML: sb0_DESD.xml
SAS: OxSO00EDS7ZA32CFS0 Bin: sbl_CF80.bin XML: shl_CFB0.xml
Sh%: OxS000EDSTZA3ZCLE0 Bin: sbZ Cl80.bin XML: sbZ CL80.xml
SAS: OxSO00EDS7ZA32BESO  Bin: sb3_BES0.bin XML: sh3_BEBO.xml
Sh%: OxS000EDSTZA3ZCDE0 Bin: sbd4 CDE0.bin XML: sbd CDS0.xml
SAS: OxSO00EDS7ZA32BASO0 Bin: sb5_BAS0.bin XML: sh5_BABO.xml
Sh%: OxS000EDSTZA3ZDEE0 Bin: sbé DE880.bin XML: sbé DSS0.xml
SAS: OxS5000EDS72A32CC80 Bin: sh7_CCEO0.bin XML: sh7_CCB0.xml

i |

lhquiring the Expander Bin Files...
Collecting Bin File: sh0 DESO0.bin...Status: 0 =l

Step 1: Open Session | Step 2 Save Session Step 3 Download Session Exit

Figure 3-43  Zones — Show All

Ambigous Slot Detected [ ]

I.@.I This slat has been already assigned by Adapter 0.

= Do wou wish to continue?

Ok I Cancel |

Figure 3-44  Zones — Adapter Assignment Warning Message
Check the boxes for the drives you want to zone, according to the configuration of your liking.

Click Save Session. This takes the screen configuration and saves it to an .xml file that is then
converted intoa - bin file.

007-5818-003



Windows Zoning Tools

007-5818-003

Note: The Save Session button will become enabled whenever a change has been made in the

Zones configuration.

The name of the new . bin file issbn#_****_bin where the only new element to the file name

is the n after sb.

Important: Each time the Save Session button is pushed, these files are overwritten. There is no
way to retrieve previously saved information.

Click the Download button. Once complete, this function pushes the . bin files back into the
expanders. Select which StorBricks to push the files to, and click Ok to push the files.

Download Control

—Stage 3 - Downloading

* pillows the uger to specify the StorBrick(s) for operations

* Forces areset on each selected StorBricks expander

The downloading of a session performs the following operations;

* Downloads the new expander image to each selected StorBrick

— StarBRICK s
¥ StorBrick-0

v StorBrick-1
¥ StorBrick-2

¥ StorBrick-3 v StorBrick-6
v StorBrick-4 v StorBrick-7
¥ StorBrick-5 I~ JEGOD

Select All |

o]

Cancel

Figure 3-45  Zones — Select StorBricks for download

In Windows, a prompt will appear asking to confirm the download operation.
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Dperation Yerification

This operation is very dangerous if the infarmation isn't correct,
-'\.
Do wou wank to continue?

Figure 3-46  Zones tool — Verify download

Click Yes to verify and finish downloading. Power cycle the machine. Click Ok to power off the
machine for power-cycling.

Creating the Drive Groups in MegaRAID for Windows

Power on the machine to complete power-cycle. Open MegaRAID. Right-click on the controller
and select Create a Virtual Drive (Figure 3-47).

Dashboard  Physical |L0gical|
- R e

T

STORBRICKS (390, Connect Wirtual Drive
- slaky 3, 543, 2,729 TE,
a(d STORBRICKS (23), Connect

2 Slnk 1. A5, 2,779 TR.

Disable Alarm

Silence Alarm

Figure 3-47  MegaRAID - Create a Virtual Drive
A screen will pop up asking you to choose Simple or Advanced (Figure 3-48). In Simple mode,

the drives are chosen for you. In Advanced mode, you get to choose the drives, and are given
additional selections in RAID levels, allowing for spanned (00, 10, 50, 60) drives.
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LSIsk
This wizard will help you quickly create virtual drives.
Choose how to create the virtual drive:
& Einpid

Specify a lmited number of settings and have the system pick drives For you. This is the easiest way to create a
virkual drive.

" Advanced
Choose additional settings and customize virtual drive creation. This option provides greater flesdbility when creating
virtual drives for your specific requirements,

comoa_| o ] _ v

Figure 3-48  MegaRAID - Create Virtual Drive mode

Create the drive groups.

£ Create Virtual Drive - Drive group and ¥irtual drive settings

LSI:
s
Use the sugaested virtual drive settings or changs them if nesded.

Pick & RAID lsvel ko spacify the amount of Fault talerancs and perfarmance for the wirtual drive (s).

RAID level:

RAIDO

I | issian & hok spare

Suitabls for high performance with zero data redundancy. Choase this option
only For non-critical data,

Hot spare wil be assigned depending Upon the availabilty of eligile hot spare candidate drives.A hat
spare drive will takeaver For a drivs if a Failure happens,ensuring your data wil remain intact.

(s e azalis Drive security method wil be assined depending upon the controller settings. The drive security wil
make the virtual drive secure by applying encryption logic o the data in the drive

Wirtual drives:

Choose how many virkual drives you want to create.

- [ &

Capactty:

16.371 T = Select the capacity for the wirtual drive(s).Each virtual drive have the same capacity.

)|
e

concel | mack || mext | hen |

Figure 3-49  Create Virtual Drive — Simple Settings

Choose Write Back BBU (battery back-up unit). This mode is the safest and the fastest, and will

automatically switch from caching mode to write-straight-to-disk whenever battery power has
reached threshold. Write Through writes straight to disk. Write Back is a cached data flow.
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Warning: If you select Write Back and power to the system is lost, data is lost.

Click Next, and a summary screen verifying settings will appear (Figure 3-50).

£ Create Virtual Drive - Summary.

[x]
LSI:?
b
Review the summary and go back if you need to make corrections, The wirtual drive(s) will be created when you click fnish
Summary:
RAID lewvel: RAID O
Number of wvirtual drives: g
Capacity of each virtual drive: 2.729 TB
Drive security method: No encryption
Number of drives used: g
1| | |
cencel | mack |[ Frish | mep |

Figure 3-50  Create Virtual Drive — Summary
If the settings are correct, click Finish, and click Ok.

Formatting the Drives in Windows Server Manager

Drives are formatted using Windows Server Manager (Figure 3-51). Open Server Manager—the
screen should start at Disk Management with the drives showing. If not, click Storage in the
system tree, and click Disk Management. The collection of disks/raidsets will now show.
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[ Server Manager

I [=] 3
Fle Action ¥iew Help
Ty Server Manager (MIS-WIN-1) Disk Management Actions
5 Rales .
5 Fastures Yolume Layout | Type | File System | Status Capacity | Free sp i
B 7m Diagnastics =] Miror  Dynamic  NTFS Healthy (Boot, Fage Fils, Crash Dump) 931,41 GB 841,74 I
[ i} Configuration Cwsystem Reserved Mrror  Dynamic  NTFS Healthy (System) W0ME  7ZMB

B {5 storage
W windows Serwer Back | 4]

| =

1=4 Disk Managzment =

L_sDisk 0 I

Dynarmic System Reserve || (C:)

931.51 GB 100 MB NTFS 931.41 GB NTFS

Online Healthy (System) | Healthy (Boot, Page File, Crash Dump)

L_uDisk 1 ]

Dynamic System Reserve || (C:)

931,51 GB 100 MB NTFS 931.41 GB NTFS

Grline Healthy (System) || Healthy (Boot, Page File, Crash Dump)

“aiDisk 2 |

Unknown

2794.00 GB 2794.00 GB

Mot Initialized Unallocated

@Disk 3 e

Unknown

2794.00 GB 2794.00 G

Mot Initislized Unallocated

A
B Unallocated [ Mirrored volume: |

Figure 3-51  Server Manager — Disk Management

Right click in the grey area of the first non-system disk. In the menu that appears choose Initialize
Disk (Figure 3-52).

“ZiDisk 0

Unknown
57G4 A n -

GE
Mot [Initialize Disk [oted
Offline
“3D  properties
Unkrn —
29 el 0 GE

Mak Immm:u—”cmmn:ated

Figure 3-52  Server Manager — Initialize Disks

A pop-up window will appear, showing all the uninitialized disks (Figure 3-53).

Warning: Be sure to select GPT (GUID Partition Table).
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Initialize Disk

o must

Select disks:

initislize a dizk before Logical Disk Manager can access it

v Disk. 0

=
(¥] Disk 1 _]
V] Disk 2
V] Disk 3 El

Usze the
& MBR
 GPT

Mote: The GPT partition style iz not recognized by all previous versions of
‘Windows. It iz recommended for disks larger than 2TE, or dizks uzed on

Itaniurn-b

ollowing partition style for the selected disks:

[Master Boot Record]
[GUID: Partition T able]

azed computers,

ok I Cancel |

Figure 3-53  Server Manager — Select GPT (GUID Partition Table)

Click OK. All the disks should now show as Online (Figure 3-54).

L_sDisk 0 | -
Basic
2793.58 GB 2793.55 GB
Online Unallocated
uDisk 1 | —
Basic
2793.5858 GB 2793.558 GB
Online Unallocated
L_sDisk 2 | —
Basic
2793.588 GB 2793.55 GB
Cnline Unallocated
_aDisk 3 ——
Basic |
Figure 3-54  Server Manager — Disks Initialized and Online

Right click the first non-system disk. Select New Simple VVolume (Figure 3-55).
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LsiDisk 3 |

Basic
2793.5858 GB
Online Mew Spanned Yolume. ..
Mew Striped Volume. ..
Mew Mirrored Volume. ..
L_aDisk 4 e ;
(EdE Mew RAID-5 Yolume. ..
279,58 &6 27 g
Orling Un Properties
| Help

Figure 3-55  Server Manager — New Simple VVolume

Click Next at the New Simple Volume Wizard welcome screen (Figure 3-56). Select the size of
the volume in MB and click Next (Figure 3-57).

New Simple Yolume Wizard [ %]

Welcome to the New Simple
Yolume Wizard

Thiz wizard helpz you create a simple volume on a digk.
A zimple volume can only be on a single disk.

To continue, click Next.

< Back I Mest > I Cancel |

Figure 3-56  Server Manager — New Simple Volume Wizard
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New Simple Yolume Wizard [ %]

Specify Yolume Size
Choose a volume size that is between the masimum and minimum sizes.

M aximum dizk space in MB: 2860926
Minimum digk space in MEB: 8

Simple volume size in MB:

< Back I Mest > I Cancel

Figure 3-57  New Simple Volume Wizard — VVolume Size

New Simple Yolume Wizard [ %]

Aszign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to wour partition.

& Aszign the following drive lstter:

" Mount in the following empty NTFS folder:

IE vl
Browse,.. |

" Do not assign a drive letter o drive path

< Back I Mext > I Cancel |

Figure 3-58  New Simple Volume Wizard — Assign Drive Letter or Path

Choose the drive letter to be assigned or click Next for the next drive letter available (Figure 3-58).
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New Simple Yolume Wizard [ %]

Format Partition
To store data on this partition, wou must format it first,

Choose whether you want ta format this volume, and if so, what settings you want to use.

Do not Format this volume

' Format thiz volume with the follawing settings:

File system: INTFS vl
Allocation unit size: IDefauIt vl
Yolume label: INew Wolume

[+ Perform a quick format

[~ Enable file and folder compression

< Back I Mest > I Cancel |

Figure 3-59  New Simple Volume Wizard — Format Partition

Select the format settings to be used, and click Next (Figure 3-59).

New Simple Yolume Wizard [ %]

Completing the New Simple
Yolume Wizard

Y'ou have successiully completed the Mew Simple Yaolume
“izard.

You gelected the following settings:
Wolume type: Simple Yolume

Disk selected: Disk 3

Wolume size: 2860926 MB

Dirive letter or path: E:

File spstem: MTFS

Allocation unit size: Default
Wolume label: New Vaolume LI
Dk Farrnat es

To close this wizard, click Finizh.

< Back I Finizh I Cancel |

Figure 3-60  New Simple Volume Wizard — Settings Confirmation

Windows Zoning Tools

Click Finish to format the disks (Figure 3-60). New volumes will show in the Disk Management

window below the volumes (Figure 3-61).
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LuDisk 3

Basic New Yolume {E:)
2793.585 GB 279357 GBE NTFS

Online Healthy (Primary Partition)

Figure 3-61  New Simple Volume in Server Manager

Removing a Drive in Zones for Windows
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From the Zones user interface (Figure 3-37 on page 93), you can unzone a drive from an adapter
by unchecking boxes. Once the drives are unzoned, click the Save Session button (Figure 3-38 on
page 93). This action takes the configuration shown on the screen, saves it to an . xml file, that is
then converted into a -bin file, and stores it on the expander card.

Note: The Save Session button will become enabled whenever a change has been made in the
Zones user interface.

In Windows, the name of the new _bin file is sbn#_****_bin where the only new element
to the file name is the n after sb.

Important: Each time the Save Session button is pushed, these files are overwritten. There is no
way to retrieve previously saved information.

Click the Download Session button (Figure 3-38 on page 93). This function pushes the files back
into the expanders. Select which StorBricks to push the files to, and click Yes (Figure 3-62) to
push the files.

Dperation Yerification

This operation is very dangerous if the infarmation isn't correct,

b
Do wou wank to continue?

Figure 3-62  Zones — Verify Download

Power cycle the machine to have these changes take effect.
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Additional Features in Zones for Windows

The Zones application also includes tools for loading a . csv file, adapter synchronization, and
saving a .csv file.

Loading .csv Configuration Files in Zones for Windows

007-5818-003

One option for zoning is editing zoning values in a . csv file, created through spreadsheet
programs that support - csv file extension (e.g., Microsoft Excel). Zoning assignments done in
this way will assign zoning at the hardware level, whereas zoning through the Zones GUI zones
at the MegaRAID Storage Manager level, which may or may not correspond with the hardware.
Synchronizing the two is handled at the hardware level and not through the Zones program (see
“Adapter Assignment Synchronization in Zones for Windows” on page 108).

[l Select the Zoning C5¥ File [ ]
Looki [ |, CSv = = B e
Mame = I -l Date modified | -| Type | -I Size I -l
| Four_Tnitistors_24_drives 9f11/2012 10:18... CSVFile 2KB
|| One_Initistor_24_drives 9/11/2012 9:48 AM CSY File 2KB
|| Three_Initiators_24_drives 9/11/2012 955 AM  CSY File ZKB
| Two_Initistors_24_drives 9/11/2012 9:52 AM  CSY File ZKB
File name: ] Open I
Files of lupe: Ianng Files [*.csv) j Cancel
I Open as read-only
A

Figure 3-63  Zones — Select CSV File

To begin, select Open Session (Figure 3-38 on page 93). Select Load CSV File. The alias for the
session is the . csv file name with the “ . csv” removed. A File Location pane will open
(Figure 3-63). Select the . csv file you wish to upload, and click Okay. The configuration entered
inthe . csv file will show in the Zones GUI (Figure 3-37 on page 93), with the exception that the
zoning may need to be synchronized with the hardware, explained below.
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CS¥ Configuration File Loading Error

! configuration File!

6 An error was detecked while loading the specified zoning csv
| [}
= "This session is aborting!

Figure 3-64  Zones — Error message: Canceling csv file selection (Windows)

Note: If you wish to cancel selecting a . csv file, and click the Cancel button on the Select the
Zoning CSV File, you will receive an error message (Figure 3-64). Click Okay to continue
canceling the Select . csv File operation.

Adapter Assignment Synchronization in Zones for Windows
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If the adapter assignment in the . csv file loaded (hardware-level assignment) does not
correspond with how MegaRAID Storage Manager assigns the adapters (on a first-see/first-come
software-level assignment), then Zones will show what drives are present on which adapters, but
the zoning will not be there.

To fix this, select Open Session (Figure 3-39 on page 94). Select Create New Session, enter an
alias for the session, and click Ok. Next, click the Unselect All button, located in the upper right
corner of the Zones for Windows Ul (Figure 3-65). Now you can assign the drives on the Adapter
tabs, to configure the tool so that it is synchronized with the hardware. Click the Step 2: Save
Session button, and then click the Step 3: Download Session button (Figure 3-38 on page 93).
Select the StorBricks on which you wish to push the new configuration (usually all, in this instance
— Figure 3-45 on page 97). Click Ok. Click Yes to power cycle the machine (i.e., let the MIS
Platform shut down gracefully and then power it back on). This will change the MegaRAID
assignment.

Select Al | Urselect Al |

Figure 3-65 Zones — Select All, Unselect All buttons
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Save a Configuration to .csv file in Zones for Windows

CLI Zoning Tool
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The Zones tool for Windows saves the configurations created in the GUI as a - csv file. This is
done automatically when you save the session, and the . csv file is saved in the session folder.

This initial release of the CLI Zoning tool introduces proprietary SGI software, used to zone drives
on a MIS Server Platform and MIS JBOD units. The tool also supports diagnostic functions useful
to Field Service.

In the T10 implementation, SAS zoning access control is implemented by linked switch and
expander devices, with zoning enabled. These devices define a Zoned Portion of a Service
Delivery System (ZPSDS). No host device intervention is required. Each zoning expander device
within the MIS Enclosure maintains an identical zone permission table, so zone access control is
maintained across the entire ZPSDS. The difference between the expanders lies in the definition
of the PHY Zone groups that defines to which Zone Group (ZG) each of the 36 PHY’s belongs.
The Permission Table then maps the Initiator Zone Groups to the Target Zone groups.

The CLI Zoning Tool performs changes through the use of Comma Separated Values (CSV) files.

A Session is defined as the act of querying, editing, saving, and downloading the expander's binary
zoning information.

Important: JBODs are zoned through the hardware using the CLI Zoning tool; only PHY-based
Zoning is supported at this time.

The CLI Zoning Tool runs on any Windows/Linux host that has Python 2.6 or Python 2.7.1

installed. The target MIS JBOD/Server does not require an OS since the CLI Zoning Tool uses the
FanBase Ethernet connection to access the StorBricks. The CLI Zoning Tool allows the zoning of
drive groups larger than 72, hence, it is able to zone JBODs, and multiple JBODs, as single zones.

Table 3-1 is how the Zone Groups (ZG) are implemented in the MIS Enclosure. There are 256
possible ZG in the MIS Enclosure which allows for our maximum drive count of 162.
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Table 3-1 Zone Group Implementation

Zone Group HDescription

ZG0 The Dead Zone that only talks to ZG 127
ZG0-2G1 Always enabled

2G2-3 Enabled for initiators

ZG2 For Initiators that have SMP Zoning Access
ZG3 Initiators that have access to Broadcast
2G4-7 Reserved per SAS Specification

Z2G8-15 The eight possible initiators

Z2G16-96 For drives 0-80 for 81 possible drives
Z2G97-127 Reserved in the MIS implementation

A configuration file is used by the CLI application to zone the StorBricks. A set of standard
configuration files are included with the CLI Zoning Tool software package. A custom file
can be created, using a spreadsheet application and then saving it as a . csv file (see “Editing the
.csv File for the CLI Zoning Tool” on page 119).

Preparing to Zone using the CLI Zoning Tool

CLI Zoning uses the MIS-S9D proprietary network interface. This interface is to be used ONLY
when zoning. It is located at the front of the chassis at the upper right corner (Figure 3-66). The
chassis must be slid out forward at least one inch in order to connect a network crossover cable.
(See “Sliding the Chassis Forward/Backwards,” on page 134.)
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Figure 3-66  MIS-S9D proprietary network interface

Ensure the MIS system is powered on. Use an Ethernet crossover cable to connect a server/laptop
running either a Windows or a Linux operating system and the CLI Zoning application software.
The network port connected to the server/laptop must be set to 192.168.0.xxx (10 will do).
The static IP address of the Fan Base issetto 192 .168.0. 3, verify connectivity to the Fan Base
withaping commandto 192.168.0. 3 from the server/laptop. Verify it responds. If not it will
be necessary to power cycle the MIS server or JBOD.

Editing the ShackCLLini file for Linux
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In the Zopt/ShackCLI directory, open up the ShackCL]1 . ini file with an editor or vi.

The following is a sample file:

[main]

# Input Filename. This must be either a pathname or a simple
# dash (-), which signifies we"ll use standard in.
input_source = cli

target = 192.168.0.3

[maxsize]

# When we hit this threshold, we"ll alert for maximum
# File size.

threshold = 100

[display]

show_footer = yes

# Fill up all SB infomation before going to Menu
auto_fill = no

[default]

#M1S_Variant = JBOD
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MIS_Variant = SERVER

storbrick = 01234567

#storbrick = 012345678

cmd = menu

pcsv = /opt/ShackCLI/MIS-Server_2HBA_zoning__ PCSV.csv
pbcsv = /opt/ShackCL1/MIS-JBOD_1-10MOD_zoning_PBCSV.csv
zcsv = /opt/ShackCL1/Zone_Phy_Default.csv

max_zones = 255

max_phys = 36

response_delay_default = 20

First, verify that the target IP address is 192 .168.0.3 and is not commented out (i.e., there is
no # at the beginning of the line). Next, make the needed changes to the file, as follows.

1. Set the MIS Variant to the type of system to be zoned, JBOD or SERVER. (Be sure the
other is commented out.)

Change the StorBrick count to be either 0—7 for a server, or 0—8 for a JBOD.
Select the type of zoning file to be used pcsv, zcsv, or pbcsv.

Add the path to where the configuration file is located.

Unless issues develop, leave the remaining selections at default.

Save the ShackCL]1 . ini file and close.

N o o~ w DN

Execute the CLI command: python ShackCL1._.py -—ini ShackCLI.ini
-—cmd menu.

This will set the StorBricks to debug mode, and display a menu (“CLI Zoning Tool Main Menu
on page 113).

Editing the ShackCLL.ini file for Windows
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In the C: \python##\ directory, open up the ShackCLI . ini file with an editor or vi.

The following is a sample file:

[main]

# Input Filename. This must be either a pathname or a simple
# dash (-), which signifies we"ll use standard in.
input_source = cli

target = 192.168.0.3

[maxsize]

# When we hit this threshold, we"ll alert for maximum

# file size.

threshold = 100
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[display]

show_footer = yes

# Fill up all SB infomation before going to Menu
auto_fill = no

[default]

#M1S_Variant = JBOD

MIS_Variant = SERVER

storbrick = 01234567

#storbrick = 012345678

cmd = menu

pcsv = C:\python##\MIS-Server_2HBA_zoning__PCSV.csv
pbcsv = C:\python##\M1S-JBOD_1-10MOD_zoning_PBCSV.csv
zcsv = C:\python##\Zone_Phy_Default.csv

max_zones = 255

max_phys = 36

response_delay_default = 20

First, verify that the target IP address is 192 .168.0.3 and is not commented out (i.e., there is
no # at the beginning of the line). Next, make the needed changes to the file, as follows.

1. Set the MIS Variant to the type of system to be zoned, JBOD or SERVER. (Be sure the
other is commented out.)

Change the StorBrick count to be either 0—7 for a server, or 0—8 for a JBOD.
Select the type of zoning file to be used pcsv, zcsv, or pbcsv.

Add the path to where the configuration file is located.

Unless issues develop, leave the remaining selections at default.

Save the ShackCL]1 . ini file and close.

N o g b~ wDN

Execute the CLI command: python ShackCL1.py -—ini ShackCLI.ini
-—cmd menu.

This will set the StorBricks to debug mode, and display a menu (“CLI Zoning Tool Main Menu”).

CLI Zoning Tool Main Menu
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The main menu of the CLI Zoning Tool gives the following options, as listed below and described
in Table 3-2.

1) Set Active Storbrick(s)

2) Display Current StorBrick(s) Zoning

3) Update StorBrick(s) Permissions Table From CSV

4) Update StorBrick(s) Phy Zones From CSV

5) Update StorBrick(s) Phy Based Zoning from CSV
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6) Change Zoning type (Server <-> JBOD)

7) Save current StorBrick(s) Zoning to CSV

8) Display StorBrick(s) Settings

9) Display CLI Settings

10) Enter StorBrick CLI (Must select a single StorBrick)
11) Reboot FanBase - will not reset StorBricks

12) Reset FanBase - Danger. This will reset StorBricks
13) Force Storbrick(s) into Debug Mode

14) Exit Storbrick(s) Debug Mode

15) Display PHY Error Counters for selected StorBricks
16) Display PHY Information for selected StorBricks

17) Display StorBrick UUID for selected StorBricks

18) Display StorBrick Firmware Revision Levels for Selected StorBricks
0) Exit CLI - back to command prompt

Table 3-2 CLI Zoning Tool Menu Options and Descriptions

‘Menu Option ”Description ‘
1) Set Active This menu option allows user to select the StorBrick(s) to act
Storbrick(s) upon. The StorBricks may be entered inany order: 01234567

or76543210,orinsubsets: 0or 0 1, etc. Storbrick numbers
must be less than or equal 7 for MIS Server and less than or equal
8 for MIS JBOD.

2) Display Current Displays the Zoning configuration that is currently stored in the
StorBrick(s) Zoning StorBricks.

3) Update StorBrick(s) This menu option uses the csV file described in the ini file
Permissions Table From under the heading ‘pcsv’ to modify the T10 Zoning Permission
Csv Tables for the selected StorBricks. If no csv file has been

specified in the ini file the CLI Zoning Tool will prompt the
user for the name of the csv file to use.

4) Update StorBrick(s) This menu option uses the csv file described in the ini file
Phy Zones From CSV under the heading ‘zcsv’ to modify the T10 PHY Zone Groups
for the selected StorBricks. If no csv file has been specified in
the ini file the CLI Zoning Tool will prompt the user for the

name of the csv file to use.
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Table 3-2

CLI Zoning Tool Menu Options and Descriptions (continued)

‘Menu Option

HDescription

5) Update StorBrick(s)
Phy Based Zoning from
Ccsv

This menu option uses the csv file described in the ini file
under the heading ‘pbcsv’ to modify the PHY Based Zoning
Tables for the selected StorBricks. This is the only supported
Zoning configuration for MIS JBOD and is an optional
configuration for MIS Server and MIS DC Server. Only one of
PHY Based and T10 Zoning should be implemented within an
MIS Server (although it is technically possible to mix the Zoning
types) and only one of PHY Based Zoning may be supported in
an MIS JBOD.

6) Change Zoning type
(Server <-> JBOD)

This menu option allows the user to change the zoning type from
SERVER/JBOD to JBOD/SERVER. This command will cause
the Selected STORBRICKS T10 Supported flag to be set/unset
depending what the current Zoning type is. For Example, if the
current Zoning type is PHY Based and the user selects this option
then the T10 Zoning Supported flag will be set enabling T10
Zoning to be implemented instead.

7) Save current
StorBrick(s) Zoning to
Ccsv

This menu option allows the user to save the current configuration
of the Enclosures Zoning in a file. This file is compatible with the
CLI commands that require a csv file to update Zoning. The csv
file format for PHY Based and T10 Zoning are identical therefore
one use of this command is to dump a MIS system’s T10 Zoning
configuration and then rewrite the same file as a PHY Based
configuration.

8) Display StorBrick(s)
Settings

This menu option simply displays information about the selected
StorBricks such as their SAS Addresses.

9) Display CLI Settings

This menu option simply displays information about the CLI
Zoning Tool that is generally contained in the ini file but may
be changed in the course of operating the CLI Zoning Tool
through CLI commands.

10) Enter StorBrick CLI
(Must select a single
StorBrick)

This menu option is for Diagnostics support only.

11) Reboot FanBase -
will not reset
StorBricks

This menu option will invoke a soft reboot of the FanBase and no
StorBricks shall be reset.
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Table 3-2

CLI Zoning Tool Menu Options and Descriptions (continued)

‘Menu Option

HDescription

12) Reset FanBase -
Danger. This will reset
StorBricks

This menu option will invoke a cold start of the FanBase and all
StorBricks shall be reset.

13) Force Storbrick(s)
into Debug Mode

This menu option places the selected StorBrick(s) into debug
mode which allows most of the other menu options to work. At
start of day all StorBrick(s) defined in the ini file will
automatically be put in Debug Mode therefore it is not generally
necessary to run this command.

14) Exit Storbrick(s)
Debug Mode

Has no affect at this time and is reserved for future
implementations.

15) Display PHY Error
Counters for selected
StorBricks

This menu option displays all the PHY Error Counters for the
Selected StorBrick(s).

16) Display PHY
Infomation for selected
StorBricks

This menu option displays all the PHY information for the
selected StorBrick(s). this information includes the PHY’s
connected link rate, Zone Group and SAS/SATA connection

types.

17) Display StorBrick
UUID for selected
StorBricks

This menu option displays the UUID for the selected
StorBrick(s). The UUID is displayed in human readable form.

18) Display StorBrick
Firmware Revision Levels
for Selected StorBricks

This menu option displays all the Firmware Revision Level
information for the selected StorBrick(s).

0) Exit CLI - back to
command prompt

This menu option will exit the CLI Zoning Tool.

Note: Options 10, 13 and 14 are to be used ONLY with the assistance of technical support.

Here are the valid Command Line commands:

usage: ShackCLIl.py [-h] --cmd CMD [--sbcmd SBCMD] [--target TARGET]
[--sb SB] [--ini INI] [--zcsv ZCSV] [--pcsv PCSV]
[--zones ZONES] [--delay DELAY] [--pbcsv PBCSV]
[--mistype MISTYPE] [--v, V]
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MIS Command Line Interface optional arguments:

-h, --help show this help message and exit

--cmd CMD command to execute

--sbcemd SBCMD Command to send to SB

--target TARGET target ip address (if not 192.168.0.3)
--sb SB Index(s) of StorBrick

-—-ini INI Initialization file

--zcsv ZCSV CSV file name for Zoning PHY Groups

--pcsv PCSV CSV file name for Zoning Permission Tables
--zones ZONES Maximum Permission Table Entries

--delay DELAY FanBase delay before expect StorBrick result
--pbcsv PBCSV CSV file name for Phy Based Zoning
--mistype MISTYPE JBOD or SERVER

--v, V Display the version of the Shack CLI

In the menu above, this executes option 2:
python ShackCLI.py —ini ShackCLIl.ini —cmd dzone

This executes option 3:
python ShackCLI.py —ini ShackCLIl.ini —cmd uperm

This executes option 4:
python ShackCLI1._py —ini ShackCLI.ini —cmd uphyz

This executes option 5:
python ShackCLI.py —ini ShackCLI.ini —cmd uphyb

Zoning Using CLI Zoning Tool
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First, select option 2 from the Main Menu to display the current zoning. When displayed, O
indicates that the path to that drive is disabled. An X indicates that it is active to that SAS path.
For the MIS-Server, Initiator0O = SAS lane O whichisconnected to HBA-A lane O,
initiatorl = SAS lane 1 whichis connected to HBA-B lane O, initiator2 =
SAS lane 2 whichis connectedto HBA-C lane O, initiator3 = SAS lane 3 which
is connected to HBA-D lane O. Initator4-7 are not used at this time and will be set to 0.
Since the . csv data is organized by drives, and the drives are numbered by StorBrick, we can
startat SB[0:-0]. The drive numbers in an MIS Enclosure are numbered from 0-143 for the MIS
Server and 0-162 for the MIS JBOD.

Example (truncated, lines 021-190 & 195-250, for space):

StorBrick O Permission Table
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NN e

9
6

00000000
TIEFefef
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000001
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

2 2 2 1 1 1 1 1

Zone 5 2 2 9 9 6 5 2
Group 5 4 3 2 1 0 9 8
000 00000000 00000000 00000000 00000000
001 fFrefrfrff  FEFFrfff FEFFFrfrff  FRFFFFFT
002 00000000 00000000 00000000 00000000
003 00000000 00000000 00000000 00000000
004 00000000 00000000 00000000 00000000
005 00000000 00000000 00000000 00000000
006 00000000 00000000 00000000 00000000
007 00000000 00000000 00000000 00000000
008 00000000 00000000 44444444 44444444
009 00000000 00000000 08888888 88888888
010 00000000 00000000 11111111 11111111
011 00000000 00000000 22222222 22222222
012 00000000 00000000 00000000 00000000
013 00000000 00000000 00000000 00000000
014 00000000 00000000 00000000 00000000
015 00000000 00000000 00000000 00000000
016 00000000 00000000 00000000 00000000
017 00000000 00000000 00000000 00000000
018 00000000 00000000 00000000 00000000
019 00000000 00000000 00000000 00000000
020 00000000 00000000 00000000 00000000
191 00000000 00000000 00000000 00000000
192 00000000 00000000 00000000 00000000
193 00000000 00000000 00000000 00000000
194 00000000 00000000 00000000 00000000
195 00000000 00000000 00000000 00000000
196 00000000 00000000 00000000 00000000
251 00000000 00000000 00000000 00000000
252 00000000 00000000 00000000 00000000
253 00000000 00000000 00000000 00000000
254 00000000 00000000 00000000 00000000
255 00000000 00000000 00000000 00000000
Phy Zoning for StorBrick 0O

Requested Inside

Inside ZPSDS
PHY Group Persistence ZPSDS Persistent
00 220 Yes No No
01 220 Yes No No
02 220 Yes No No
03 220 Yes No No
04 011 Yes No No
05 010 Yes No No
06 009 Yes No No
07 008 Yes No No
08 017 Yes No No
09 089 Yes No No
10 088 Yes No No
11 016 Yes No No
12 091 Yes No No
13 019 Yes No No
14 094 Yes No No
15 022 Yes No No
16 092 Yes No No
17 020 Yes No No

9 6
5 4
00000000
LLininini
00000000
00000000
00000000
00000000
00000000
00000000
88111111
11222222

6 3
3 2
00000000
FIFrfrfrer
00000000
00000000
00000000
00000000
00000000
00000000

11111111
22222222

22444444
44888888
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

44444444
88888888
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000
00000000

00000000
00000000
00000000
00000000
00000000

3 0
1 0
00000002
FIFFFfrff
0000fF02
0000fF02
00000002
00000002
00000002
00000002
1111010e
2222020e
4444040e
8888080e
0000000e
0000000e
0000000e
0000000e
00000102
00000202
00000402
00000802
00000102

00000002
00000002
00000002
00000002
00000002
00000002

00000002
00000002
00000002
00000002
00000002
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18 095 Yes No No
19 023 Yes No No
20 024 Yes No No
21 096 Yes No No
22 021 Yes No No
23 093 Yes No No
24 090 Yes No No
25 018 Yes No No
26 220 Yes No No
27 220 Yes No No
28 220 Yes No No
29 220 Yes No No
30 220 Yes No No
31 220 Yes No No
32 220 Yes No No
33 220 Yes No No
34 220 Yes No No
35 220 Yes No No

When ready to zone, complete the following instructions.

1.

o o &~ w

Execute option 7 to make a copy of the current configuration (be sure to add .csv as
the file extension). Example: MI1S-Systeml-zoning-092012-121103.csv

Edit the .csv file to the desired zone configuration. Once satisfied, save the file with a
different name so as not to over write the saved one.

Change the name in the ShackCLI . ini file to point it to the new file.
Select the update option that fits the configuration (option 3, 4, or 5).
Select option 12 to reset the StorBricks and invoke the zoning changes.

Verify that the zoning is correct by executing option 2 and reviewing the configuration
file.

Power cycle the MIS server and reboot any head-of-string controller of a JBOD to
refresh the information in the servers.

Once power-cycling is complete, verify the changes by executing the command:
python ShackCLIl.py —ini ShackCLI.ini —cmd dzone.

If satisfied, disconnect from the MIS-S9D network interface, and slide the chassis back into the

rack.

Editing the .csv File for the CLI Zoning Tool
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A configuration file made of comma separated values (a “csv” file) is used by the CLI application
to zone the StorBricks. A set of standard configuration files are included with the software
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package. A custom file can be created, using a spreadsheet application and then saving it as a
-csv file.

Figure 3-67 is a block diagram of MIS JBOD StorBrick SBO. The other 8 StorBrick for the MIS
JBOD repeat this, but are offset to other lanes from the 1/0 modules.

Table 3-3 gives a portion of a csv file. A 1 in the spreadsheet indicates that the drive in question

is accessible by the above HBA. The O indicates that the path is disabled.

Table 3-3 Zone Group Implementation

SBO HBA-A HBA-B HBA-C HBA-D N/U N/U N/U N/U
Drive Indicator 1 ||Indicator 2 ||Indicator 3 ||Indicator 4 ||Indicator 5 ||Indicator 6 ||Indicator 7 ||Indicator 8
0 1 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0
2 0 0 1 0 0 0 0 0
3 0 0 0 1 0 0 0 0
4 1 0 0 0 0 0 0 0
5 0 1 0 0 0 0 0 0
6 0 0 1 0 0 0 0 0
7 0 0 0 1 0 0 0 0
8 1 0 0 0 0 0 0 0
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Block diagram of MIS-Server StorBrick SBO

Figure 3-67
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Disk RAID Support

The MIS Platform supports both software and hardware RAID, standard and nested. Disk
performance is improved because more than one disk can be accessed simultaneously. Fault
tolerance is improved because data loss caused by a hard drive failure can be recovered by
rebuilding missing data from the remaining data or parity drives.

The MIS Platform supports the following RAID levels:

¢ RAID 0 (striping without parity or mirroring, Figure 3-68)
¢ RAID 1 (mirrored without parity or striping, Figure 3-69)
¢ RAID 5 (striping with parity, Figure 3-70)

¢ RAID 6 (striping with dual parity, Figure 3-71)

* RAID 00 (spanned drive group striped set from a series of RAID 0 drive groups,
Figure 3-72)

* RAID 10 (mirrored stripes across spanned drive groups, Figure 3-73)
* RAID 50 (distributed parity and striping across spanned drive groups, Figure 3-74)

* RAID 60 (distributed parity, with two independent parity blocks per stripe in each RAID set,
and disk striping across spanned drive groups, Figure 3-75)

The onboard MIS server zoning application is supported in both Windows and Linux operating
systems. There is also an external FanBase CLI, where a system running either Windows or Linux
can be used to zone the JBOD in addition to MIS Servers. When LSI MegaRAID HBAs are used,
they support RAID 0, RAID 1, RAID 5 and RAID 6, along with their variants. Where ever
possible, the zoning and RAID selection for a MIS server should provide for the maximum
amount of availability in the event of a StorBrick failure. The StorBrick has four SAS lanes into
it from up to four SAS RAID HBAs. These SAS lanes are inputs to a SAS expander that connects
to the drives installed in the StorBrick. Since there are eight StorBrick in the MIS-Server, each
with nine drives, the highest availability for the data would be RAID groupings that span the
StorBricks. More information and examples provided in “RAID Configuration Notes” on

page 129.

Important: Unless specified, all systems ship as RAID 6.
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RAID O
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Figure 3-68 RAIDO

A RAID 0 splits data evenly across two or more disks (striped) without parity information for
speed. RAID 0 provides no data redundancy. It provides improved performance and additional
storage, but no fault tolerance. RAID 0 is normally used to increase performance, although it can
also be used as a way to create a large logical disk out of a two or more physical ones. RAID 0
provides high data throughput, especially for large files in an environment that does not require
fault tolerance.

RAID 0 is useful for setups such as large read-only NFS servers, where mounting many disks is
time-consuming or impossible and redundancy is irrelevant. Any drive failure destroys the array,
and the likelihood of failure increases with more drives in the array (at a minimum, catastrophic
data loss is almost twice as likely compared to single drives without RAID). A single drive failure
destroys the entire array because when data is written to a RAID 0 volume, the data is broken into
fragments called blocks. The number of blocks is dictated by the stripe size, which is a
configuration parameter of the array. The blocks are written to their respective drives
simultaneously on the same sector. This allows smaller sections of the entire chunk of data to be
read off each drive in parallel, increasing bandwidth. RAID 0 does not implement error checking,
S0 any error is uncorrectable. More drives in the array means higher bandwidth, but greater risk
of data loss.
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RAID 1
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Figure 3-69 RAID1

A RAID 1 writes identically to two drives, thereby producing a “mirrored set” (at least two drives
are required to constitute such an array). This is useful when read performance or reliability is
more important than data storage capacity. Such an array can only be as big as the smallest
member disk. A classic RAID 1 mirrored pair contains two disks, which increases reliability
geometrically over a single disk. Since each member contains a complete copy of the data, and
can be addressed independently, ordinary wear-and-tear reliability is raised by the power of the
number of self-contained copies.

The array continues to operate as long as at least one drive is functioning. With appropriate
operating system support, there can be increased read performance, and only a minimal write
performance reduction; implementing RAID 1 with a separate controller for each drive in order to
perform simultaneous reads (and writes) is sometimes called multiplexing (or duplexing when
there are only two drives). RAID 1 is good for applications that require small capacity, but
complete data redundancy. (The server boot drive modules are configured for RAID 1.)
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RAID 5
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RAID 6
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Figure 3-70 RAID5

A RAID 5 uses block-level striping with parity data distributed across all member disks, creating
low-cost redundancy. In most implementations, a minimum of three disks is required for a
complete RAID 5 configuration. A concurrent series of blocks—one on each of the disks in an
array—is collectively called a stripe. The disk used for the parity block is staggered from one
stripe to the next, hence the term distributed parity blocks. RAID 5 writes are expensive in terms
of disk operations and traffic between the disks and the controller. RAID 5 striping and distributed
parity data across all drives provides high data throughput, especially for small, random access.
Fault tolerance is maintained by ensuring that the parity information for any given block of data
is placed on a drive separate from those used to store the data itself. The performance of a RAID
5 array can be “adjusted” by trying different stripe sizes until one is found that is well-matched to
the application being used.
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Parity (F12—-P16)  Parity (Q12-018) Segment 13 Seqmant 14 Sagmeant 15
Parnty (Q17—220) Segment 17 Seqgrment 18 Seqment 19 Sagment 20

Figure 3-71  RAID 6
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RAID 00
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RAID o0

RAID 6 (block-level striping with double distributed parity) extends RAID 5 by adding an
additional parity block. RAID 6 does not have a performance penalty for read operations, but it
does have a performance penalty on write operations because of the overhead associated with
parity calculations. Any form of RAID that can continue to execute read and write requests to all
of a RAID array's virtual disks in the presence of any two concurrent disk failures. This makes
larger RAID groups more practical, especially for high-availability systems. This becomes
increasingly important as large-capacity drives lengthen the time needed to recover from the
failure of a single drive. Single-parity RAID levels are as vulnerable to data loss as a RAID 0 array
until the failed drive is replaced and its data rebuilt; the larger the drive, the longer the rebuild
takes. Double parity gives additional time to rebuild the array without the data being at risk if a
single additional drive fails before the rebuild is complete. Like RAID 5, a single drive failure
results in reduced performance of the entire array until the failed drive has been replaced and the
associated data rebuilt.

Sagmant 5 Segmentd | Segmenl 7 Segmentd |
Sagmant 13 Segment 14| Segmeni 15 Segment 15

| I Segment 21 Sagmamzzlﬁagmamza Sagmar¢24l

Figure 3-72  RAID 00

A RAID 00 drive group is a spanned drive group that creates a striped set from a series of RAID
0 drive groups. RAID 00 does not provide any data redundancy, but along with RAID 0, RAID 00
offers the best performance of any RAID level. RAID 00 breaks up data into smaller segments and
stripes the data segments across each drive in the drive groups. The size of each data segment is
determined by the stripe size. RAID 00 offers high bandwidth.

Note: RAID level 00 is not fault tolerant. If a drive ina RAID 0 drive group fails, the whole virtual
drive (all drives associated with the virtual drive) fails.
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RAID 10

RAID 10
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By breaking up a large file into smaller segments, the RAID controller can use both SAS drives

and SATA drives to read or write the file faster. RAID 00 involves no parity calculations to
complicate the write operation, which makes RAID 00 ideal for applications that require high
bandwidth but do not require fault tolerance. Figure 3-72 shows an example of a RAID 00 dri

group.
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Figure 3-73  RAID 10

ve

RAID 10 is a combination of RAID 0 and RAID 1 and consists of stripes across mirrored spans.

RAID 10 breaks up data into smaller blocks and mirrors the blocks of data to each RAID 1 dr

ive

group. The first RAID 1 drive in each drive group then duplicates its data to the second drive. The

size of each block is determined by the stripe size parameter, which is set during the creation
the RAID set. The RAID 1 virtual drives must have the same stripe size.

of

Spanning is used because one virtual drive is defined across more than one drive group. Virtual
drives defined across multiple RAID 1 level drive groups are referred to as RAID level 10, (1+0).

Data is striped across drive groups to increase performance by enabling access to multiple dri
groups simultaneously.

Ve

Each spanned RAID 10 virtual drive can tolerate multiple drive failures, as long as each failure is
in a separate drive group. If there are drive failures, less than the total drive capacity is available.
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RAID 50

RAID 60
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Figure 3-74  RAID 50

A RAID 50 combines the straight block-level striping of RAID 0 with the distributed parity of

RAID 5. Thisis a RAID 0 array striped across RAID 5 elements. It requires at least 6 drives. RAID
50 improves upon the performance of RAID 5 particularly during writes, and provides better fault
tolerance than a single RAID level does. This level is recommended for applications that require

high fault tolerance, capacity and random positioning performance.

As the number of drives in a RAID set increases, and the capacity of the drives increase, this
impacts the fault-recovery time correspondingly as the interval for rebuilding the RAID set
increases. RAID 50 works best with data that requires high reliability, high request rates, high data
transfers, and medium-to-large capacity.
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Figure 3-75  RAID 60
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A RAID 60 combines the straight block-level striping of RAID 0 with the distributed double parity
of RAID 6. That is, a RAID 0 array striped across RAID 6 elements. As it is based on RAID 6,
two disks from each of the RAID 6 sets could fail without loss of data. Also failures while a single
disk is rebuilding in one RAID 6 set will not lead to data loss. RAID 60 has improved fault
tolerance, any two drives can fail without data loss and up to four total as long as it is only two
from each RAID 6 sub-array.

Striping helps to increase capacity and performance without adding disks to each RAID 6 set
(which would decrease data availability and could impact performance). RAID 60 improves upon
the performance of RAID 6. Despite the fact that RAID 60 is slightly slower than RAID 50 in
terms of writes due to the added overhead of more parity calculations, when data security is
concerned this performance drop may be negligible.

RAID Configuration Notes
To get the best availability, treat each drive brick as an enclosure. For a RAID 1 with only one

drive per StorBrick in the group, the loss of a StorBrick does not affect the availability of the data
(Figure 3-76).

SEBO SB1 SB2 SB3 SB4 SBS5 ~ SB6 SB7
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Figure 3-76  RAID 1 with one drive per StorBrick

However, with two drives spanning a StorBrick, the loss of a StorBrick will cause the data to be
unavailable until the failed storbrick is replaced (Figure 3-77).
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Figure 3-77  RAID 1 with two drives spanning a StorBrick

For redundancy, choose one drive from each drive brick as you build the LUNs. Configure the
drives in a RAID group to span the StorBricks. For instance, configuring 8 drives from StorBrick
0 as a RAID5, 7+1 group will work. However, if that StorBrick (StorBrick 0) fails, all 8 drives
will become inaccessible, making that RAID group’s data unavailable until the StorBrick is
replaced.

If, however, drive 0 from each StorBrick (SB0O-0, SB1-0, SB2-0, SB3-0, SB4-0, SB5-0,
SB6-0 and SB7-0) is used to make up the RAID 5, 7+1 group, and any StorBrick were to fail,
only one drive of that group would be affected. The RAID 5 algorithm would be able to recover
the data from the remaining drives and the RAID group would remain available. Configurations
varies based on needs for capacity versus protection.

There is also the option to assign both a RAID group dedicated spare drive or a global spare drive.
For example, a RAID 5 group could be a 6+1 with a dedicated spare drive. In a full up system you
would have 9 sets of these RAID groups, all spread across the StorBricks. One method for greater
capacity is available by configuring 8 groups of 7+1, one group of 6+1 and a global spare. In a
RAID 6 6+2, a spare my not be desirable at all, as one is already part of the group automatically.
For configurations that maximize storage, can allow unavailability of data for a time and/or predict
a high-success rate for StorBricks, very large RAID groups may be desirable. For typical RAID
usage, RAID 5 7+1 or RAID 6 6+2 are most likely.

Warning: Do not configure multiple drives in a RAID group to be on the same StorBrick.

Since there are eight StorBrick in the MIS-Server, each with nine drives, the highest availability
for the data would be RAID groupings that span the StorBricks. For example, a RAID 6
configuration should have eight drives, one from each StorBrick. In this configuration, if a
StorBrick failed, the data would still be available. For RAID 5 or RAID 6, with one drive per
StorBrick in a group, the loss of a StorBrick (SB3) does not affect the availability of the data
(Figure 3-78).
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Figure 3-78  RAID 5 or 6 with one drive per StorBrick

GROUP 2

If a larger RAID group is desired, it would have to have multiple drives on a StorBrick. Then if a
StorBrick were to fail, two drives would be unavailable. If this were a RAID 6 implementation,
the data would still be available, though another StorBrick failure or even a drive failure in that
group would cause a loss of data availability. If this were a RAID 5 implementation, the data
would become unavailable until the failed StorBrick is replaced (Figure 3-79).
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Figure 3-79  Loss of a drive with multiple drives on a StorBrick does not affect RAID 6, but will impact
RAID 5

000

For RAID 6 with three drives of the group spanning a StorBrick, the data is unavailable until the
failed StorBrick is replaced (Figure 3-80).
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Figure 3-80  Three drive loss in RAID 6 require StorBrick replacement
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For more on RAID configuration, see the MegaRAID guides on servinfo (http://servinfo.corp/) or
the Technical Publications Library (http://docs.sgi.com). Operating System software RAID
support: Windows Dynamic Disks, Linux mdadm, or RAID-Z.
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System Maintenance

For warranty and safety considerations, SGI designates the following chassis components as
customer-replaceable units (CRUSs):

e Power supplies

* Fans

e Disk drives

These components are all hot-swappable; that is, you can replace them without powering down

the storage server. A trained service technician should install and replace all other components.
This chapter describes how you replace the CRUs and check the system airflow:

e “Detecting Component Failures” on page 134

e “Sliding the Chassis Forward/Backwards” on page 134

¢ “Removing the Front or Rear Chassis Cover” on page 134
¢ “Replacing a Power Supply” on page 135

¢ “Replacing a Fan Module” on page 136

e “Replacing a Disk Drive” on page 137

e “Checking the System Air Flow” on page 140

Tools Required: The only tool you will need to perform maintenance is a #1 and #2 Phillips
screwdriver.

Warning: Review the warnings and precautions listed in, “Important Information” on
page xix, before setting up or servicing this chassis.
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Detecting Component Failures

In general, when a system component fails, the operating system/storage management system
(OS/SMS) receives an alert. The OS/SMS generates an alert to the monitoring application for your
storage server. The alerts include the system serial number, the suspect component, and a
summary of the fault. For most components, you should inform SGI service of the fault and
forward the information from the alerts.

In addition to the alerts, the control panel on the chassis front panel can indicate component
failures in the case of power supplies, fans, and drives. See Chapter 2, “System Interfaces”.

For more information about alert generation and management, see “Power Supply LEDs” on
page 29.

Sliding the Chassis Forward/Backwards

The cable management system of the MIS chassis allows it to be slid forward (20") or backwards
(18™). You will need to slide the chassis out to service some of its components. To slide the chassis
out, follow these steps:

1. Push the two release latches in, at the front and rear, towards the center of the chassis.
2. Pull the chassis out using the handles. The chassis will latch at the 20- or 18-inch limit.

3. To slide the chassis back in, depress the two release latches near the rail and slide it back in.

Removing the Front or Rear Chassis Cover

134

Important: When a chassis cover is removed, an intrusion sensor monitored by the SMS will
detect its removal. If the cover is off for more than 15 minutes or any system temperature sensor
exceeds its threshold limit, the server will perform an orderly shutdown and power-off.

As shown in Figure 4-1, the top of the chassis is bifurcated; that is, there is a front and rear chassis
cover. Except for power supply maintenance, all service actions require that you remove the front
or rear chassis cover. This section describes the steps.
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Replacing a Power Supply

To remove a chassis cover, first follow the instructions in “Sliding the Chassis
Forward/Backwards” on page 134.

Remove the single security screw from the cover.

Push the detent, and slide the cover out and up from the chassis.

Figure 4-1 Front & Rear Chassis Covers

Replacing a Power Supply

To replace a failed power supply, do the following:

1.

2
3
4,
5
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Using the OS/SMS interface for your system, verify the fault (failed unit) and its location.
Locate the failed unit: it should have a lighted yellow service LED. See Figure 4-2.
Unplug the power supply that will be replaced.

Push the release tab on the back of the power supply.

Pull the power supply out using the handle.
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Replace the failed power module with another of the same model.
Push the new power supply module into the power bay until it clicks into the locked position.
Plug the AC power cord back into the module and power up the server.

Once power supply is verified good, clear the service required status via the OS/SMS
interface.

Figure 4-2 Replacing a Power Supply

Replacing a Fan Module

136

To replace a fan module, do the following:

1.
2.

4,

Using the OS/SMS for your system, verify the fault (failed unit).

Using the OS/SMS, set the system to a service state for the removal of the faulted fan. The
OS/SMS will turn off the fan module. It will then turn on the locator LED (blue) for that fan
module.

Remove the front chassis cover. (See “Removing the Front or Rear Chassis Cover” on
page 134.)

Locate the fan module with the illuminated blue LED (Figure 4-3).
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Replacing a Disk
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Figure 4-3 Replacing a Fan Module

5.

Loosen the thumbscrew, pull out the faulted fan by pulling upward on both the front and rear
flanges, and replace it.

Once the fan module is replaced, seat the fan by pushing between the two leds until it seats.
Re-install the chassis cover and security screw.

Unlock the chassis from the extended position and push it back until it locks into the stowed
position.

Using your OS/SMS, return the system to a normal state and the new fan module will be
powered on.

Drive

Important: Empty drive carriers cannot be inserted into the storbricks, so slots without HDDs
will not have carriers.
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Removing the Drive

138

To replace a failed disk drive:

1.
2.

Using the OS/SMS for your system, verify the fault (failed unit).

Using the OS/SMS, set the system to a service state for the removal of the faulted drive. The
OS/SMS will turn off the drive. It will then turn on the locator LED (blue) for that drive.

Remove the chassis cover. (See “Removing the Front or Rear Chassis Cover” on page 134.)

Locate the faulted drive with the illuminated blue LED and remove it from its StorBrick (or
boot drive bay). (See “Removing the Drive” on page 138.)

Replace the faulted drive. (See “Re-installing the Drive” on page 139.)
Once the drive is replaced, re-install the chassis cover and security screw.

Unlock the chassis from the extended position and push it back until it locks into the stowed
position.

Using the OS/SMS, return the system to a normal state. The new drive will be powered on.

Using the OS/SMS, clear the service required status. At this time the rebuild or mirroring of
the data to the new drive will begin.

As shown in Figure 4-4, the drives are mounted in driver carriers to simplify their installation and
removal from the drive bricks or boot drive bays in the chassis.

To remove the drive, perform the following steps:

1.

Ensure that the drive LEDs are off (except the blue locator LED), indicating that the drive is
not in use and can be removed.

Unlatch the drive carrier by sliding the grey latch toward the drive and pull the drive carrier
out of the StorBrick or boot drive bay.

Remove the four screws that secure the drive to the drive carrier.

Remove the drive from the carrier.
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Figure 4-4 Hard Drive Carrier

Re-installing the Drive
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To re-install a hard drive into the hard drive carrier, perform the following steps:

1.
2.
3.

Place the hard drive carrier on a flat, stable surface such as a desk, table, or work bench.
Slide the hard drive into the carrier with the printed circuit board side facing down.
Carefully align the mounting holes in the hard drive and the carrier.

Make sure the bottom of the hard drive and bottom of the hard drive carrier are flush.
Secure the hard drive using the four screws (see Figure 4-4).

Replace the drive carrier into the chassis.

Push the drive carrier down to lock it place.
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Checking the System Air Flow

To check the air flow for an MIS enclosure, perform the following steps:
1. Remove the chassis cover. (See “Removing the Front or Rear Chassis Cover” on page 134)

2. Remove the midspan: unscrew the Phillips screws from either end of the brace, and lift away
the brace.

3. Make sure there are no objects wires or foreign objects obstruct air flow through the chassis.
Pull all excess cabling out of the airflow path.

Figure 4-5 MIS Chassis Midspan Support Brace
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Chapter 5

Troubleshooting

This chapter describes troubleshooting for the problems listed below. Chapter 2, “System
Interfaces,” describes use of the control panel to monitor the overall system status and the status
of specific components. Chapter 4, “System Maintenance,”describes how to replace defective
components.

¢ “No Video” on page 141

e “Losing the System’s Setup Configuration” on page 141
e “l/O Time-outs and MegaRAID Drivers” on page 142

e “Safe Power-Off” on page 142

For help beyond what is mentioned in this document, see “Product Support” on page Xxv.

No Video

If the power is on but there is no video, remove all add-on cards and cables. Use the speaker to
determine if any beep codes exist. Refer to Appendix B, “BIOS Error Codes” for details.
Losing the System’s Setup Configuration

Make sure that you are using a high quality power supply. A poor quality power supply may cause
the system to lose the CMOS setup information. If this does not fix the Setup Configuration
problem, contact your vendor for repairs.
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I/O Time-outs and MegaRAID Drivers

To avoid 1/0 time-outs with certain workloads, the megaraid_sas driver needs to have the
poll_mode_io variable set to 1. For Novell operating systems on SGI InfiniteStorage servers,
the file /etc/modprobe . conf. local needs the following line added:

options megaraid_sas poll_mode_io=1

This modification will be made on systems shipped from the factory, but if a system is installed
or upgraded in the field, this change will have to be made after installation/upgrade.

Safe Power-Off

There are several safe power-off methods for an MIS Server or JBOD. They include,

e Using the OS GUI power-off button at the console screen, if a keyboard/mouse/video
monitor is connected.

e Pushing and holding the Power button on the front panel (see Figure 2-1 on page 26).

*  When logged in via an ssh session and executing a “shutdown” or “poweroff”
command.

«  When logged in to the BMC and using the power control page to power off the sever.

e Using the remote console screen GUI power-off button, if a KVM RMMA4Lite session is
established through the BMC.

If the platform is an MIS dual-server and both servers are powered up, performing the above steps
only powers off the server with which you are working. The fans, drives and second server will
remain powered on until the second server is powered off, then all power (but standby) will be
turned off.

For a JBOD Unit, the power button on the front panel will turn off the power to that I/0 module.

If a second module is installed and powered on, it, the fans and the drives will remain on until it,
too, is powered off.
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Technical Specifications

Table A-1 describes the technical specifications for the SGI MIS platform.

Table A-1 Technical Specifications

Attribute Specification

Overview

Profile 4U Standard-depth chassis

Product type SGI MIS Server Platform (single or dual server), or SGI MIS JBOD

Unit

Connectivity

Up to four SGI MIS JBOD units per SGI MIS Dual Server

Mount

—Standard 19-inch rack-compatible rail mount (weight-dependent)
—SGI 19-inch Destination Rack (D-Rack), 42U
—Up to 10 chassis per D-Rack

Chassis Dimensions

Height 6.94" (176 mm)
Width 16.9" (429.2 mm)
Depth 36" (914.4 mm)
Max weight 220 Ibs.
Power
AC Input 100-240 VAC (50-60Hz), single or three phase
Safety —UL/CSA certified to UL6050-1
—CE/CB certified to EN60950/IEC60950
EMC —North America FCC Class A

—Europe EN55022/EN55024

Operating Environment

143



A: Technical Specifications

144

Table A-1 Technical Specifications (continued)

Attribute Specification

Operating -41°to 95° F (5° to 35° C)

temperature —processor cores automatically allowed to run faster than the base
range operating frequency, if the cores are operating below power, current,

and temperature specification limits (< 35°C ambient)

Non-operating
temperature
range

-40° to 140° F (minus 40° to 60° C)

Operating
humidity range

10% to 90% non-condensing

Non-operating
Humidity

10% to 95% non-condensing

SGI MIS Server Sp

ecifications

Servers/System  |—-One or two server modules per system
—Single- or dual-socket processors per server
Processor support |-Supports Intel® Xeon® E5-2600 series processors
—Supports Intel Turbo Boost Technology 2.0
Max cores 16 per server (32 per system)
Memory —-Up to 8 DDR3 DIMMs (4 GB, 8 GB, or 16 GB) for a single-server
motherboard configuration
—Up to 16 DIMM s for a dual-server motherboard configuration.
—Max 128GB per server
Boot drives —Two per server, mirrored using RAID 1
-3.5" or 2.5" (15mm or 9.5mm)
—SAS or SATA
—Rotational or SSD
—Up to 300 GB
Supported —-RHEL 6.2
operating -SLES 11 SP1
systems -VMware ESX 5.0
—Windows 2008 R2 SP1
Networking Up to four user-specified PCle HBAS, full-height (4.25") and half-depth

(3.375"), externally or internally facing
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Table A-1

Technical Specifications (continued)

Attribute

Specification

Expansion slots

Single server: 6 x PCle gen 2
Dual server: 4 x PCle gen 2 per server (8 total)

RAID controllers |8 to 32 SAS ports via 8-port PCle cards

—Support for RAID 0, 1, 5, 6, 00, 10, 50, and 60

External storage
attachment

Up to 4 SGI MIS JBOD Units via PCle cards

Internal storage

—Up to 81 SAS or SATA 15mm, 2.5" or 3.5" drives

—Up to 162 SAS or SATA 9.5mm, 2.5" drives

—Drive size and capacity can be mixed in groups of 8
—Supported internal drives: SAS or SATA, rotational or SSD

SGI MIS JBOD Specifications

Internal Storage

—Up to 81 SAS or SATA 15mm, 2.5" or 3.5" drives

—Up to 162 SAS or SATA 9.5mm, 2.5" drives

—Drive type and size can be mixed in groups of 9
—Supported internal drives: SAS or SATA, rotational or SSD

Connectivity

8 or optional 16 SAS ports
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BIOS Error Codes

The BMC may generate beep codes upon detection of failure conditions. Beep codes are sounded
each time the problem is discovered (for example, on each power-up attempt) but are not sounded
continuously. Common supported codes are listed in Table B-1.

In Table B-1, each digit in the code is represented by a sequence of beeps whose count is equal to

the digit.
Table B-1 BMC Beep Codes
Associated
Beep Code Reason for Beep Sensors Supported
1-5-2-1 No CPUs installed or first CPU socket is |CPU Missing sensor | Yes
empty.
1-5-2-4 MSID Mismatch. MSID Mismatch Yes
sensor.
1-5-4-2 Power fault: DC power is unexpectedly  |Power unit—power | Yes
lost (power good dropout). unit failure offset.
1-5-4-4 Power control fault (power good assertion | Power unit—soft Yes
time-out). power control failure
offset.
1-5-1-2 VR Watchdog Timer sensor assertion VR Watchdog timer
1-5-1-4 The system does not power on or PSU status
unexpectedly powers off and a power
supply unit (PSU) is present that is an
incompatible model with one or more
other PSUs in the system.
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Zone Permission Groups Rules

There three group controls within the expanders that must be set. These are Allow Broadcast,
Allow Zoning and Phy (Physical) Changes, and Unassigned Slot Group. The Allow Broadcast
bit is set to that the sever can send and receive broadcasts. The Allow Zoning and Phy Changes
bit is set so that hot-swapping drives is allowed. The Unassigned Slot Group bit is set so that
drives that are yet to be zoned are still recognized by the system.

The first 8 bits are the Master Group. The first bit (0) has access to bit 1 and nothing else. This is
why the Master Group 0 is always set to 0, to avoid an extra step. Master Group 1 is all FF—it
“sees” everyone. Master Groups 2 & 3 talk to all the Initiators (bits 8-15), and currently, Master
Groups 4-7 point up to Master Group 1 (this may change in the future).

The next 8 bits are the Initiator Groups. Bit 8 through 11 corresponds to Adapter 1, Paths 0
through 3 and bits 12-15 correspond to Adapter 2, Paths 4 through 7. The next 16 through 24 bits
are the zone permission groups, with the 25th bit always set for the unassigned slot. The remaining
bits are reserved for future use. See Figure C-1 and Figure C-2 for examples.
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Allow Broadcast
Used in the Initiator Section it 3

Allew Zoning & Phy Changes
Used in the Initiator Section it 2.

Unassigned Slot Group
Used in the Initiator Section it 25.

Zoning Sections

ZBG 0 - 7 ] Master Zconing Section
ZBG § - 15 : Initiater Zening Secticn
ZPG 16 - 24 : 5lot Zoning Groups

Master Section:

ZPG 0 - 7 = Bit 1 is always set. This says that the Master Group has a connecticn te ZPG 1.
ZBG O ] Always 0's with the excepticn of kit 1. This says that the Master Group has a connecticn te ZBG
Sl
ZBG 1 5 Always F's. This says that this ZPG has ccnnecticns with all ZPG 3.
IPG 2 - 3 E Always has bits 8 - 15 3set or FF XX. This says that these Master ZPG'3 have access to all the
Initiator Groups.
ZPG 4 - 7 E Bit 1 is always set. This says that the Master Group has a connecticn te ZPG 1.
Example:

<zonePermissicnGroupl>2</zonePermissionGroupl>
<zonePermissicnGroupl >FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF</zonePermissicnGroupl>
<zonePermissicnGroup > FF02</zcnePermissionGroupl>
<zonePermissionGroup3 > FFOZ</zonePermissionGroup3>
<zonePermissionGroup4 »2</zonePermiss ionGroupd >
<zonePermissiconGroups>2</zonePermiss ionGroupss>
<zonePermissicnGroupé >2</zonePermissionGroupbs>
<zcnePermissicnGroup? »2</zcnePermissionGroup7>

Initiator Zoning Secticn

IPG 8 - 15 : Have the following format;
32 Bits : Slots
8 Bits : Initiater Id
2 Bits H Grouping (See Below)

Grouping Format:

Allow Broadcast. Connection to ZPG 3
Allow Zoning & Phy Changes. Ceonnection to ZPG 2
Connection to ZPG 1

Initiator ID Format

01 = HBA 0

02 = HBA 1

04 = HBR 2

08 = HBR 3

10 = HBR 0

20 = HEBR 1

40 = HBR 2

80 = HBR 3

5lots Format

98 7 3210

EEEE XFREE REEE ENEEE FEER KR % ? T % % T f ? %
| I R I I 1 | Slot 0
| T B | | Slot 1
| I R | Slot 2
[T Slot 3
[ t 4
I'1 115 5
I I | Slot &
I I Sot 7
| Slot 38
Unassigned Slot Group. Connection to ZPG 25

Figure C-1 Zone Permission Groups — Example 1



Example:

Hote

Slots

This example iz for a single HBA system.

<zonePermissicnGroups >
<zonePermissionGroup 9>
<zonePermissionGrouplO>
<zonePermissionGrouplls>
<zonePermissionGroupla:>
<zonePermissionGroupl3>
<zonePermissionGroupld:>
<zonePermissionGroupl5s>

Zoning Section

ZPG 16 - 24 : Have the
g

Initiator Connection

oo o

fellowing format;
Bits E Initiateor Connecticn

Bits = Grouping NOTE: This always 3et to

Connecticn teo Initiator ZPG 15 / HBA 3
| Connecticn teo Initiator ZPG 14 / HBA 2

Bits ¢ — 7 : XE XX

Example:

007-5818-003

<zonePermissicnGrouplé>
<zonePermissicnGroupl?>
<zonePermissiconGrouplas>
<zonePermissicnGroupl9s>
<zonePermissiconGroup2ds>
<zonePermissicnGroup2ls>
<zonePermissiconGroup22>
<zonePermissiconGroup23>
<zonePermissicnGroup2d>

Figure C-

Connecticn to Initiator ZPG 13 / HBA 1
Connection te Initiateor ZPG 12 / HBA O

Connecticon to Initiator ZPG 11 / HBA 3
| Connecticon te Initiator ZPG 10 / HBA 2
| | Connecticon te Initiater ZPG 9 / HER 1
| | | Connecticn to Initiator ZPG 8 / 20
[
EEER

2 Zone Permission Groups — Example 2

0x02. Connect to

3ff010e</zonePermissionGroups>

3[£020e</ zocnePermissicnGroup9s>

3ff040e</zonePermissionGroupl 0>
3ff080e</zcnePermissionGroupl 1>
3ff100e</zonePermissionGroupl 2>
3ff200e</zonePermissionGroupl 3>
3ff400e</zcnePermissionGroupl 4>
3fE800e</zcnePermissionGroupl 5>

ff02</zcnePermi s3icnGrouplées>
fEf02</zcnePermi s3icnGroupl7s>
fEf02</zcnePermi s3icnGrouplas>
fEf02</zcnePermi 33icnGroupl 9>
ff02</zcnePermi s3icnGroup2d>
ff02</zcnePermi s3icnGroup2ls>
fEf02</zcnePermi s3icnGroup22>
ff02</zcnePermi s3icnGroup23>
ff02</zcnePermi s3icnGroup2d>
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