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What's New

Audience

Introduction

This guide describes the features and componertte @GP Modular InfiniteStorage™ (MIS)
platform, version 1.5. With two main configuratigmsssible for the enclosure (storage server or
JBOD—Just a Bunch Of Disks) this guide covers iffferént configurations, their respective
components, interface panels, indicator lights mednings, software, zoning, maintenance, and
troubleshooting.

Version 1.5 of the MIS platform features new imetardware with increased ease-of-use and
serviceability, with improved air-flow. This manudétails information for the new system, and
does not require you to be familiar with versiof thachinery.

This guide is written for owners/users of the MIgtform, version 1.5. It is written with the
assumption that the reader has a good working ledye of computers, servers, networking,
hardware, software and RAID arrays.

Important Information

007-5916-003

The following section details several safety préioms that should be observed at all times. First,
a fully loaded MIS platform can weigh up to 220IBgcond, electricity is a major concern when
handling components, especially Electrostatic Dasgh (ESD), detailed later in this section.
Please read these sections carefully prior to usiadgv|S platform.
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Introduction

CAUTION

Observe all ESD precautions. Failure to
do so can result in damage to the
equipment.

CAUTION

Do notapply floor plating over open floor
tiles. Unsupported floor plating can
collapse under heavy equipment and
result in damage to the computer
equipment.

<

Environmental Requirements

XX

The following are the environmental requirementstiie@ MIS platforms.

Operating temperaturdl® to 95° F [5° to 35° C] (up to 5,000 ft. [1,50@1])
— Derate max temperature (95° F [35° C]) by 1.8° Faenheit
[1° Celsius] per 1,000 ft. [305 m] of altitude abov,000 ft. [1525 m])
— Temperature rate of change must not exceed 18°[E0° C] per hour

Operating humidity8% to 80% non-condensing
— Humidity rate of change must not exceed 10% relate humidity per
hour

Operating altitudeup to 10,000 ft. [up to 3,050 m]

Shipping temperature40° to 140° F [-40° to 60° C]
— Temperature rate of change must not exceed 36°[E0° C] per hour

Shipping humidity10% to 95% non-condensing
Shipping altitudeup to 40,000 ft. (up to 12,200 m)
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Safety Precautions
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Storage temperaturd1® F [5° C] to 113° F [45° C]
— Temperature rate of change must not exceed 36°[E0° C] per hour

Storage humidity8% to 80% non-condensing

Storage altitudeup to 40,000 ft. [up to 12,200 m]

Do NOT wear loose clothing, such as neckties or untioned shirt sleeves, while working on
the unit. These can be pulled into a cooling fan or tangilechbling.

Remove ALL jewelry and any metal objects from yourbody, which are excellent electrical
conductors.These can harm you and/or cause short circulgyf tome into contact with printed
circuit boards or powered areas.

Be aware of the locations of the power on/off switcon the chassis as well as the room's
emergency power-off switch, disconnection switch alectrical outlet.If an electrical accident
occurs, you can then quickly remove power fromsystem.

Do NOT work alone when working with high voltage conponents.When working around
exposed electrical circuits, another person shbaldearby, who is familiar with the power-off
controls, to switch off the power if necessary.

Use only one hand when working with powered-on el&ical equipment. This is to avoid
making a complete circuit, which will cause elemtishock. Use extreme caution when using
metal tools, which can easily damage any electcicaiponents or circuit boards with which they
come into contact.

Do NOT use mats designed to decrease static elecaiidischarge.Instead, use rubber mats that
have been specifically designededsctrical insulators.

The power supply power cords MUST include a groundig plug and MUST be plugged into
GROUNDED electrical outlets.

Do NOT attempt to transport/move a fully loaded MISsystem!An MIS system can weigh up
to 220Ibs. when fully loaded. If the system mustimsed, first remove the drives from the
chassis. When lifting the system, two people (dreaah end) should lift slowly with feet spread
apart to distribute the weight. Always follow sdiféng practices when moving heavy objects.
More information on moving large objects, requirengwo-person team, is available in the
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Centers for Disease Control’s, “Ergonomic Guiddifier Manual Material Handling”
(http://www.cdc.gov/niosh/docs/2007-131/pdfs/2007-p8lf)

Power should always be disconnected from the systemhen removing or installing system
components that are not hot-swappabld//hen disconnecting power, you should first do arle
shut down of the operating system, then power dbwsystem, and then unplug all power cords
(the unit has more than one power supply cord).

The maximum overcurrent protection shall be 50A pempower supply. The overcurrent
protection shall be provided by the facility povaéstribution. All national and local electrical
code would apply. Check with your local licensegkctiician for details.

The branch current protection shall be provided bycustomer.All national and local electrical
code would apply. Check with your local licensegkctdician for details.

ESD Precautions

charges coming into contact with each other. Aotalal discharge is created to neutralize this

Caution: Electrostatic Discharge (ESD) is generated by thjeais with different electrical
A difference, which can damage electronic componamdsprinted circuit boards.

The following measures are generally sufficienbéoitralize this difference before contact is
made to protect your equipment from ESD:

e Use a grounded wrist strap designed to prevetit stischarge.

« Keep all components and printed circuit boardsB&)Gn their antistatic bags until ready for
use.

e Touch a grounded metal object before removingotherd from the antistatic bag.

« Do not let components or PCBs come into contatit waour clothing, which may retain a
charge even if you are wearing a wrist strap.

« Handle a board by its edges only; do not touchataponents, peripheral chips, memory
modules or contacts.

« When handling chips or modules, avoid touchingrthims.

e Put the server board and peripherals back intio éimistatic bags when not in use.
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« For grounding purposes, make sure your compui@ssit provides excellent conductivity
between the power supply, the case, the mountstgriars and the server board.

Safety & Emissions

The following is a list of agency approvals for M8 safety and emissions.

Electromagnetic Compatibility

Table 0-1 lists the region and compliance referdac&MC (Electromagnetic Compatibility)

compliance.

Table 0-1 MIS Server Platform Region and EMC Compliance Rafees

Region ||Comp|iance Reference |
Australia/ AS/NZS CISPR 22 (Emissions)

New Zealand

USA/Canada Industry Canada ICES-003 Issue 4

FCC CFRA47, Part 15 Subpart B

CENELEC Europe |EN55022 Emissions
EN55024 Immunity

International CISPR 22/ CISPR 24

Japan VCCI V-3 Certification

Korea KCC KN22, KN24 Verification
Taiwan BSMI CNS 13438 Verification
Russia EAC

Safety Certification

National Recognized Testing Laboratory (NRTL) pd®s the safety certification for ITE
products. NRTL's offer various product markings eeging on the type of products being tested
and satisfactory tests results. Underwriters Lalooies (UL) and Canadian Standards
Association (CSA) are typical (NRTL's) that provideafety certification services for Information
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Technology Equipment (ITE). Table 0-2 lists the oggand compliance reference for safety
compliance.

Table 0-2 MIS Server Platform Region and Functiofsdfety Listing Mark
Region ||Comp|iance Reference
USA/Canada CSA 60950-1 / UL60950-1
CAN/CSA STD C22.2 No. 60950-1
IEC (Europe) IEC60950-1 — CB Certification, CE Mark
Russia EAC

Chapter Descriptions

XXV

Chapter 1, “System Overview,” introduces new feasunéthe MIS 1.5, describes the hardware
components of the MIS enclosures, the common medulanit, and the major differences
between the MIS Server platform and MIS JBOD unitluded at the end of the chapter are a
system block diagram and a system layout diagram.

Chapter 2, “System Interfaces,” describes the hardwead software interfaces used to operate
the MIS Server and MIS JBOD. This includes the fimimtrol panel and proper power on and off
of the platforms, server module LEDs, JBOD LEDssKJDrive LEDs with boot drive and
capacity drive monitoring, AC and DC power suppls and configuring Platform Event
Filters using IPMI for power supply monitoring, faEDs and the Fan Base Service Page, the
BMC Integrated Web Console, and enabling and aowpd3MI.

Chapter 3, “System Software,” covers the softwaredugn the MIS platforms, including
installation information for the tools, using theelyaRAID tool, and the available zoning
software. In this chapter are step-by-step inswuastfor Zones 1.3 tool, its features and their
function, plus warnings and error codes. Screetssdme given for a walk-through of the
step-by-step instructions for zoning. Informationusing the CLI Zoning tool 1.4 is also given,
though Zones 1.4.2 can handle the zoning of batresgand JBODs at this time. Some
considerations for RAID Configurations are giverireg end of the chapter.

Chapter 4, “System Maintenance,” describes how ®the BMC for detecting component
failures, and service instructions for modules Hratcustomer replaceable units (CRUS). The
service instructions include how to move the clsafsiward or backwards in the rack, how to
remove the case front and rear covers, how to ceggpower supply, how to replace a fan
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Related Publications
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module, how to replace a storage drive in a StaiBihow to replace a boot drive, and how to
install the air ducts to provide proper air flomthe chassis.

Chapter 5, “Troubleshooting,” describes some probkaiving techniques, plus when to contact
customer support.

Appendix A, “Technical Specifications,” gives threxhnical specifications for the MIS
enclosures.

The following documents are relevant to the MiIStfetan:

MegaRAID SAS Software User Guigablication number 51530-0x.
MegaRAID 6Gb/s SAS RAID Controllers User Gujablication number 41450-0x.

Intel Server Boards and Server Platforms Server a¢@ment Guide

publication number 37830-002
Intel® Remote Management Module 4 and IntegratedBMeb Console User Guidpdf)

Revision 2.7 (also refer to théelp files located within the BMC itself, see Figure 2-dn
page 61)

Intel's System Event Log Troubleshooting Guide for EDSEd?tas Based on Intel Xeon
Processor E5 4600/2600/2400/1600/1400 Product Famil

(http://download.intel.com/support/motherboards/egsb/g90620001_s1400_s4600_syste
meventlog_troubleshooti.pdfor translation of the hex codes used in Alertefilm(see

Figure 2-24 on page 70)
Intel’s Intel Server Board S2600JF, Technical Product Sjmetion:

IPMItool comes with Linux. Information on IPMItoalan be found through
http://support.sgi.com

IPMIutil is for Windows and is available for dovadd through
http://ipmiutil.sourceforge.netinformation on this tools can be found at

http://ipmiutil.sourceforge.net/docs/UserGui@@Gl does not provide support for Windows,

or any Windows utilities.)

More Information on IPMI can be found through
http://www.intel.com/content/www/us/en/servers/ipniat-is-ipmi.htmland

http://en.wikipedia.org/wiki/Intelligent_Platform_&hagement_Interface
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Conventions

Product Support
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» SGI InfiniteStorage series documentatibittg:/techpubs.sgi.com

* Man pageshttp://www.linuxmanpages.com/

Various formats of SGI documentation, release n@ted man pages are available. The SGI
Technical Publications Librarh{tp:/docs.sgi.com/contains the most recent and most
comprehensive set of online books, release notas,pages, and other information. Refer to the
SGI Supportfolio™ web page for documents which aseequires a support contract (as do the
MegaRAID books cited above). See “Product Suppamtpage xxvi. You can also view man
pages by typingman <title> on a command line in Linux.

The following conventions are used throughout tlisument:

Convention

Command

variable

[]<.>

GUI element

Meaning

This fixed-space font denotes literal items suchammands, files,
routines, path names, signals, messages, and protgng language
structures.

The italic typeface denotes variable entries andde/or concepts being
defined. ltalic typeface is also used for boolesitl

Brackets enclose optional portions of a coamehor directive line.

This font denotes the names of graphical userfater(GUI) elements such
as windows, screens, dialog boxes, menus, toollzarss, buttons, boxes,
fields, and lists.

SGI provides a comprehensive product support anidter@nce program for its products, as

follows:

e If you are in North America, contact the Technidakistance Center at +1 800 800
4SGI (4744) or contact your authorized service jgew

< Ifyou are outside North America, contact the S@bsidiary or authorized distributor in
your country. International customers can \isip://www.sgi.com/suppor#énd click
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Software Downloads

CRU/FRU

007-5916-003

on the “Support Centers” link under the “Online fof” heading for information on
how to contact your nearest SGI customer suppotece

For Microsoft® products, only Windows® 2008 R2 SBRWHQL certified.

SGI provides the software that has been approvedsi® on the MIS platforms, including “SGl
approved” versions ofBparty software. These SGI approved versions haee bested for
quality assurance and hardware/software/firmwanrepadibility with the MIS. To obtain
software, either contact SGI Customer Supportiermost recent approved versions, or
download from the Supportfolio web sit#tp://support.sgi.confrequires Supportfolio account
and password for access).

Customers who wish to run Windows buy only the hane from SGI. The customer is then
responsible for operating system installation antfiguration, and all support arrangements with
Microsoft. Drivers, utilities (including IPMIutil)device manager, etc., and other required
software for Windows are nptrovided by SGI. These must be obtained from te&1@r
downloaded from Bparty sites

Some of the components on the MIS platform areotnst-replaceable units (CRUs), meaning
that these modules were designed to be repairéaldexpby you, the customer. These include fan
assemblies, power supplies, storage drives, anddsves, all of which are hot-swappable.
However, many of the other components on the M#&q@im should be serviced by SGI field
technicians ONLY, so as not to violate the warraagyeement. The components are
field-technician replaceable units, or FRUs. liniportant to note that our CRUs can be easily
installed and replaced by customers, which enabégeedy recovery of proper system operation.

For additional information about CRUs, please see:

» Customer Replaceable Units (CRUS) Installatioridyol
(http://www.sgi.com/services/support/cru/policy.itm

» Customer Replaceable Units (CRU) and Customer @tidigs
(http://www.sgi.com/services/support/cru/obligagdmtml)
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Purchasable Support & Maintenance Programs

Reader Comments

XXViii

SGI provides several comprehensive product sugpmolimaintenance programs for its products.
SGl also offers services to implement and integraiax-based applications in your
environment.

Refer tohttp://www.sgi.com/services/

If you are in North America, contact the Technidakistance Center at
+1-800-800-4SGl (4744), or contact your authorigervice provider.

If you are outside North America, contact the SGihsidiary or authorized distributor in
your country. Seéttp://www.sgi.com/global/index.htnfibr more information.

If you have comments about the technical accu@mytent, or organization of this document,
please contact SGI. Be sure to include the titkdocument number of the manual with your
comments. (Online, the document number is locatedea front matter of the manual. In printed
manuals, the document number is located at thernatf each page.)

You can contact SGI in any of the following ways:

Send e-mail to the following addres$schpubs@sgi.com

Contact your customer service representative agkdhat an incident be filed in the SGI
incident tracking system.

Send mail to the following address:

SGI

Technical Publications
46600 Landing Parkway
Fremont, CA 94538

SGl values your comments, and will respond to tipeomptly.
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Chapter 1

System Overview

The SGI Modular InfiniteStorage Platform, versioh, s a high-density, integrated storage server
platform. The MIS 1.5 uses a 4U rackmount systerd,Gan be either a compute and storage
server, or “Just a Bunch Of Disks” expansion steragit (MIS JBOD unit). The MIS Server
platform can be single or dual server.

Features of the MIS 1.5 platform include:

e Upto72(3.5" or 2.5" 15mm) and a maximum of 124" 9.5mm) storage drives in the
server platform.

e Upto81(3.5" or 2.5" 15mm) and a maximum of 185" 9.5mm) storage drives in the
JBOD unit.

< Allfitin a standard size 4U chassis: height 6.@&76mm), width 16.9" (429.2mm), depth
36" (914.4mm).

e Storage drives can be 3.5" or 2.5" (15mm or 9.5n8A)S or SATA, rotational or SSD
drives.

e Up to four JBOD units per MIS Server module (regsiserver module to have 2 JBOD
HBAS).

Warning: Rotational SAS drives and rotational SATA drives canot be included in the
same enclosure due to vibration conflicts.

New features of the modular design of the MIS 1a8fgrm include:
e Higher capacity fan modules for more efficient liog.
e Interior foam strips and fan modules maximizeflaw and thermal efficiency.

e Server modules feature new CPU air duct for imptbthermals.
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1: System Overview

Blind mate server modules reduce service actimra four hours to fifteen minutes.

Point-to-point, straight-through connections tor8ricks take up less space, improve signal
quality and air flow.

Cable-to-PCBA interposers create better signalityuand easier routing.

The MIS Server platform features:

Up to 2 server modules per platform.
« Two Intel® Xeon® E5-2600 series processors peresanotherboard, S2600JF family.

« Intel Turbo Boost Technology 2.0 that automaticallows processor cores to run faster
than the base operating frequency, if the coregpeeating below power, current, and
temperature specification limits (< 35°C ambient).

e Dual GbE networking onboard.

Up to 8 DDR3 DIMMs per server module, 8 GB, 16 ®@B32 GB (single server platforms
have a maximum of 8, dual server platforms witthtsetrver modules installed have a total
maximum of 16).

Up to 6 HBAs for single servers—of which, four daafull-height (4.25") and half-depth
(3.375") externally or internally facing. Up to twalf-height (2.12"), half-depth (3.375")
SAS HBAs for internal use only.

Up to 4 HBAS per server module in a dual servetey, for up to a total of 8 in the
platform, if both server modules are installed—helBAs can be half-height (2.12"),
half-depth (3.375"), with a maximum of two interraid two external.

Unique Battery Back-Up PCle technology allows ¢iptional addition of BBUs without the
consumption of any of the available PCle slots.

One boot drive module per server, with two bodies per module, mirrored using RAID 1.

Chapter 1: System Overview will first explore “NéVardware Features of MIS 1.5” on page 5
detailing

the new “Bridge Midplane” on page 5
and new “SAS Interposers and SAS Midplane” on fage

Following is information on the “MIS Enclosure” @age 6 including

“Front Grille and Control Panels” on page 8,

“Rear Panel Components” on page 9,
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* and the “Cable Management Arm” on page 11

Next, the “MIS Common Modules” on page 12 are cogtenecluding:
« “Power Supply Modules” on page 13,
¢ new “Fan Assembly Modules” on page 16,

e and “StorBrick Modules” on page 17.

“MIS Server Platform or JBOD Unit” on page 19, dissas the presence of:

e “Server Module” on page 23, and its available fesgu

e “Layout of Server CPUs, and PCle Risers HBAs” ag 25,

e and associated “Boot Drive Module” on page 28,

e orthe presence of a ninth StorBrick and “MIS JB@D Module” on page 28.

Finally, a new “System Diagrams” on page 30 showgical layout of the chassis components

and connections, and its corresponding "System u#yn Figure 1-38, shows the physical
layout of the chassis and components.
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Figure 1-1 SGI Destination Rack (D-Rack)
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New Hardware Features of MIS 1.5

New Hardware Features of MIS 1.5

Bridge Midplane

The new Bridge Midplane (Figure 1-2) features a posesign that allows for blind mate server
modules, decreasing service time from four houfgteen minutes. Server modules still require
a shutdown for servicing to avoid data loss. Howelvknd mate capabilities allow the server to
be serviced without the need to remove cables. Menyice issues, now more than before, can
be addressed quickly to minimize down-time.

Figure 1-2 Bridge Midplane

SAS Interposers and SAS Midplane

007-5916-003

The new SAS Interposers and SAS Midplane work togreto provide point-to-point,
straight-through connections to StorBricks thattak less space, improve signal quality, and
increase air flow through the system. Cable-to-PQérposers and flat twin axial cables create
better signal quality and easier routing (Figure)1-3
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DC Power Supply

MIS Enclosure

Figure 1-3 SAS Interposers and SAS Midplane

New 1100W DC to DC converter power supply opticet tonverts standard telecommunication
48VDC power to the 12V main output for poweringeimhediate bus architectures (IBA) in high
performance and reliability servers, routers, agivork switches. Both power supply options
meet international safety standards and displagtaéark for the European Low Voltage
Directive (LVD).

The MIS enclosure, whether it is a server or JB@dhsists of a chassis, case (with front bezel
grille, control panel and rear ports).
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Figure 1-4 MIS Case and Front Grille

The SGI MIS chassis features a front bezel displigly an internal EMI grille (Figure 1-4). The
unique bi-directional sliding rail mounts (Figuréslallow the unit to be slid forwards or

overall safer rack design, as chassis do not reebd extended to their full length to be serviced.
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Figure 1-5 New Bi-directional Rolling Rail Mounts

Front Grille and Control Panels

Next to the bezel grille, up to two control paneds be present on the MIS platform, one for each
server in the MIS Server platform, or one for el€hunit on the MIS JBOD. Figure 1-6 shows
a single control panel and Figure 1-7 shows tworcbpianels.

Each control panel has a Power LED, Power butttatuS LED, Reset Button, Locator LED,
Locator button, Network Activity LED, Boot Drive Awity LED, and NMI Reset button

(non-functional; not supported). Indicator lightanéngs and button functions are explained in,
“Control Panel” in Chapter 2.

Figure 1-6 Single Control Panel
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MIS Enclosure

Figure 1-7 Dual Control Panel

Rear Panel Components
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The appearance of the rear panel on the MIS chagisdepend on what modules are installed.
An MIS platform can have up to four power supplieesch with their own power inputs. They are
high-efficiency, hot-swappable power supplies rae#i100 Watts, AC or DC.

All rear panels feature clearly silk-screened lalmxt to the port in question. The MIS Server
platform (single server) in Figure 1-8, featuresgle server module with two USB ports, a video
port, and two NIC ports. Figure 1-9 show a MIS Seplatform with the optional four power
supplies. The MIS Server platform (dual servery pamel as shown in Figure 1-10 has a second
server module with its own set of USB ports, viged, and NIC ports. Figure 1-11 shows an MIS
Server platform which features dual server conisaavith only one compute server module
installed, and the option to upgrade to include@ad compute server module later. Figure 1-12
shows the rear panel of the MIS JBOD with one l/@loie and Figure 1-13 shows two, each with
four miniSAS, one Ethernet, and one serial portdrtbat the first I/O module is on the bottom
and the second on the top).

Figure 1-8 Rear View — MIS Single Server Platform
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Figure 1-9 Rear View — MIS Single Server Platform (four powapplies)

Figure 1-10 Rear View — MIS Dual Server Platform

Figure 1-11 Rear View — MIS Dual Server Chassis with Single @ate Server Module Platfofm

1 Because of cooling constrictions, when a dual sezkiassis has only one server module, it must iesdrCM1
position (left side when facing the rear).
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Figure 1-12 Rear View — MIS JBOD Unit (single I/O module)

Figure 1-13 Rear View — MIS JBOD Unit (dual /O modules)

Cable Management Arm

The cable management arm is an optional additidhedIS chassis that helps keep cables
organized in the rack. It attaches to a plate errd¢lar of the MIS chassis and to the rack in which
the chassis is mounted. The cable management anesdo a length designed for 26" deep racks,
such as the D-Rack. It can be shortened to accomtmadher rack sizes (Figure 1-14).
Instructions on shortening the cable managementagnm Chapter 5, “Troubleshooting.”
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Figure 1-14 Cable Management Arm

MIS Common Modules

This section describes the internal modules oM 1.5 platforms that both the server and
JBOD share in common. Designed to deliver a highllef reliability, scalability and
manageability, the MIS 1.5 platform continues tdkmase of modules to contain key
components, and now uses interposers, midplanebraiges to replace a significant number of
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cables, creating better air flow and thermals tghmut the system. Whether the unit is an MIS
1.5 Server or a JBOD, both chassis contain thevatlg hot-swappable modules:

*  Two or four power supplies (if four, two are redant) (Figure 1-15);
* Six (newly-designed, higher-capacity) fan asseesb{Figure 1-17);
« Capacity drives installed in StorBricks (Figure 8.1

The power supply modules are high-efficiency, hetspable, and rated at 1100 Wa#ts;Input:
100-240 VAC (50-60Hz), single phase; DC Input: 4DVLD. There are six hot-swappable fan
modules housing one fan with two counter-rotatmgellers. This fan design features easier
replacement, and greater speeds of operationdogater cooling effect. And instead of the
conventional disk architecture, the unique StolBriodules (innovative, highly-dense drive
modules used to house drive bays) allow the platfr maximize storage density.

Each MIS Server has eight StorBrick modules, amth #4S JBOD has nine, with the ninth
module taking the place of the compute server nedtéch StorBrick module holds up to nine
3.5" or 2.5" (15mm), SAS or SATA, rotational or S8Ebves, or, using the dual-slot drive option,
eighteen 2.5" (9.5mm), SAS or SATA, rotational & Bdrives.

Power Supply Modules

007-5916-003

There are two options for the power supply modulée first is arft100 Watt AC to DC power
factor corrected (PFC) power supplythat converts standard AC mains power into a roatput
of 12VDC for powering intermediate bus architectuf8A) in high performance and reliability
servers, routers, and network switches. The seoptidn is arl100W DC to DC converterthat
converts standard telecommunication 48VDC powénédl2V main output. Both power supply
options meet international safety standards anglalighe CE-Mark for the European Low
\oltage Directive (LVD) .

Two power supplies are always required to proviower to the SGI MIS server. An additional
two power supplies can be installed to provide neldunt power. This redundant feature allows the
MIS server to remain operational if there is aufi@lof the AC power sourcing two of the supplies
or if up to two power supplies fail. When the Mi&ger is powered on, all supplies that are
installed and have an active AC source will poweaad the server load will be shared between
them. These power supplies provide 12V DC main p@me 5V DC standby power. Power
supplies are hot-swappable, and can be replacest fultload, as long as there are least two or
more functioning power supplies present—this rezpithe redundant power option be installed.
The power supplies can be replaced under full &xaltbng as there are three or more functioning
power supplies present. Removal of one power suphbn there are only two power supplies
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present, or failure of a power supply in a two posagpply server, will cause an unexpected
shut-down that may result in data loss. Therevaoaypes of power supplies available for the MIS
platform, AC power supplies and DC power supplfsier supply types cannot be mixed).

Warning: Removal of one power supply when there arenly two power supplies present
may cause arunexpected shut-down that may result in data loss

AC Input
* Best-in-class, 80 PLUS certified “Platinum” efécicy
* Wide Input voltage range: 90-264VAC
e AC Input with power factor correction
* Always-on 16.5W programmable standby output (3/3/5
e Hot Swappable (redundant power configuration only)
« Parallel operation with active digital current shg
« Full digital controls for improved performance
* High density design: 25.6W#An
e Small form factor: 54.4 x 40.0 x 321.5mm
e |2C communication interface for control, programmargl monitoring with PSMI and
PMBus protocol
* Overtemperature, output overvoltage and overctipsstection
e 256 bytes of EEPROM for user information
e Two Status LEDs: AC OK and DC OK with fault sigima
DC Input

e Best-in-class, 80 PLUS certified “Platinum” efécicy

e Wide Input voltage range: 45-72VDC

e Standard Telecommunications 48VDC Input

e Always-on 16.5W programmable standby output (3/3/5

e Hot Swappable (redundant power configuration only)
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« Parallel operation with active digital current ghg
« Full digital controls for improved performance

* High density design: 25.6WAn

e Small form factor: 54.4 x 40.0 x 321.5mm

e |2C communication interface for control, programmargl monitoring with PSMI and
PMBus protocol

< Overtemperature, output overvoltage and overctipetection
e 256 bytes of EEPROM for user information

e Two Status LEDs: DC Input OK and Output OK withiltssignaling numbered 0-3 from the
bottom up, on the rear panel of the enclosure (€igtl6).

Important; The maximum over current protection is 50A per Wer supply. The overcurrent
protection must be provided by the facility powestidobution. All national and local electrical
codes apply. Check with your local licensed elei@n for details.

Figure 1-15 Power Supply Module
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1: System Overview

Figure 1-16 Power Supply Numbering

The high efficiency is achieved by using statekaf-art silicon power devices in conjunction with
soft-transition topologies minimizing switching &&s and a full digital control scheme.
Synchronous rectifiers on the output reduce thede# the high current output path. The rpm of
the internal fan is digitally controlled to keep@mponents at an optimal operating temperature
regardless of the ambient temperature and loaditbomsl Quick-acting 16-amp input fuses

(5 x 20 mm) inside the power supply protect againgtedefects (fuses are not accessible from
the outside and are therefore not serviceable;pastead, power supplies are replaced by
swapping out the module entirely).

Fan Assembly Modules

16

Figure 1-17 Fan Assembly Module (each contains two impellers)
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MIS Common Modules

The fan modules of the MIS 1.5 feature a higheac#y fan for better thermal performance.
There are six fan assemblies mounted in the miofdllee MIS chassis used to cool the system.
Each hot-swappable fan assembly contains two imyelAir flows from the front to the back of
the enclosure. The fan baseboard distributes paneicontrol signals to the fan assemblies.
Firmware on the fan baseboard monitors the fandspaed temperatures within the enclosure.
Fan speeds are kept at maximum speed to continuprglide optimal cooling for the enclosure.

StorBrick Modules

Each StorBrick Module contains up to nine 3.5" &"25mm drives (Figure 1-18), or eighteen
2.5" 9mm drives (Figure 1-21 on page 18), mounteithénStorBrick using proprietary drive
carriers (Figure 1-19). A sliding thumb-latch sedyfastens the drive carriers in place

(Figure 1-20, thumb-latch is pictured in blue, lugrey on the actual product). StorBricks use
SAS-2 protocol, which enables the system to use &AFATA drives (rotational), or SA&d
SATA solid-state drives.

Figure 1-18 StorBrick Modules for 3.5" or 2.5" 15mm Drives (ef
and 2.5" 9.5 mm Drives (right)
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1: System Overview

Figure 1-19 3.5" 15mmbDrive and Carrier

Figure 1-20 3.5" 15mm Drive Carrier (top view, with thumb lajch

Figure 1-21 Two 2.5" 9.5mm Drives and Carrier
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MIS Server Platform or JBOD Unit

Figure 1-22 2.5" 9.5mm Drive Carrier (isometric view with dualmb-latches)

MIS Server Platform or JBOD Unit

The key difference between the MIS Server platfarmd the MIS JBOD unit is the presence of
the compute server module (Figure 1-26 or Figure Y1aP8 boot drives (Figure 1-32) in the

server platform, or a ninth StorBrick (Figure 1-B8)d I/O modules (Figure 1-33) and associated
midplane (Figure 1-34) in the JBOD.
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1: System Overview

Figure 1-23 MIS 1.5 Single Server Platform
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MIS Server Platform or JBOD Unit

Figure 1-24 MIS 1.5 Dual Server Platform
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Figure 1-25 MIS 1.5 JBOD Platform
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MIS Server Platform or JBOD Unit

Server Module
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The MIS Server platform can be single- or dual-se(fFigure 1-26 or Figure 1-28) depending on
whether it has one or two compute server modulashiEompute server module can have:

« Two InteP Xeor® E5-2600 series processors per motherboard,

« Upto 8 DDR3 DIMMs (now 8 GB, 16 GB, or 32 GB) farsingle-server board
configuration. Up to 16 DIMMs for a dual server nudlconfiguration,

e Upto 6 HBAs for single servers—of which, four daa full-height (4.25") and half-depth
(3.375") externally or internally facing. Up to twalf-height (2.12"), half-depth (3.375")
SAS HBAs for internal use only.

e Upto 4 HBAs per server module in a dual servetey, for up to a total of 8 in the
platform, if both server modules are installed—helBAs can be half-height (2.12"),
half-depth (3.375"), with a maximum of two intermaid two external. (See Figure 1-30 on
page 26),

e Three PCle riser cards for a single server (deriess have a mandatory 3 PCle risers),

« Up to four battery back up units for a single semodule. Up to three battery back up units
per server module for a dual server platform, foraximum total of six. (Unique BBU PCle
technology allows the inclusion of BBUs without tt@nsumption of any of the available
PCle slots).

Figure 1-26 MIS Single Server Module
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1: System Overview

Figure 1-27 Single Server Module — Component View

Figure 1-28 MIS Dual Server Module — Half Height
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MIS Server Platform or JBOD Unit

Figure 1-29 Dual Server Module — Component View

Layout of Server CPUs, and PCle Risers HBAs
Figure 1-30 shows the CPU and riser layout. Thé @RU handles Riser 1 and 2. The second

CPU manages Riser 3. HBAs populated on Riser 3 &eenial facing SAS HBAs only, which
connect to the StorBricks (Figure 1-39).
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Figure 1-30 CPU, PCle Riser, and DIMM layout

Figure 1-31 CPU Riser and HBA layout
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MIS Server Platform or JBOD Unit

Turbo Boost

Boot Drive Module
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Mode 1. (Turbo Mode Off) System performance andaipen in non-turbo mode and at specific
environmental conditions — The Intel CPUs haveowsipower states and thermal protection
states built-in that dictate the performance charatics of an individual socket. The largest
impact when operating in a system that was desitmedpport the TDP power level is the
operating temperature of the individual socket émthermal management device(s) in that
specific product for a set of specified environna¢bnditions. The processors will go into a
“throttling” mode whenever the temperature reachémit that is coded in to the SKU by Intel.
When the Intel CPU invokes this throttling mechamishe operating frequency of the CPU is
reduced and will go through a predefined perforneaneduction algorithm to attempt to bring the
processor back within its thermal operating winddiith a MIS operating with turbo mode off at
an ambient temperature of 35°C or less, this timgttondition should not exist.

Mode 2. (Turbo Mode On) Enabling Turbo mode withyide the opportunity for the customer
to recognize performance improvements by increasiagrocessor clock speed up to the Turbo
limits. It is important to understand that any penfiance increase is variable and dependent on
these environmental variables and the currentiacstate of the unit. This performance
improvement will vary significantly from data cente data center and between specific
applications. For a MIS operating with turbo medeabled at an ambient temperature of 35°C or
less, there may be some very heavy workloads ¢hesecthe processor to throttle, but even during
this throttling condition, the processor frequemgly still be at or above its rated frequency.

Each MIS Server platform features two boot drivesgerver module (up to four total — mirrored
using RAID 1). These drives are SAS or SATA, ratatil or SSD, used to store server data and
the server operating system. Supported operatistgsys include:

¢ Red Hat® Enterprise Linux (RHEL) 6.2,

e SUSE LINUX® Enterprise Server 11 SP1,

*  VMware® ESXi 5.0, or

e CentOS 6.3 (not shipped with product).

For Microsoft® products, only Windows® 2008 R2 SBWHQL certified. SGI allows using

Windows operating systems, but SGI does not suportlows. The customer will have to
provide any Microsoft support on the MIS.

27



1: System Overview

Figure 1-32 Boot Drive Module

For Microsoft® Windows®008 R2 SP1, the hardware is WHQL certified and aslsuch.
Customers who wish to run Windows buy only the hane from SGI. The customer is then
responsible for operating system installation antfiguration, and all support arrangements with

Microsoft. SGI does not provide technical supportWindows drivers, utilities (including
IPMIutil), device manager, etc.

MIS JBOD I/O Module

Figure 1-33 1/0 Module for MIS JBOD Unit

JBOD 1/0 modules slide into a midplane (Figure 1;3ich connect to the SAS controllers.
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Figure 1-34 MIS JBOD Midplane I/O Connector (right & left vieyvs

Connecting to a JBOD is normally done through aoekt connection to the JBOD I/O module.
A diagram of the JBOD I/O module rear panel sholwsng you can connect to the module using
Ethernet cable (Figure 1-35), HD miniSAS, or a deriamnection. The ports labeled 0-3 are the
HD miniSAS slots to the host system or other JBODre is also a serial port available. The
status LEDs include a chassis locator LED, stal@is/BED, and network activity lights.

Whether networked to an MIS Server or not, the JB@Drequires DHCP for its IP address.

Figure 1-35 JBOD 1/0 Module Port Diagram
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1: System Overview

System Diagrams

30

Once assigned a DHCP address, the JBOD I/0 modaielse used to access the Fan Base Service
page by connecting a server/laptop to the JBODre¢h¢ort and directing a browser to
<DHCP address>/fb/service.xml

Figure 1-36 shows the system-level block diagranmafully populated dual-server and
Figure 1-37 on page 32 for a fully populated JBOD.

Important: Due to thermal requirements for proper air flowothgh the systenarive slots 0, 1,
and 2 mustalwaysbe populated in every StorBrick with drives all thre same model and size
form factor (all 3.5" drives, all 2.5"-15mm drives in carrievgh adapters, or all 2.5"-9mm drives
in carriers with adapters). Additional drives chart be added in groups of 8 for either single- or
dual-server platforms, and groups of 9 for the JB&tBrting with slot 3 of StorBrick O through
StorBrick 7 (or StorBrick 8 for JBODs). The next eéadditional drives is added to slot 4 in all
the StorBricks, etc.

Figure 1-38 on page 33 is a map of the physical locaif the modules, including top and rear
views. In the MIS Server 1.5, the server modul&kg(s) the place of the JBOD'§ StorBrick
and 1/0 modules. Power supplies remain in the danaion regardless of platform type (server
or JBOD). Figure 1-39 on page 34 shows the SAS staiggplogy, PCAs, and cables.

Note: Boot drives CM1-0 and CM1-1 are installed in duadver platforms only.
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Figure 1-36 System-Level Block Diagram — Server
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Figure 1-37 System-Level Block Diagram — JBOD
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Figure 1-38 System Layout
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Figure 1-39 SAS Storage Topology, PCAs, and Cables
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Chapter 2

System Interfaces

This chapter describes the hardware and softwaegaces of the MIS platforms. Both the MIS
Server platform and MIS JBOD storage unit haveatfcontrol panel, disk drive LED codes, and
power supply LED codes. The control panel lightd battons have different meanings and
functions, depending on whether the machine idt&Server platform or MIS JBOD unit. The
disk drive LED codes and power supply LED codesaierthe same whether the system is a
server platform or JBOD unit. Additionally, thenegrograms used to initialize and monitor the
MIS machines. This chapter details the hardwaerfates, their functions and indications, as
well as the Baseboard Management Controllers (BMED Console. These programs provide
power management features, environmental monitpatty

“Control Panel” on page 37
e “Powering On an MIS Platform” on page 39
e “Turning Off an MIS Platform” on page 40
e “MIS JBOD vs. Server Control Panel” on page 38
“Server Module LEDs” on page 41
“JBOD LEDs” on page 44
“Disk Drive LEDs” on page 44
e “Boot Drive Monitoring” on page 45
e “Capacity Drive Monitoring” on page 48
« “RAID Card and Battery Back-up Unit Monitoring” grage 50
“AC Power Supply LEDs” on page 52
“DC Power Supply LEDs” on page 53
“Power Supply Monitoring” on page 53
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36

* “Requirements” on page 54
*  “Viewing Existing Filters” on page 55
e “Setting Filters” on page 55
e “Clearing Filters” on page 55
“Fan LEDs,” “Fan Monitoring,” and “Fan Base SemiPage” on page 57
“MIS-S9D Proprietary Network Interface” on page 58
“BMC Integrated Web Console” on page 59
e “Setting the BMC IP Address” on page 60
e “Setting Up User Accounts for the BMC” on page 61
e “Server Health” on page 62
e “Configuration Tab” on page 66
e “Server Power Control” on page 71
“Intelligent Management Platform Interface (IPMDY’ on page 73
e “Enabling IPMI on a Linux System” on page 74

e “Accessing IPMI on a Linux System” on page 75
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Control Panel

Control Panel

Figure 2-1 MIS Control Panel

The control panel (Figure 2-1) interface consistiévefindicator lights and four buttons. The NMI
Reset button (Non-Maskable Interrupt) is not sufggband is non-functional.
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MIS JBOD vs. Server Control Panel

The control panel (Figure 2-1) for the MIS JBODxaetly the same as the MIS Server Platform.
However, since there is no boot drive module iB@D, the Boot Drive Activity LED, located
next to the Network Activity LED, is present butgtive.

Important; When there aréwo I/0O modules in a JBOD, the top control panel catsié& the
bottom I/O module, and the bottom control panekases the top 1/0 module.

Table 2-1 MIS Control Panel Buttons and LEDs

LED/Button HDescription

Power LED Green LED lit means power is on.

Power button If the system is off, pushing this bapowers on the system. If the operating

system is running, pushing this button shuts ddwroperating system and powers
off the system gracefully. If the operating sysisrhung, holding the button down
for 10 seconds or more will power off the system&dard reset.

Important: The power button DOES NOT
completely turn off the system power, 5V
standby power is actiwghenever the system
is plugged in.

Status LED This indicator will be lit whenever thésgower available to the power supplies,
whether the unit is on or off. Green means theesyss in good working order.
Yellow indicates a problem with the system, and/iseris required

Reset button The service reset button. When pushisdyutton causes the server to reboot and,
if the problem is cleared by the reset, returnsfagus LED to green.

Locator LED Blue LED is lit on the front and the ko help locate the unit in a rack or bay.
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Control Panel

Table 2-1 MIS Control Panel Buttons and LEDQgontinued)
LED/Button HDescription
Locator button The Locator LED will be lit blue whéme Locator button is pushed. There is a

corresponding LED on the back of the server thiithei blue. When the Locator
button is pushed again, the LED will go off. Thimétion may also be activated
remotely using the Intel BMC Web Console and prestie virtual button (“Virtual
Front Panel” on page 73), or using the Linux IPMItoo

-H <ip address> -P <password> -U <user> chassis ide ntify
and to turn off:

-H <ip address> -P <password> -U <user> chassis ide ntify
off

Note: Requires configuration of BMC user
accounts, “Setting Up User Accounts for the
BMC” on page 61

NIC Activity LED |The green LED will be lit when theris a link to the network and active (blink)
whenever there is any network traffic occurringtiom baseboard NIC ports.

Boot Drive LED The LED is lit whenever the boot\wdrs are being accessed.

NMI Reset button | Not supported, non-functional.

Powering On an MIS Platform

007-5916-003

To power-on an MIS Server platform, hold down tlevpr button firmly until the fans spin up
and the hardware lights come on. This will inizalithe machine’s BMC, BIOS, and start internal
diagnostics, including hardware status, RAID Volunfermation, missing hardware alerts (e.g.,
missing batteries), and missing configuration aleFhis process will be repeated for each
expander in the machine, and finally (if conditi@i®w), the machine’s operating system will
load and welcome/login screen appear.

The front panel LED blinks for 30-60 seconds uptamtap while the baseboard management
controller (BMC) is initializing. If not, then thBMC is not functioning, and try to gather system
event log (SEL) information for investigation (s&ent Log” on page 64 for more
information.). Additionally, if the machine is povigeg on and there is a fault (e.g., the machine
was in the middle of a rebuild when the power wats & degraded RAID set is in the system,
battery is exhausted, etc.), these warnings wpkap during Power-On Self-Test (POST).
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Using IPMiItool

When the MIS Server is first powered on, it gives yhe option to preds2 to enter the BIOS,
F6 to enter the Boot Menu (to change how the systeotd), or=12 for a Network Boot (what’s
also known as PXE or “pixie boot”).

If the platform is an MIS dual-server and both sesvare powered down, performing the above
steps only powers on the server with which yoweseking. Though the fans and drives will be

powered on, the second server will remain poweffaaiil the second server is powered on, then
all power will be turned on.

For a JBOD unit, the power button on the front panikturn on the power to that I/O module. If
a second module is installed and powered off, litr@main off until it too, is powered on.

Note: The Linux IPMI Service must be enabled and runn8eg “Intelligent Management
Platform Interface (IPMI 2.0)” on page 73.

First, verify that the power cables are properlgreected to the system. Use the IPMItool
power on command to power up the server.

On a local servert ipmitool power on

For a remote serve# ipmitool -H < host >-U < user >-P < pswd> power on
For example# ipmitool -H 137.8.64.3 -U admin -P Password01 power on
where the host IP addresd487.8.64.3 |, the user isdmin with the password®assword01 .

Turning Off an MIS Platform

40

There are different ways to shut down an MIS maehithe preferred method is to go into the
machine’s operating system and sefgutit Down. This will prompt the user to enter a password
before allowing the shut-down process. Other waysotwver off the machine include:

e Using the Operating System GUI power-off buttotha&t console screen.
* When logged in via an ssh session and executingMditool power off command.

« Using the remote console screen GUI power-offdaytif a keyboard/video
monitor/mouse (KVM) RMM4 session is establisheatiyh the BMC.

* Using the MIS-S9D Proprietary Network Interfacennecting to the Fan Base Service
Page and using tighutdown button.
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Server Module LEDs

If the platform is an MIS dual-server abdth servers are powered up, performing the above steps
only powers off the server with which you are workie fans, drives and second server will
remain powered on until the second server is padveffe then all power (but standby) will be
turned off.

For a JBOD Unit, the power button on the front pavi# turn off the power to that I/O module.
If a second module is installed and powered othé fans and the drives will remain on until it,
too, is powered off.

One additional way to shut down the platform i©iodd down thePower button on the front of
the unit (Figure 2-1) until the machine powers bféwever, this forces the machine off and does
not allow the machine to go through normal shut+d@nocedures, requiring a recovery process
at start-up.

To shut down using IPMItool, use the following coammds:

On a local servert ipmitool power on

For a remote serve#t ipmitool -H < host >-U < user >-P < pswd> power off
For example# ipmitool-H 137.8.64.3-U admin-P Password01 power off
where the host IP addres4d37.8.64.3 |, the user isdmin with the password®assword01 .

If power is lost from outside the machine (powetagre), the machine will recognize the loss of
power and execute an emergency shutdown procddthere is a battery back-up unit installed,
it will protect integrity of cache in the eventpdwer or server failure.

Server Module LEDs

On the back panel of the server module are thrseo$d ED indicator lights, not including any
indicator lights that may exist on external HBAsoif the top down, these sets of LEDs include
8 internal Power-On Self-Test (POST) Code DiageddsfiDs (labeled 1-8, Figure 2-2),
bi-colored System Status and blue ID LEDs (A & &pectively, Figure 2-2), and two NIC ports,
each with a green Link LED and bi-colored Actividate LED (Figure 2-3).

Seelntel Server Board S2600JF, Technical Product Sjmation, page 170, for more information
on what each POST LED pattern indicates.
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Figure 2-2 BIOS POST Code and System LEDs
Table 2-2 System Status LED Meanings
LED/Button HStatus HDescription
Green Solid Okay — System ready.
Green Blink Degraded | - Unable to use all installednmigy when more than one
DIMM is installed
— PCle correctable link errors
— CPU disabled
— Non-critical threshold crossed (temperature ,agst
power)
— Battery failure
Amber Blink Non-Fatal | — PCle uncorrectable link esror
— Critical threshold crossed (temperature, voltpgeyer)
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Table 2-2 System Status LED Meanings
LED/Button ‘ |Status ‘ |Descri ption
Amber Solid Fatal — DIMM failure, no good memory iepent

— Run-time memory uncorrectable error

— CPU configuration error (e.g., processor stepping
mismatch), overtemperature

— Power fault, insufficient power, not enough power
supplies present

Off Not Ready | — Main power off

Figure 2-3 NIC Port LEDs

Table 2-3 NIC Port LED meanings

LED/Button ||Description HNIC State
Green LED (A) On Active connection
Blinking Send/Receive activity
Green/Amber (B) | Off 10 Mbps
Amber 100 Mbps
Green 1000 Mbps
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JBOD LEDs

Disk Drive LEDs

44

Figure 2-4 JBOD 1/O Panel LEDs

On the back panel of the JBOD I/O Module are fodbis. The top is a blue ID LED labeled with
a circle in a hexagram, next is a bi-colored Stafl®, ExP (SAS activity of the expander on the
StorBricks), anxP (SAS activity of the targeted SMP for the expanatethe StorBricks)
activity lights. The blue ID LED can be toggled aifiblink by using the CLI Zoning Tool (see
“20) Change state of JBOD-IO ID LED - off, on blink ”in Chapter 3 for more
information).

Figure 2-5 shows the disk drive LEDs, a blue ID L& bi-colored Status LED.

Figure 2-5 Disk Drive LEDs
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Drive Monitoring

Boot Drive Monitoring
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Table 2-4 describes the meaning of disk dtig®s.

Table 2-4 Disk Drive LEDs

Status LED HBIue LED HDescription

Off Off Drive is off and can be removed.
Green Off Drive is on.

Yellow Off Service required.
Off/IGreen/Yellow | On Indicates drive location.

Capacity drive monitoring can be performed by Me§HRStorage Manager. Boot drive
monitoring, since it is not a part of the StorBscks monitored usiniyl ultiple Devices
Administration tool:mdadm By default, if the MIS platform comes with a fagt-installed
operating system, boot drives are mirrored usingDRBand capacity drives are shipped with
RAID 6. For those MIS Servers not shipped with &) @STe must be enabled in the BIOS to
allow boot drive mirroring and hot-swappable cajiads.

The following sections explains how to use the Mg Storage Manager software to monitor
the status of capacity drives and thdstat command to monitor boot drives (Windows 2008
uses the Windows System Resource Manager to eaatali alerts, sel€B Article cc732728or
more information).

The MegaRAID Storage Manager software does a badkgkcheck every hour to verify if the
controller and the system time are in synch. Iftthee difference between the controller and the
system is more than 90 seconds, the MegaRAID Stdvienager software synchronizes the time
so that the controller time and the system timarasynch.mdadmpolls the md arrays every

60 seconds (default value). This can be adjustedyubie-d mode and entering in a value of
seconds, though it is recommended that you keegédfailt value and only adjust this time for
troubleshooting.

Issue atcat/proc/mdstat command to see current statsta{ ) of of the multiple devices
(md attached to the processordc ).
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Boot drive status is indicated by eithed éor up or_ for down. In the following example,
everything is normal[U] ), andmd127 is the container fomd125 andmd126.

# cat /proc/mdstat

Personalities : [raid1] [raidO] [raid10] [raid6] [r aid5] [raid4]
md125 : active raidl sdb[1] sdc[0O]
111357952 blocks super external:/md127/0 [2/2 ] [UU]

md126 : active raidl sdb[1] sdc[0]
5556224 blocks super external:/md127/1 [2/2] [UU]

md127 : inactive sdc[1](S) sdb[0](S)
6306 blocks super external:imsm

In the next example below, a drive has failed. diothatsdc[0] is now missing fronmd125,
md126 (their numbers changing frojg/2] to[2/1] ), and the containend127. Additionally,
a failed drive is indicated in the notatifi | .

# cat /proc/mdstat

Personalities : [raid1] [raidQ] [raid10] [raid6] [r aid5] [raid4]
md125 : active raidl sdb[1]
111357952 blocks super external:/md127/0 [2/1 11U_]

md126 : active raidl sdb[1]
5556224 blocks super external:/md127/1 [2/1] [U_]

md127 : inactive sdb[0](S)
3153 blocks super external:imsm

To enable monitoring of the boot drives, the foliogvusage of the modemonitor s
employed:

mdadm --monitor <raiddevice> [options] <devices>

This usage causesdadmto periodically poll a number ehdarrays and to report on any events
noticed. If any devices are listed on the commama] indadmwill only monitor those devices,
otherwise, all arrays will be monitored. Furtheldimg--scan causes the operation to be
applied to all arrays listed iproc/mdstat . If --scan is given, then an email addrassst

be specified on the command line--Bcan is given and an email address@t available, then
mdadmwill not monitor anything. Without-scan , mdadmwill continue monitoring as long as
something was found to monitor.
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The result of monitoring the arrays is the generatif events. These events are passed to a given
email address using the optian=<email address> or--mail=<email address> f
no email is given, then each event is reportestdout

The-t or--test option generates BestMessagalert for every array found at startup. This
alert gets mailed and passed to the alert progfais.can be used for testing that alert message
to get through successfully.

The different events are listed in Table 2-5 below.

Table 2-5 Events

Tag | ‘Description

DeviceDisappeared An mdarray which previously was configured
appears to no longer be configured.

RebuildStarted An mdarray started reconstruction.

Rebuild## Wherett#is 20, 40, 60, or 80, this indicates that
rebuild has passed that many percentage ofithe
total.

RebuildFinished An mdarray that was rebuilding, isn't any
more, either because it finished normally or
was aborted.

Fall An active component device of an array has
been marked as faulty.

NewArray A newmdarray has been detected in the
/proc/mdstat file.

DegradedArray A newly noticed array appears to be degraded.
This message is not generated whetadm
notices a drive failure which causes
degradation, but only whendadmnotices
that an array is degraded when it first sees the
array.

TestMessage An array was found at startup, and the
--test  option was given.
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Only Fail, DegradedArray, andTestMessagecause email to be sent. Each event has an
associated array device (efglev/mdl ) and possibly a second device. IFail, the second
device is the relevant component device. Use thentandmdadm --help  or mdadm
<option> --help for more information omdadmor themdadmoptions, respectively.

Capacity Drive Monitoring

48

MegaRAID Storage Manager reports capacity drivieifes, RAID card failures, and Battery
Back-up Units. When devices automatically go frampatimal state to a different state, such as
a drive failure, the MegaRAID Storage Manager saftngets those events from the controller
and gives a natification using different alert dely methods. A pop-up natification is started
automatically when you login to the operating sys{&igure 2-6).

Figure 2-6 MegaRAID Storage Manager — Alerts Pop-up Window

To receive email alerts for capacity drive failyfgem the main screen selékdols and
Configure Alerts. In theConfigure Alerts window, theAlert Settings tab allows you edit the
alert delivery method for different severity levels clicking theEdit button, or change the
method of delivery and/or severity level for eagtlividual event using thEhange Individual
Events...button (Figure 2-7).
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Note: The Save Backup..button and_oad Backup...buttons are used to save/load &mtire
alerts configuration to/from amml backup file, not just the settings for the tabhwithich you
are working.

Figure 2-7 MegaRAID Storage Manager — Configure Alerts Window

Important: Whenever you load a saved backup file, all unsaWxeshges made in the current
session will be lost.

TheMail Server tab is where to enter tlsenderemail address for alerts, the SMTP server name
or IP address of the mail server to send the alenid user name and password fields (filled only
when the SMTP server requires authentication, Ei@u8).
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Figure 2-8 MegaRAID Storage Manager — Mail Server Tab

The Email tab is where you to add/remove email addresse=fipients of alert notifications
(Figure 2-9). To configure an email account to reeeilerts, enter the email address you want to
add in theNew recipient email addressield and clickAdd. The email address should appear in
theRecipient email addressepane.

Once the changes to thtil Server tab andEmail tabs have been made, click ffest button to
make sure your configuration is correct. If sagidficlickOK.

RAID Card and Battery Back-up Unit Monitoring

50

If the component failing is a MegaRAID card or Bagt Back-up Unit on a MegaRAID card, by
default, fatal events in MegaRAID Storage Managerdisplayed as email notifications. Based
on your configuration, the email notification, bies the event's description, also contains system
information and the controller’s image details.dgihis additional information, you can find out
the system and the controller on which the fatadresccurred. For more information on
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configuring MegaRAID Storage Manager alerts, seag@r 10 in LSI'MlegaRAID SAS Software
User's Guide

Figure 2-9 MegaRAID Storage Manager — Email Tab

JBOD Monitoring

Once assigned a DHCP address, the JBOD I/0 modaielse used to access the Fan Base Service
page by connecting a server/laptop to the JBODre¢h¢ort and directing a browser to
<DHCP address>/fb/service.xml

Drive failures in the JBOD are monitored by MegaR/AStorage Manager. Otherwise, automatic

alerting of fan failures and power supply failuresonitored by way of the JBOD /O to the host
server.
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AC Power Supply LEDs

There are two LEDs located on the face plate optiveer supply, one green on top for AC power,

and one bi-color yellow/green below indicating D&@gr (Figure 2-10). Table 2-6 describes the
function of the power supply LEDs

Figure 2-10 AC Power Supply LED

Table 2-6 Power Supply LEDs

LED Signaling HOperating Condition
AC Solid Green AC Line within range
AC Off AC Line UV condition
DC Blinking Yellow (1:1) PSON High

DC Blinking Yellow/Green (1:2) Hot-Standby Mode

DC Solid Yellow V, or Vgg out of regulation, Over Temperature
shutdown, Output over voltage shutdown (v

V), Output over current shutdown(ur Vgg), Fan
error

DC Blinking Yellow/Green (2:1) Over temperature wiam

DC Blinking Yellow/Green (1:1) Minor fan regulatiarror (>5%, <15%)
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DC Power Supply LEDs

There are two LEDs located on the face plate obi@gower supply, one red on top for DC Input
OK, and one bi-color yellow/green below indicati@gtput OK (Figure 2-10). Table 2-7
describes the function of the DC power supply LEDs.

Figure 2-11 DC Power Supply LEDs and Pins

Table 2-7 DC Power Supply LEDs

LED Signaling HOperating Condition
DC Input OK Solid Green DC Input within range
DC Input OK Off DC Input UV

Output OK Blinking Yellow (1:1) PSON High

Output OK Blinking Yellow/Green (1:2)| Hot-Standby e

Output OK Solid Yellow [ or Vg out of regulation, Over-temperature
shutdown, Output over-voltage shutdown, Output
over-current shutdown, Fan error (>15%)

Output OK Blinking Yellow/Green (2:1)| Over tempenatwvarning

Output OK Blinking Yellow/Green (1:1)| Minor fan relgion error (>5%, <15%)

Power Supply Monitoring

The fan base firmware will monitor all Power Supplgits (PSUs) installed in the system and
generate SEL entries regardless of whether oheatlerts are enabled. This functionality cannot

007-5916-003 53



2: System Interfaces

be turned off. To receive alerts, in addition tegh instructions for entering new filters, correct
configuration of the Intel BMC must also be perfeanThis can be done via the Intel Integrated
BMC Web Console (see “Configuration Tab” on page &pgecific instructions for the BMC
configuration is not included here because ittis specific. Command strings are IPMI
commandsIPMItool is a Linux-based utility, Windows us&Mlutil ).

When the fan base firmware monitors the PSU it satetts to the BMC. This alone does not send
the email. You will need to set up the BMC Web Gdago have those emails delivered, and set
platform event filters (PEF) 19 and 20. The S2600dEherboard allows 20 platform event filters
to be set. Intel uses the first 13. Setting filtB®sand 20 configures the BMC to realize that when
a PSU alert comes in, an email should be sent.

PEF 5 sets the alert for PSU failure detected,R8id predictive failure. A SEL entry will be
recorded on both assertion and deassertioralémwill only be sent wheassertedThis filter is
configured by Intel.

PEF 19 sets the alert for PSU input lost (AC/DCBSRL entry will be recorded on both assertion
and deassertion. Azlert will only be sent wheasserted

PEF 20 sets the alert for PSU presence detect&tLAentry will be recorded on both assertion
and deassertion. Aalert will only be sent whedeassertedThese filters are configured by SGI.

Note: Error messages for power supplies may say “AC pdostt even when the power supply
is a DC power supply.

Requirements
- fanbase release 01.04.a.01 or later

+ Shackleford EFI_BMC-1.17.4151 BIOS-01.08.0003_MEGEQ.07.112 FRUSDR-1.10.02
or later

e IPMiItool for Linux enabled (see “Enabling IPMI @nLinux System” on page 74) or
IPMIutil for Windows (IPMItool available through S8 support website at
http://support.sgi.comWindows instructions not given here. Refer to
http://ipmiutil.sourceforge.ney/
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Viewing Existing Filters
Example using IPMItool to read filter 19:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US ERNAME> -P
<BMC_PASSWORD>] raw 0x04 0x13 0x06 0x13 0x00

Example using ipmitool to read filter 20:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US ERNAME> -P
<BMC_PASSWORD>] raw 0x04 0x13 0x06 0x14 0x00

Example using ipmitool to read all filters:
ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US ERNAME> -P
<BMC_PASSWORD>] pef list

Setting Filters

Example using IPMItool to set filter 19:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US ERNAME> -P
<BMC_PASSWORD>] raw 0x04 0x12 0x06 0x13 0xCO 0x01 0 x01 0x00 OxFF
OxFF 0x08 OxFF 0x6F 0x08 0x00 0x00 0x00 0x00 0x00 0 x00 0x00 0x00
0x00 0x00

Example using IPMItool to set filter 20:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US ERNAME> -P
<BMC_PASSWORD>] raw 0x04 0x12 0x06 0x14 0xCO 0x01 0 x01 0x00 OxFF
OxFF 0x08 OxFF OxEF 0x01 0x00 0x00 0x00 0x00 0x00 0 x00 0x00 0x00
0x00 0x00

Clearing Filters
Example using IPMItool to clear filter 19:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US ERNAME> -P
<BMC_PASSWORD>] raw 0x04 0x12 0x06 0x13 0x00 0x00 0 x00 0x00 0x00
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Fan LEDs

Fan Monitoring

56

0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0 x00 0x00 0x00
0x00 0x00

Example using IPMItool to clear filter 20:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US ERNAME> -P
<BMC_PASSWORD>] raw 0x04 0x12 0x06 0x14 0x00 0x00 0 x00 0x00 0x00
0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 O x00 0x00 0x00
0x00 0x00

Figure 2-12 Fan Module LEDs

Like drives, fans also have a green/amber statixdi] a blue locator LED. The green LED will
be lit when a fan is operating normally. An ambB will be lit if the fan is in fault. The locator
LED is lit automatically when fans are set in aft&St Service” mode.

Monitoring of the fan modules is done through tlam Base Service page. Alert emails for fan
failures is done using the preconfigured Platfoveri Filters designated by Intel (see “Select
Events” on page 68) through the BMC.

Using the Fan Base Service Page, failed fans caetia a “Safe to Service” mode, a step
necessary before changing out a fan module.
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Fan Base Service Page
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The fan baseboard is a circuit board at the hddleochassis design. As such, it can be used to
monitor hardware and issue commands to the hardwittreut having to use an operating system
or even a server module (which is why it is uséulJBODs). The Fan Base Service Page is the
customer interface for the fan baseboard, and eattessed by connecting throughnih®-S9D
Proprietary Ethernet port (Figure 2-15) and pointing a browser to:

192.168.0.3/service.xml . This page can also be reached through the JBObdule
ethernet port, using its DHCP addresBHCP address>/fb/service.xml

The Fan Base Service Page layout is based on@otep-view of a chassis, which is why there
are different layouts for the server and JBOD rsiof the page. Notably, the server page

features boot drives and server modules (Figure)2vif3ere the JBOD page hasta&orBrick
with capacity drives and JBOD I/O modules (Figurg4-

Figure 2-13 Fan Base Service Page (Server)

From here you can view StorBrick status, power sugatus, fan status, and set fans irfbafé
to Servicé mode (i.e., off) for maintenance (see “Replacingan Module” on page 156).
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Figure 2-14 MIS JBOD Service Page

MIS-S9D Proprietary Network Interface

The MIS-S9D interface is to be used when acceghimdan base for servicing, or when zoning

(see “CLI Zoning Tool, version 1.4” on page 118)sltocated at the front of the chassis at the

upper right corner (Figure 2-15). The chassis medid out forward at least one inch in order to
connect a network cable. (See “Sliding the Chdssigvard/Backwards” on page 142.)
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Figure 2-15  MIS-S9D Proprietary Network Interface

Ensure the MIS system is powered on. Use an Etheale to connect a server/laptop. The
network port connected to the server/laptop mustabe¢0192.168.0.xxx (10 will do). The
static IP address of the fan base is s&6®168.0.3 . Verify connectivity to the fan base with
aping command to from the server/laptop (it is okayetoaive duplicate responses from a single

ping ).

If there is no response, check the laptop/sengatings and ensure the IPv4 network settings
have been set to use th@2.168.0.xxx IP address andot to obtain an IP address
automatically (it's okay to use the default submessk 0f255.255.255.0 ). If this does not
resolve the problem, it may be necessary to poweleche MIS Server or JBOD.

BMC Integrated Web Console
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The BMC Integrated Web Console is a web-based progrrovided by Intel, and is used to give
general system information such as system diagrssterver health, environmental reporting,
and event logs. Additionally, the BMC-IWC providesemote virtual control panel for the MIS
Server, allowing for remote locating and reboot.

For more information, see tlitelp files within the BMC, or view the platform managent
documentation for the Intel S2600JF motherboaraenintel® Remote Management Module 4
and Integrated BMC Web Console User Gujoéf).
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Note: This section gives you a description of BMC Web §la pages thaliffer from the Intel
documentation, or otherwise require more attention.

Setting the BMC IP Address

The BMC shares NIC 1 in a server module with therapng system. To access the BMC via
IPMItool on a remote system or via the Integratéti®BWeb Console, you must configure the

BMC with its own IP address. The BMC is configutedbtain an IP address through DHCP by
default.

1. The BMC IP Address is set during POST, by pregsihto go into the BIOS.

Figure 2-16 BIOS Server Management Tab

2. Next, navigate to thBerver Managementtab (Figure 2-16), scroll down 8MC LAN
Configuration and pres&nter.

3. Scroll down tdP Sourceand selecStatic.
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4. Configure theP Address, Subnet Mask andGateway IP as required.

5. Pres$-10to save your settings.

Important: Keep a record of thBHCP Host Nameand assignelP address These will be
needed later when you are trying to connect tdritegrated BMC Web Console.

Setting Up User Accounts for the BMC

Help Files
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To be able to log into the BMC, user accounts rbestonfigured through the BIOS.

1. Inthe BIOS, scroll down tdser Configuration and change thgser ID name as needed.

Note: You cannot change anonymous or root, nor can yginko the Integrated BMC Web
Console using an anonymous account. You must eitirdigure the root account or create a new
user account.

2. Scroll down tdJser Password Set the password (must be entered twice). Usaesand
passwords are cAsE sEnSiTiVe.

3. When finished, predsl0to save, anéscto exit. The system will reboot with the new LAN
settings.

To view theHelp files within the BMC, Click thedelp button in the upper right corner
(Figure 2-17).

Figure 2-17 BMC Web Console — Logout, Refresh, and Help Buttons

61



2: System Interfaces

System Debug Log

Server Health

62

The System Debug Log page is not supported atithés It allows administrators to collect
system debug information. The files are compresmectypted, and password protected. The file
is not meant to be viewable by the end user. Deyetion of these files is unavailable at this time.

Select either the “System Debug Log” or the “Sys&BMC Debug Log” and press tHeun
button. It may take some time for the debug infdiamato be collected. Once the debug log dump
is finished you can click the debug log filenameawe the results aszap file on your client
system. Howevethis file cannot be used at this time

Figure 2-18 BMC Web Console — System Debug Log

The Server Healthtab shows you data related to the server's hesaltth as sensor readings, the
event log, and power statistics as explained irffdhewing sub sections. Click on ti&erver
Health tab to select the various pages. By default,tiiisopens th&ensor Readingpage.
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Sensor Readings

The Sensor Readingpage displays system sensor information inclugbagus, health, and
reading. By default the sensor readings are updatery 60 seconds, but this can be changed by
entering a value in th®et auto-refresh in secondselection box and then pressing Setbutton.

The Sensor Selectiordrop-down box allows you to select the type ofseemeadings to display
in the list. The default is set &l Sensors with other optionsTemperature Sensors\Voltage
Sensors Fan SensorsPhysical Security Processor, Power UnitsMemory, Event Logging
Disable System EventButton/Switch, Module/Board, Watchdog SensorManagement
Subsystem Health Node Manager andSMI .

Figure 2-19 BMC Web Console — Server Health

Click Show Thresholdsto expand the list, showing low and high threstassignments. Use the
scroll bar at bottom to move display left and right
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Event Log

64

. CT: Critical threshold
. NC: Non-critical threshold

Click Hide Thresholdsto return to original display, hiding the thresthehlues, showing only the
name, status and reading for selected sensor& Réifreshto refresh the selected sensor
readings.

TheEvent Logis a table of the events from the system's exagntThe BMC provides a
centralized, non-volatile repository for criticalarning, and informational system events called
the System Event Logor SEL. The fan base firmware monitors all Power Suppijt&J(PSUs)
installed in the system, and generates SEL enggardless of whether or not the alerts are
enabled. This functionality cannot be turned off.

By having the BMC manage the SEL and logging furdj it helps ensure that 'post-mortem'
logging information is available should a failuieecar that disables the system processor(s). Items
that are monitored using the SEL, such as powearlgigbatus, can generate alerts through the
BMC Integrated Web Console (see “Alerts” on page 66)

The BMC allows access to SEL from in-band and dtliamd mechanisms. There are various
tools and utilities that can be used to accesSHie such as the IPMI tools for your operating
system (IPMItool — Linux-based systems, IPMIutiVindows)

Note: All BIOS sensors and some BMC and ME sensors areriteonly”; meaning that they are
not readable using the IPNBHet Sensor Reading command but rather are used just for event
logging purposes.

You can choose a category from the pull-down boiteer the events, and also sort them by
clicking on a column header. The filters availadle: All Events, Sensor-Specific EventBIOS
Generated EventsandSystem Management Software EventéJse this page to view and save
the Event LogEvent Log Categoryselects the type of events to display in the lisent Log

List is a list of the events with their ID, time starspnsor name, sensor type, and description.
Click Clear Event Logto clear the event logs. Click @ave Event Logto download the event
logs to local system.
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The system event log hexidecimal codes can belatadsusing Intel'System Event Log
Troubleshooting Guide for EPSD Platforms BasedrdallXenon Processors E5
4600/2600/2400/1600/1400 Product Famil{ps/f).

Figure 2-20 BMC Web Console — Event Log

Power Statistics

Not used by MIS platforms. See “Power Supply Momitg” on page 53 instead.
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Configuration Tab

Alerts

66

Figure 2-21 BMC Web Console — Power Statistics (not used)

The Configuration tab of the BMC Web Console isduseconfigure various settings, such as
alerts, users accounts for the BMC, and netwottinggst It contains the following menu options
in the left navigation pané®v4 Network, IPv6 Network (not used)Users Login, LDAP,
VLAN, SSL, Remote SessiorMouse Mode Keyboard Macros, Alerts, Alert Email, and
Node Manager

TheAlerts page allows you to configure which system eveptsegate alerts and the external
network destinations to which they should be séfiten one of the selected system events occurs,
an alert is generated and sent to the configuretindgion(s). Each LAN channel can have up to
two destinations.
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Figure 2-22 BMC Web Console — Alerts Page

To receive alerts for power supplies, see “PowgpBuMonitoring” on page 53. The fan base
firmware will monitor all Power Supply Units (PSUsjtalled in the system and generate SEL
entries regardless of whether or not the alerteaabled. This functionality cannot be turned off.

Globally Enable Platform Event Filtering

Global control for enabling or disabling platformeat filtering. This can be used to prevent
sending alerts until you have fully specified yosired alerting policies.

Warning: Do NOT disable except under explicit instruction fom SGI Technical Support.
When filtering is globally disabled through this séting, alerts (such as power supply faults)

will not be sent.
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Select Events

Select one or more system events that will trigaeAlert. These events correspond to the 13
IPMI preconfigured Platform Event Filters (PEFS)lsglntel. This area only allows the selection
of those 13 PEF filters configured by Inté&mperature Sensor Out of RangeSystem Restart
Fan Failure, Power Supply Failure?, BIOS: POST Error Code, Node Manager Exceptiof,
Watchdog Timer, Voltage Sensor Out of RangeChassis Intrusion, Memory Error , FRB
Failure, Hard Drive Failure 4.

Warning: Clearing all events disables Alerts.

LAN Channel

Select which LAN channel to configure destinatiéers Each LAN channel has its own set of up
to two destinations. Alert destinations can be aingvo types:

e SMTP Trap

« Email (requires Alert Email to be configured)

TheCheck All button selects all events to generate Alerts.Clear All button unchecks all
events so no Alerts will be generated. Click 8aebutton to save any changes made.

Send Test Alert

68

To test whether an alert will reach its destinatset theLAN Channel field to the desired
channel and configure at least one destinationnThiek Send Test Alertsto send a simple test
alert to the destination(s) for that channel.

2 Not used by SGI — Power Supply failure is repottedugh the BMC, but Power Supply Alerts are not
configured through this interface. Instead, powspdy failure is reported by configuring Platformdnt Filters
5, 19, and 20 (see “DC Power Supply LEDs” on page 53

3 Requires configuration of Node Manager.

4 Boot drives only. Capacity Drives are monitorethgdMlegaRAID Storage Manager software (“Creating th
Drive Groups in MegaRAID (CentOS, Linux & Windows)h page 102).
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Alert Email
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Figure 2-23 BMC Web Console — Alert Email Settings

Alert Email Settings allows you to configure how Alerts are sent by #éneaan external SMTP
Mailserver. Each LAN Channel has a separate cordtgn, selected through the drop-down
menu. TheSMTP Server IPis the IP address of the remote SMTP Mailservar Atert email
should be sent to. Ti&ender Addresss the string to be put in tliegom: field of outgoing Alert
emails.Local Hostname isa name for the local machine that is generatinge, and this name
is included in the outgoing Alert email. Thecal Hostnameis a string of maximum 18
alpha-numeric characters. Spaces and special ¢tberare not allowed.

Once these settings are saved, you can go to¢héps Alerts screen and click the but®end
Test Alert. If the SMTP Server IP address is correct, an email containing hexaddaoue
should be sent to the emails configured on thetlgaige. To understand what these hex codes
mean, see Intel'System Event Log Troubleshooting Guide for EDSEd?las Based on Intel
Xeon Processor E5 4600/2600/2400/1600/1400 Prodatilies
(http://download.intel.com/support/motherboards/egsb/g90620001 s1400_s4600_systemev
entlog_troubleshooti.pyif

In this example, the mail server’s IP addresk)8.38.137.29 . When theSend Test Alert
button is pushed, it creates an alert email froeSinder Address  (in this example,
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Figure 2-24 curtis@sgi.com ), with the headingAlert from <Local Hosthame>" (in this
example, the local hosthametést-toast ).

Figure 2-24 BMC Web Console — Alert Email Result

The resulting hex code in the email can be traedlasing the code tables given in Int&isstem
Event Log Troubleshooting Guide for EDSP PlatfoBased on Intel Xeon Processor E5
4600/2600/2400/1600/1400 Product FamiliBsour example, the hex code includes the record
identification RID), a time stamp for when the event was generatétMiDD/YYYY
HH:MM:SSformat (T'S), the number of the sensor that generated the €SBip they sensor type
code ET), event directoryED), event type — Asserted or Deasserted)( event codeKC),

record identification used for SEL record acc&d®(), record type in Hex cod&T), time stamp
for when the event was loggetlS), generator identification in hex including RqSAdaLUN if

the event was generated from the IPMB softwaresaifitvare identification if the event was
generated from system softwaf&ID):

e 0001 - BIOS POST for POST errors, RAS Config/Statmestamp Synch, OS Boot
events

+ 0033 - BIOS SMI Handler

+ 0020 — BMC Firmware

* 002C - ME Firmware

e 0041 — Server Management Software
* 00CO - HSC Firmware HSBP A

* 00C2 - HSC Firmware HSBP B

In the example above (Figure 2-24), you'll noticatttheGID is 0020, indicating correctly that
the alert was sent from the BMC Firmware.
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Continuing with the hex code contained within thead, ER is the IPMI version in use: 04 = IPMI
version 2.0, 03 = IPMI version 1. Sensor Tyg&)and Sensor Numbes#) come next, followed
by the Event TriggerET), Event DataED) and finally Event X EX).

Figure 2-25 Alert Email — Power Cord Pulled from Power Supplpddle

Figure 2-26 Alert Email — Power Module Pulled From Chassis

Server Power Control

This page shows the power status of the servettenidllowing power control operations can be

performed:

Table 2-8 Server Power Control Actions

Option HDetaiIs

Reset Server Selecting this option will hard relethost

without powering off.

Force-enter BIOS Setup Check this option to entertime BIOS setup
after resetting the server.

007-5916-003 71



2: System Interfaces

Table 2-8 Server Power Control Actions

Option HDetaiIs ‘

Power Off Server Selecting this option will immeeigtpower
off the host.

Graceful Shutdown Selecting this option will softyey off the
host.

Power On Server Selecting this option will powertioa host.

Power Cycle Server Selecting this option will imnedly power
off the host, then power it back on after one
second.

All power control actions are done through the BBI@ aremmediate actions. It is suggested

to gracefully shut down the operating system veaKNWM interface or other interface before
initiating power actions through the Virtual Frdvenel.

Figure 2-27 BMC Web Console — Power Control and Status
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Virtual Front Panel

The Virtual Front Panel is a graphic representatibtine front panel, providing remote
functionality virtually. From here you can turn the blue chassis identification LED to locate the
chassis in the rack (Figure 2-28).

Figure 2-28 BMC Web Console — Virtual Front Panel

Intelligent Management Platform Interface (IPMI1 2.0 )
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IPMI 2.0 is a standardized computer system interfzsed by system administrators for
out-of-band management of computer systems andtaming of their operation. The
development of this interface specification waddgdintel Corporation. IPMI is a message-based,
hardware-level interface specification: an IPMI sygiem operates independently of the
operating system (OS) (i.e., out-of-band). Thiewa#i administrators to manage a system remotely
in the absence of an operating system, before ama®$ooted (allowing e.g. BIOS settings to be
remotely monitored or changed), when the systgrigered down, or after OS or system failure,
which is the key characteristic of IPMI comparedhan-band system management (such as, by
remote login using SSH). Multiple disparate serwans all be managed together using IPMI
because of its standardized interface and protocol.

System administrators can use IPMI messaging to:

< monitor platform status (e.g., system temperatwelages, fans, power supplies, and
chassis intrusion),

e query inventory information,
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« review hardware logs of out-of-range conditions,

« perform recovery procedures such as issuing résjfresn a remote console through the
same connections (e.g., system power-down and tiegpor configuring watchdog
timers)

* and define an alerting mechanism for the systeseital a simple network management
protocol (SNMP) platform event traps (PETS).

The BMC supports LAN Alerting in the form of SNMPaps that follows the Platform Event Trap
format. SNMP Traps are typically sent as unreliatdtagrams. However, IPMI includes PET
Acknowledge and retry options that allow an IPMlaaremote application to provide a positive
acknowledge that the trap was received. Alert-Qv&N notifies remote system management
applications about PEF selected events, regardfebe state of the server's operating system.
LAN alerts can be sent over any of the LAN chansalgported by a system.

Programs such as IPMItool and IPMIutil are industegware standards that can both be used to
configure and issue IPMI commands. More informatarboth tools can be found at
http://ipmiutil.sourceforge.net/docs/UserGuiated
http://ipmitool.sourceforge.net/manpage.htt®MItool comes with Linux and IPMlutil is
available for download throudtttp://ipmiutil.sourceforge.nét/

More Information on IPMI can be found through
http://www.intel.com/content/www/us/en/servers/ipntiat-is-ipmi.htmland
http://en.wikipedia.org/wiki/Intelligent_Platform_&hagement_Interface

Enabling IPMI on a Linux System

To use IPMI on a Linux system, tigni service must be running. Use the service ipmi status
command to determine if the service is running.

If the service is running, the output will be siamito:

# service ipmi status
ipmi_msghandler module loaded.
ipmi_si module loaded.
ipmi_devintf module loaded.
/dev/ipmi0 exists.

If the service is not running, use theipmi service start command to start the service.

74

# service ipmi start
Starting ipmi drivers: [ OK ]
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Accessing IPMI on a Linux System

007-5916-003

On a Linux system, use the ipmitool command to access IPMItool.

On a local system, simply use tipenitool command with the command it should run:
# ipmitool<  command>

For example:
# ipmitool power status
Chassis Power is on

From a remote system, you must also specify a hest, and password to access the system:

# ipmitool -H < host >-U < user >-P < password > power status
For example:
# ipmitool -H 137.38.64.3 -U admin -P Passwordl power status

Chassis Power is off

Note: To access IPMI from a remote system, the BMC orldbal system must be configured
for network access. (Refer to “Setting the BMC I&deess” on page 60 for the procedure to
enable network access.)

75



2: System Interfaces

76 007-5916-003



Chapter 3'

System Software

Overview

Important; DoNOT install any software from3Bparty sites (unless for Windo®sAll software
required to monitor and operate MIS platforms iaik@ble throughttp://support.sgi.coror by
contacting your SGI support representative.

This chapter contains information on each of tHensoe sets necessary for zoning MIS Servers
and JBODs:

« “Downloading & Installing Software,” on page 81,

e “Operating Zones 1.4.2 for CentOS, Linux, & Windgiwon page 88,

e “Creating the Drive Groups in MegaRAID (CentOSnlx & Windows),” on page 102,

e “Formatting the Drives Using YaST2 in Linux,” orage 107,

e “Windows Server Manager,” on page 112,

e “CLI Zoning Tool, version 1.4,” on page 118,

e “Disk RAID Support,” on page 145.

Zoning is required when multiple SAS connectiores @perational, in order to stop drives from
being affected by other non-owner SAS controlletBAs). Zoning allows the various SAS

connections to be accessible only to the drivestti®gy own. Essentially, zoning allows an
administrator to control which HBAs can access Whidves. Whempen zoningis enabled, all

5 MIS hardware is WHQL certified for Microsoft® Winds® 2008 R2 SP1. Customers who wish to run
Windows buy only the hardware from SGI. The custoim¢hen responsible for operating system indialha
and configuration, and all support arrangementh Wiicrosoft. SGI does not provide technical supfort
Windows drivers, utilities (including IPMIutil), déce manager, etc.
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the SAS connections can access all of the drivesd&al-slotted SAS drivebpth slots will be
exposed, so the drives will show twgice. This situation will cause conflict between the A

Caution: Do not assign two HBAs to the same drive setsiasal cause data collisions.

Zoning can be either hard or soft. In hard zongagh device is assigned to a particular zone, and
this assignment does not change. In soft zoninggcdassignments can be changed by the
network administrator to accommodate variationthéxdemands on different servers in the
network. New drive sets are “zoned in” to existiriye sets using the zoning software described
later in this chapter.

Phy-based zoning allows you to split the drivesveeh two I/Ocardsin a JBOD (though it also
may be used when only one I/O card is present).

Note: Zones 1.4.2 for CentOS, Linux, & Windows longer requireshe presence of an LSI
MegaRAIDcard. The MegaRAID Storage Managenogram however, is still necessary.

There are two main tools for zoning: the SGI Zoagglication and the SGI CLI Zoning Tool.
Both zoning tools require the presence of otheggams in order to operate. The Zones
application offers a GUI interface, and can nowezdBODs (version 1.3 and later). The CLI
Zoning Tool can zone in the absence of an operatstem, but is a command-line only
application, now with expanded features (versighahd later).

Important; The Zones program is installed and run on the seme wish to zone. JBODs are
zoned through their SAS connection to an MIS Semening the Zones or CLI programs, or
directly through the hardware using the CLI Zoniag! installed on a laptop, and an Ethernet
cable connected to the MIS-S9D proprietary netwiotdrface (Figure 3-44).

Even though MIS Servers and JBODs are shippedaeiting from SGI manufacturing, it is
assumed that this zoning will be eliminated andaegd with your desired zoning. Any RAID sets
will need to be cleared and set to unconfiguredddoefore zoning (see “Creating the Drive
Groups in MegaRAID (CentOS, Linux & Windows),” ormage 102 for more information).
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Section Guide
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Inside the first section you will find instructions downloading and installing the software
needed. The next two sections give instructiornisamto use the software to zone MIS Platforms.
The final section contains information on the diffiet RAID configurations available, advantages
and disadvantages of each configuration, as wedkaspractices.

« “Downloading & Installing Software” and “Requirdabwnloads,” on page 81,

> ‘“Installing MegaRAID Storage Manager for CentO81i page 82

> ‘“Installing Zones 1.4.2 for CentOS,” on page 83

> ‘“Installing MegaRAID Storage Manager for Linux,’hqpage 84,

> ‘“Installing Zones 1.4.2 for Linux,” on page 85,

> ‘“Installing MegaRAID Storage Manager for Windowsi page 87,

> ‘“Installing Python for Windows,” on page 87,

> ‘“Installing Zones 1.4.2 for Windows,” on page 88,
The second section presents the new “OperatingZbde? for CentOS, Linux, & Windows,” on
page 88, including step-by-step instructions forrfibg MIS Server Platforms,” “144 Drives

Setup,” “Zoning MIS JBOD Platforms,” “Phy-based Ziog,” and “Formatting the Drives,” on
page 113.

e “Operating Zones 1.4.2 for CentOS, Linux, & Windgiwon page 88,

> “Zoning MIS Server Platforms,” on page 88,

> “Opening a Session,” on page 90,

> “144 Drives Setup,” on page 92,

> “Saving Zoning Configuration,” on page 94,

> “Zoning MIS JBOD Platforms,” on page 95,

> “Phy-based Zoning,” on page 98,

> “Loading a CSV File to Zones,” on page 100,
Sections three, four, and five cover “CreatingBhize Groups in MegaRAID (CentOS, Linux &
Windows),” on page 102, “Formatting the Drives UsMgST2 in Linux,” on page 107, and

“Windows Server Manager,” on page 112 to finish bp hecessary steps for configuring MIS
platforms.
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e “Creating the Drive Groups in MegaRAID (CentOShilx & Windows),” on page 102
* ‘“Formatting the Drives Using Command Line in Ce8tCon page 105

> “Verify Drives Seen,” on page 105

> “Adding a New Drive,” on page 105

> “Formatting Drives,” on page 106
e “Formatting the Drives Using YaST2 in Linux,” orage 107

> “Verify Drives Seen,” on page 109,

> “Partitioning Drives,” on page 109,
e “Windows Server Manager,” on page 112

> “Windows Server Manager,” on page 112,

> “Formatting the Drives,” on page 113,
The next section details the “CLI Zoning Tool, versl1.4,” the command-line-only tool that is
run from a host machine connected to the MIS Saw@BOD through the MIS-S9D proprietary
network interface. The CLI Zoning Tool requires gresence of Python version 2.6 or 2.7 on the
host machine in order to run. Python is standarthost Linux-based machines, and will need to
be installed for Windows-based machines for the Zaning tool to run. (See “Installing Python
for Windows,” on page 87). “Preparing to Zone usthg CLI Zoning Tool,” on page 123 gives

instruction on what is necessary before “Editingl 8hackCLLini file for CentOS & Linux,” on
page 124 and “Editing the .csv File for the CLI ZupiTool,” on page 129.

e “CLI Zoning Tool, version 1.4,” on page 118,
> “Preparing to Zone using the CLI Zoning Tool,” page 123
e “Editing the ShackCLLini file for CentOS & LinuXon page 124,
e “Editing the ShackCLLini file for Windows,” on pge 125,
> “CLI Zoning Tool Main Menu,” on page 127
> “Editing the .csv File for the CLI Zoning Tool,"ropage 129,
Finally, “RAID Configuration Notes,” on page 146 dapms the special considerations in creating
RAID arrays for use on StorBricks, that is, theme RAID configurations, namely 6+2 and 7+2,

that ensure there is no single point of failurétanStorBricks within the MIS system. This section
details how to manage those concerns.

e “Disk RAID Support,” on page 145,
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> “RAID Configuration Notes,” on page 146
> “Spare Drives,” on page 148.

Downloading & Installing Software

All software downloads can be found by gointtip://support.sgi.comogging in with your SGI
account credentials, and navigating to the softwarenload section. This should be your primary
source for downloading any software used by the Mé8orms. If difficulties arise, contact your
SGI Support Technician for assistance.

Zoning the MIS Server and JBOD platforms requiresain software. Which software you need
to download and install to zone your system wilbeled on the operating system on the MIS
Server. MIS Servers and JBODs can also be zornée imbsence of an operating system using the
CLI (Command Line Interface) Zoning Tool. Howeviie CLI zoning tool requires a cable
connection through the MIS-S9D proprietary netwiotkrface (Figure 3-44) in order to zone.
Otherwise, the operating system installed on tleg 8oves is what determines which software to
download and use to zone.

Download the software for the operating system usethe MIS Server.

Required Downloads

No MIS Operating System— SGI CLI Zoning Tool 1.4 on host machingth Python 2.6 or
2.7 installed

MIS Linux and Linux-based systems (CentOS, Red Hat} LSI MegaRAID Storage
Manager for Linux, SGI Zones 1.4.2 for Linux & Wims, IPMItool

MIS Windows 2008 R1 SP2 systems LS| MegaRAID Storage Manager for Windows,
Python 2.7 for Windows, SGI Zones 1.4.2 for Linux\ndows, IPMIULil

6 If the host laptop/server running the CLI ZoningTT.4 is a Windows machine, Python
for Windows is also required.
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Installing MegaRAID Storage Manager for CentOS

Note: MegaRAID Storage Manager is not necessary for zpaging the CLI Zoning Tool.

The MegaRAID Storage Manager is used to prepardrities for zoning, prior to using the Zones
tool, and for creating the drive groups after zgrtias been performed using the Zones tool.
Currently, there is no specific version of MegaRASbrage Manager for CentOS, but since
CentOS is Linux-based, MegaRAID Storage ManagetL.fioux is used instead.

1. Go tohttp://support.sgi.conmlog in with your credentials.

2. Search for MegaRAID Storage Manager for Linux¢antact SGI Customer Support
for the latest supported version.

3. Select the latest version for Linux and savetdre file in a directory easily found
from a command line interface, such/lagme/<user_name>

4. Open a shell prompt by selectiAgplications from the desktop main menu, then
selectingSystem ToolsandTerminal, or right-click on the desktop and cho@3pen
Terminal from the menu presented.

5. Change to the directory where ther file was saved (i.e# cd
/home/<user_name>/ ).

6. Untarthetar file (e.g.# tar -zxvf
13.04.03.01_Linuz(x86)_MSM.tar ).

7. You should see an output of files and a new thrgaalleddisk . Change to thdisk
directory (i.e.cd disk )

8. Run the installation by typingnstall

9. Pressy to accept the License Agreement. A menu with thlewing options comes up:

Press 0 to exit from the installation

Choose[1-5]:

(1) - Complete
This option will install all the program features

(2) - client
This option will only install components required t o]
remotely view and configure servers

(3) - StandAlone
This option will only install components required f or
local server management

(4) - Local
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This option will only install components required f or
local configuration

(5) - Server
This option will only install components required f or

remote server management
10. Select optiod - Complete

11. When the installation is finished, close the omnd line interface, and access
MegaRAID Storage Manager from tA@plications drop-down menu on the desktop.

Installing Zones 1.4.2 for CentOS

Zones 1.4.2 for Linux (proprietary SGI softwareg@npatible with CentOS 6.3 and later, and is
used to zone drives on the MIS Server platform @rehtually MIS JBOD units as well). To
install the software complete the following instiians.

1. Go tohttp://support.sgi.comog in with your credentials, and download Zothek?2 for
Linux (or contact SGI Customer Support for thesamupported version) and save in
the/opt directory.

2. Open a shell prompt by selectiAgplications from the desktop main menu, then
selectingSystem ToolsandTerminal, or right-click on the desktop and cho@3pen
Terminal from the menu presented.

3. Change to thiopt directory and unzigones_1.4.2.zip (e.g.,# unzip
Zones_1.4.2.zip ). A Zones folder will appear, thus creating tfapt/Zones
directory.

Warning: Zonesmustbe installed in the/opt/Zones/ directory or it will not work.

4. Change directory into the neZones folder (e.g.# cd /opt/Zones )

5. Look for the folderdBODandMIS. During copying, these folders names may change
to lower case versionjbod andmis . If so, rename them back to all-capitalized
versions.

Starting Zones 1.4.2 for CentOS
Run the Zones program by opening a shell promptabgctingApplications from the desktop

main menu, then selectir8ystem ToolsandTerminal, or right-click on the desktop and choose
Open Terminal from the menu presented. Change to/tipt/Zones  directory by typinged
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/opt/Zones . Run Zones by typing python Start.py from the command line and
pressingenter.

Installing MegaRAID Storage Manager for Linux

Note: MegaRAID Storage Manager is not necessary for zpaging the CLI Zoning Tool.

The MegaRAID Storage Manager is used to prepardrities for zoning, prior to using the Zones
tool, and for creating the drive groups after zgrtias been performed using the Zones tool.

1. Go tohttp://support.sgi.corlog in with your credentials, and search for Me§¢D
Storage Manager for Linux, or contact SGI CustoBwgpport for the latest supported
version.

2. Select the latest version for Linux and savetdwe file to a directory that is easy to
navigate to using a command line interface (éx@me/<user_name> ).

3. Change directory to where you have saved yaur file (e.g.,# cd
/home/<user_name> )

4. Untar thetar file, # tar -zxvf <filename.tar> (e.g.,-zxvf
13.04.03.01_Linuz(x86)_MSM.tar )

5. You should see an output of files and a new thrgaccalleddisk . Change to thdisk
directory (i.e.cd disk )

6. Run the installation by typinginstall

7. Press to accept the License Agreement. A menu with tlewing options comes up:
Press 0 to exit from the installation
Choose[1-5]:
(1) - Complete
This option will install all the program features
(2) - client
This option will only install components required t o]
remotely view and configure servers
(3) - StandAlone

This option will only install components required f or
local server management

(4) - Local
This option will only install components required f or
local configuration

(5) - Server
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This option will only install components required f or
remote server management

8. Select optiorl - Complete

9. When the installation is finished, isséstartupui.sh command to start
MegaRAID Storage Manager GUI (i.&., ./startupui.sh ).

MegaRAID Storage Manager GUI for Linux will appear.

Installing Zones 1.4.2 for Linux
Zones 1.4.2 for Linux is proprietary SGI softwarsed to zone drives on the MIS Server platform
and MIS JBODs. To install the software completefttl®wing instructions.

1. Go tohttp://support.sgi.corog in with your credentials, and download Zofhek2 for
Linux, or contact SGI Customer Support for thedatesrsion.

2. UnzipZones_1.4.2.zip from the command line (e.gt,unzip
Zones_1.4.2.zip ). A Zones folder will appear.

3. Copy theZones folder into thelopt  directory, thus creating thlept/Zones
directory.

Warning: Zonesmustbe installed in the/opt/Zones/ directory or it will not work.

4. Change directory into the neZones folder (e.g.# cd /opt/Zones )

5. Look for the folderdBODandMIS. During copying, these folders names may change
to lower case versionod andmis . If so, rename them back to all-capitalized

versions.

Starting Zones 1.4.2 for Linux

Run the Zones program from tfept/Zones directory by typing# python Start.py
from the command line and pressiggter.
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Enabling IPMI on a Linux System

To use IPMI on a Linux system, tipgni service must be running. Use #®vice ipmi status
command to determine if the service is running.

If the service is running, the output will be siamito:
# service ipmi status
ipmi_msghandler module loaded.
ipmi_si module loaded.
ipmi_devintf module loaded.
/dev/ipmi0 exists.

If the service is not running, use thervice ipmi start command to start the service.
# service ipmi start
Starting ipmi drivers: [ OK ]

Accessing IPMI on a Linux System

On a Linux system, use tli@nitool command to access IPMItool.

On a local system, simply use tipenitool command with the command it should run:
# ipmitool <  commanc

For example:
# ipmitool power status
Chassis Power is on

From a remote system, you must also specify a hest, and password to access the system:
# ipmitool -H < host -U < usep -P < password power status

For example:

# ipmitool -H 137.38.64.3 -U admin -P Passwordl power status
Chassis Power is off

Note: To access IPMI from a remote system, the BMC orldbal system must be configured
for network access. (Refer to “Setting the BMC I&dfess,” on page 60 for the procedure to
enable network access.)
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Installing MegaRAID Storage Manager for Windows

Note: MegaRAID Storage Manager is not necessary for zpaging the CLI Zoning Tool.

The MegaRAID Storage Manager is used to prepardrikies for zoning, and to create the drive
groups after zoning.

1. Go tohttp://support.sgi.corlog in with your credentials, and search for Me§¢D
Storage Manager for Windows, or contact SGI Custddupport for the latest
supported version.

2. Click Accepton the license agreement page and install.
3. Once installed, select MegaRAID Storage Managen fthe list of Programs available,
and click to run.

MegaRAID Storage Manager GUI for Windows will appea

Installing Python for Windows

Both Zones 1.4.2 for Windows and the CLI Zoning Meguire Python be installed on the
machine that will perform the zoning. Zones 1.42Windows uses Python 2.7. The CLI Zoning
Tool will work on Python 2.6 or 2.7.

1. Go tohttp://support.sgi.corriog in with your credentials, and select the i@rof
Python required, or contact SGI Customer Supporthie latest approved version.

2. Download and start the installation.

3. The installation will ask which directory in wiico install python (the default is
c:\Python##\ where## is the version number).

4. On theCustomize Pythonpane, clickNext.
5. OntheComplete Python Installation pane, click=inish.

Note: It may be necessary to set the variable path fénd?yin Windows. If errors occur after
installation saying “cannot find path,” see ChaefTroubleshooting,” for more information.
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Installing Zones 1.4.2 for Windows
Zones 1.4.2 for Windows is proprietary SGI softwarsed to zone drives on the MIS Server and
JBOD platforms.

1. Go tohttp://support.sgi.comog in with your credentials, and download Zothek?2 for
Windows, or contact SGI Customer Support for thesreleased version.

1. ExtracttheZones.zip files to the destination foldenProgram Files (x86)\.
This will create the directory:\Program Files (x86)\Zones\

2. In the directonC:\Program Files (x86)\Zones\ , look for the extracted file
pygtk-all-in-one-2.22.6.win32-py2.7.msi . Run by double-clicking on it.

Starting Zones 1.4.2 for Windows

Run Zones by typingtart.py  from the command line and presskgter.

Operating Zones 1.4.2 for CentOS, Linux, & Windows

This updated release of Zones features the fangjtegohic user interface, and is streamlined to
make zoning faster and easier to execute. Zone fbACentOS & Linux and Zones 1.4.2 for
Windows both function the same, with only a sligtiterence in appearance. The following
instructions work for Linux (CentOS) and Windowssiens, though only images from the Linux
version appear here. For instructions on how toZwomes 1.4.2, see “Starting Zones 1.4.2 for
CentOS,” on page 83, “Starting Zones 1.4.2 for Lifion page 85, or “Starting Zones 1.4.2 for
Windows,” on page 88.

Zoning MIS Server Platforms

Upon opening, Zones will display the current zondogfiguration, if present and if the previous
zoning was done by the Zones tool.

Note: Zones will not display the previous zoning configlion if zoning was previously done
using the CLI Zoning Tool.
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Drives that are currently installed in the systeithlve highlighted and a check mark will be in
their corresponding box. In the following exampiéglre 3-1) Drive 0 is zoned for every
StorBrick @Brick 0 throughBrick 7) on Adapter O.

Zones interface

Figure 3-1 Zones 1.4.2 — Current Zoning Configuration

To begin zoning, click the button on the bottonthef home scree®tep 1: Create a New Session
(Figure 3-2).

Figure 3-2 Zones 1.4.2 — Bottom Row of Buttons
This will give you the option t@pen a CSV SessiarOpen a New Sessigror Cancelthe create

new session operation (Figure 3-3). Sel@gien New Session(How to use CSV Sessions is
covered in “Loading a CSV File to Zones,” on pag®J}0
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Opening a Session

Figure 3-3 Zones 1.4.2 — Step 1: Opening a Session

This will bring up aNew Sessioprompt, asking you to create an alias name foséssion
(Figure 3-4). This alias name will be used to createne-stamped folder with that alias,
necessary to store the files used to zone the mexchY MMDD_HHMMSS _aliasThis folder
will be stored in théopt/Zones/MIS folder for Linux and th&€:\Program Files
(x46)\Zones\MIS folder for Windows. After entering a session aligligck OK.
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Figure 3-4 Zones 1.4.2 — New Session Alias

Note: Aliases have a 64 character limit and may not éorgpaces or non-alpha-numeric
characters. If used, a warning message will ap{fégure 3-5).

Figure 3-5 Zones 1.4.2 — Warning Box, Alias Rules
The home screen will now display the number of éalggpresent in the system. In this example

(Figure 3-6), all four adapters are present, whiah loe seen by the four new tabs at the top,
labeledAdapter 0, Adapter 1, Adapter 2, andAdapter 3. This would be the result of having a
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144 Drives Setup

92

single server with four adapters, or a dual sema&echine with two adapters per server. If the MIS
Server was a dual server with only one adaptesg@efer, only two adapter tabs would show.

Figure 3-6 Zones 1.4.2 — Top Menu Bar and Adapter Tabs

In a dual server configuration, Zones is unabldetermine which adapter belongs to which
server. The user can determine which adapters ¢pétowhich server module by powering on
only one server module and then running the zotinfy The adapter tabs that show up will
belong to the server module that is currently pedeamn.

1. Power on the first server.

Open Zones.

Open a session. (There’s no need to save thsmosads
Make note of which adapter in Zones belongs ab skrver.
Exit Zones.

Power on the second server module.

Start Zones again.

© N o g > 0D

The user may then continue to zone.

Next, enable all the drives by clicking tBaow All button at the bottom of the home screen
(Figure 3-2). This will enable all the slots, andiyean now select which drives you would like
associated with which adapter.

If the machine is populated with 9mm profile SSIivds, this allows two drives per slot in the
machine. It splits the slot, creating primary aadandary drives. By default, only primary drives
are seen. To zone the drives on the secondary gtaiswill first need to go to thBetupmenu
option (Figure 3-7) on the top menu bar and selddtDrives
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Figure 3-7 Zones 1.4.2 — Setup Menu Options

Before being allowed to continue, the following wiaig will appear (Figure 3-8). If you duot
have a 144-drive system, you can selecQharcelbutton. If youdo have a 144-drive system,

click OK.

Figure 3-8 Zones 1.4.2 — Warning 144 Drive Configuration

The following diagram (Figure 3-9) shows the layofithe primary and secondary drives in the
StorBrick.
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Figure 3-9 StorBrick Diagram for 144-Drive Systems

Saving Zoning Configuration

94

Once you have allocated the drives to the desidagtars, you can save the configuration by
clicking on the buttonStep 2: Save SessiofThis saves the configuration in the session folde
and enables th8tep 3: Download Sessiobutton (Figure 3-2).

Clicking on theStep 3: Download Sessiobutton brings up thBrick Selectionwindow
(Figure 3-10). This allows you to select which StacBs will be updated with the new
configuration information. Once selected, clickihg OK button downloads the new
configuration to the StorBricks. When complete, Brek Selectionwindow will disappear.
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Figure 3-10 Zones 1.4.2 — Brick Selection Window

To complete the zoning process, the machine must BOWER-CYCLED (turned
off and turned back on again) for the new configuratia to re-flash the firmware
files and accept the new settings for each StorB#c Simply rebooting the machine
will not suffice.

Zoning MIS JBOD Platforms

007-5916-003

There are two scenarios for zoning JBODs: the fissumes the JBOD is networked to an MIS
Server platform, the second is when a JBOD is nié®ebto a non-MIS Server. If the JBOD is
connected to an MIS Server, the JBOD can be zopetidking onSetupfrom the menu bar
(Figure 3-7) and selectingone JBOD.

To zone a JBOD attached to a non-MIS Server, chemipe/opt/Zones/JBOD  directory and
typepython JGUIl.py , or through Windows by typingGUl.py from the command line in
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the C:\Program Files (x86)\Zones\JBOD\ directory. That will bring up thdBOD
Zoning Tool interface (Figure 3-11).

Figure 3-11 Zones 1.4.2 — JBOD Zoning Interface

To begin, click on the buttoistep 1: Open SessiofFigure 3-2).
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Figure 3-12 Zones 1.4.2 — JBOD Open Session Window

This displays the Open Session window (Figure 3-fi2ye you have the option @pen New
SessionOpen CSV Sessionor Cancelthe operation. If you have a CSV with the desiexing
configuration, you can choo§pen CSV Session(See “Loading a CSV File to Zones,” on
page 100 for more information.) Otherwise, click@pen a New Sessian

Note: Figure 3-12 state§o load a .CSV file, please fill out IBOD_Templatesv. This
template can be found in the /opt/Zones directonjf the JBOD_Template.csv template file
is unavailable, another template can be foundarapt/Zones/JBOD/ directory for CentOS
& Linux, and in theC:\Program Files (x86)\Zones\JBOD directory for Windows. It
is calledFirst.csv
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Phy-based Zoning
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This will bring up theNew Sessiomprompt, asking for &ession Aliago be associated with the
zoning configuration. This alias name will be ugsedreate a time-stamped folder with that alias,
necessary to store the files used to zone the machhis folder will be stored in the
/opt/zones/JBOD  directory for Linux and irC:\Program Files

(x86)\Zones\JBOD  for Windows. After entering a session alias, clik (Figure 3-13).

Figure 3-13 Zones 1.4.2 — JBOD New Session Alias

Phy-based Zoning is automatically enabled as theaption. Phy-based zoningallows you to
split the drivedetween two 1/0 CARDS(Figure 1-13 on page 11), though it also may be used
when only one 1/O card is present.

With Phy-based zoningthe main JBOD zoning window will appear with Atiey0 and Adapter
2 available for zoning (Figure 3-14).

The two adapter tabs correspond to the two JBOR#@s the drives can be split between. Which
adapter tab (adapter 0 or adapter 2) belongs tohndBOD 10-card is displayed in the text
window at the bottom of the interface.

Next, enable all the drives by clicking tBaow All button at the bottom of the home screen. This
will enable all the slots, and you can now selddtiv drives you would like associated with which
adapter.

Once you have allocated the drives to the desidagtars, you can save the configuration by

clicking on the buttonStep 2: Save SessiofThis saves the configuration in the session folde
and enables th&tep 3: Download Sessiobutton.
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Figure 3-14 Zones 1.4.2 — JBOD Phy-based Zoning Interface

Clicking on theStep 3: Download Sessiobhutton brings up thBrick Selectionwindow
(Figure 3-15). This allows you to select which StacBs will be updated with the new
configuration information. Once selected, clickihg OK button downloads the new
configuration to the StorBricks. When complete, Bk Selectionwindow will disappear.
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Figure 3-15 Zones 1.4.2 — JBOD Brick Selection Window

To complete the zoning process, the machine in quiEs must then be power-cycled
(turned off and turned back on again) for the new onfiguration to re-flash the
firmware files and accept the new settings for eacBtorBrick.

Loading a CSV File to Zones

The following refers to both MIS Server platfornmedaMIS JBOD platforms. Many times it is
economical to use a CSV file that contains therrguobnfiguration and load that into the machine,
rather than creating a zoning configuration eatie from scratch. When this is the case, open the
tool appropriate to the machine on which you arekwg (either Server or JBOD zoning tools),
and clickStep 1: Open SessioFigure 3-2 on page 89).

7 Loading a CSV file always results in Phy-based agni
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In theOpen Sessiomwindow (Figure 3-3 on page 90), sel@pen CSV SessionThis will bring
up the file selection window (Figure 3-16).

Figure 3-16 Zones 1.4.2 — Choose CSV File Window

Browse to the location to where the desired CS¥ifilstored, select it, and cli€. This will
prompt you with a selection f&trimary Only or Primary and Secondary(Figure 3-17).

Figure 3-17 Zones 1.4.2 — CSV Load: Primary Only or Primary Sedondary
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Place a check next to the bBximary Only, unless you are running a platform with a 144 esiv
(smaller profile 9mm drives that fit two drives—miary and secondary—per slot), in which case,
choosePrimary and Secondary After making your selection, cliodRK.

A Warning box, asking you if you are sure you want to camigFigure 3-18).

Figure 3-18 Zones 1.4.2 — CSV Warning Window

Clicking OK loads the configuration file to the StorBricks.d@rcomplete, thé/arning box will
disappear.

The machine must now be power-cycled (turned off ahback on again) for the

changes to re-flash the firmware files and take efict the new settings for each
StorBrick.

Creating the Drive Groups in MegaRAID (CentOS, Linu  x & Windows)

Power on the machine to complete power-cycle. QpegaRAID. Right-click on the expander
and selecCreate a Virtual Drive (Figure 3-19).
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Figure 3-19 MegaRAID — Create a Virtual Drive

A screen will pop up asking you to chod&&ienple or Advanced (Figure 3-20). In Simple mode,
the drives are chosen for you. In Advanced mode,get to choose the drives, and are given
additional selections in RAID levels, allowing fepanned (00, 10, 50, 60) drives.

Figure 3-20 MegaRAID — Create Virtual Drive Mode
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Figure 3-21 Create Virtual Drive — Drive Group Settings

ChooseNrite Back BBU (battery back-up unit). This mode is the safestthe fastest, and will
automatically switch from caching mode to writeagght-to-disk whenever battery power has
reached lowWrite Through writes straight to diskWrite Back is a cached data flow.

Warning: If you select Write Back and power to the system ist, data is lost.

Click Next, and a summary screen verifying settings will @p€igure 3-22).

Figure 3-22 Create Virtual Drive — Summary

If the settings are correct, cli¢knish, and clickOk.
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Formatting the Drives Using Command Line in CentOS

CentOS does not use YaST2 like other Linux-basstkgys. Instead, drives may be formatted and
mounted using command line.

You will need to be at thewot or addsudo before each command.

Verify Drives Seen

To view the drives already recognized by the systssue the following command:

[root@serverl# Is /dev/sd*

Adding a New Drive

If adding a new drive, you will need to make a piart and format it. If not, skip the following
steps. These steps will create a single partitiahwill take up the entire drive.

[root@server]# fdisk /dev/sdb

WARNING: DOS-compatible mode is deprecated. It's st rongly recommended
to
switch off the mode (command 'c’) and chan ge display units to
sectors (command 'u’).

Command (m for help):

Switch off DOS compatible mode and change the doitectors:
Command (m for help): ¢

DOS Compatibility flag is not set

Command (m for help): u

Changing display/entry units to sectors

Create a new partition by typimg We will then select this as a primary partitiondnteringp
and select this as the first partition by enteting

Command (m for help): n

Command action
e extended
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p primary partition (1-4)
p
Partition number (1-4): 1
First cylinder (1-182401, default 1):
Using default value 1
Last cylinder, +cylinders or +size{K,M,G} (1-182401
Using default value 182401

We can review our results by entering
Command (m for help): p

Disk /dev/sdb: 1500.3 GB, 1500301910016 bytes
255 heads, 63 sectors/track, 182401 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 512 byt
I/O size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x00000000

Device Boot  Start End Blocks
/dev/sdb1l 1 182401 1465136001

Write (save) the part ion by entering

Command (m for help): w
The partition table has been altered!

To format the drives, issue the commankfs.ext4 /dev/sdbl

mke2fs 1.41.12 (17-May-2010)

Filesystem label=

OS type: Linux

Block size=4096 (log=2)

Fragment size=4096 (log=2)

Stride=0 blocks, Stripe width=0 blocks

91578368 inodes, 366284000 blocks

18314200 blocks (5.00%) reserved for the super user
First data block=0

Maximum filesystem blocks=0

11179 block groups

32768 blocks per group, 32768 fragments per group

, default 182401):

es

Id System
83 Linux
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8192 inodes per group
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 8 84736, 1605632,
2654208,
4096000, 7962624, 11239424, 20480000, 23887872, 71663616, 78675968,

102400000, 214990848

This will take some time, arM/riting inode tables: with numbers will detail progress.

Mount the New Drive

If you don't already have a mount point, make dités is the directory you will able to access the
newly mounted drive.

[root@server]# mkdir /mnt/backup
We can now mount the partition we created eartighé new mount point:

[root@server] mount /dev/sdbl /mnt/backup

Formatting the Drives Using YaST2 in Linux

Drives may be formatted using YaST2 PartitioneL.ilrux, the folders that the drives will be
mounted to need to be created first. Each mouhihedd a new folder. Some Linux customers
will have the ability to issue the YaST2 commandhding up a GUI to partition drives.
Otherwise, drives are formatted and mounted usimgneand line.
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Figure 3-23 YaST2 — Server Manager GUI

1. Issue YaST2 command (i.&.yast2 ) to launch the YaST2 Server Manager GUI
(Figure 3-23).
2. Double-clickPartitioner to launch.

3. A warning message will appear (Figure 3-24). Clek
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Figure 3-24 YaST2 — Warning Message

Verify Drives Seen
4. \Verify that all of your disks have appeared undard Disks (Figure 3-25).

Figure 3-25 YaST2 — Drives Have Appeared

Partitioning Drives

5. UnderHard Disks, select the disk you would like to partition atidic Add at the bottom of
the screen (Figure 3-26).
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Figure 3-26 YaST2 — Add Button

6. Select the partition size (Figure 3-27) and chiek«t.

Figure 3-27 YaST2 — Select Partition Size

7. Format the partition usingxt3 , mount the disk to your desired folder, and chkékish
(Figure 3-28).

Figure 3-28 YaST2 — Format & Mount the Drive

8. \Verify the partition shows up (Figure 3-29) andicNext.
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Figure 3-29 YaST2 — Check for Partition

9. ClickFinish (Figure 3-30).

Figure 3-30 YaST2 — Click Finish

It may take several minutes for the system to mtumdisk.
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Figure 3-31 YaST2 — Disk Mounting (in process)

Once the disk is mounted (Figure 3-31), the systd@hreturn you to the beginning YaST2 GUI.

Windows Server Manager

In Windows, open Server Manager (Figure 3-32).

Figure 3-32 Windows Server Manager — Disk Management
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Verify Drives Seen

Verify that the only disks the system sees areesystrives, and that they are labe@d .

Note: Unconfiguring drives removes them from the system.

Formatting the Drives
Drives are formatted using Windows Server Manageyufe 3-33). OpeBerver Manager—the

screen should start Bisk Managementwith the drives showing. If not, clicRtoragein the
system tree, and clidRisk Management The collection of disks/RAID sets will now show.

Figure 3-33 Server Manager — Disk Management

Right click in the grey area of the first non-systeisk. In the menu that appears, chdogalize
Disk (Figure 3-34).
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Figure 3-34 Server Manager — Initialize Disks

A pop-up window will appear, showing all the unialized disks (Figure 3-35).

Warning: Be sure to selecGPT (GUID Partition Table).

Figure 3-35 Server Manager — Select GPT (GUID Partition Table)

Click OK. All the disks should now show &@nline (Figure 3-36).
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Figure 3-36 Server Manager — Disks Initialized and Online

Right click the first non-system disk. Sel&gw Simple Volume(Figure 3-37).

Figure 3-37 Server Manager — New Simple Volume

Click Next at theNew Simple Volume Wizardwelcome screen (Figure 3-38). Select the size of
the volume in MB and cliclext (Figure 3-39).
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Figure 3-38 Server Manager — New Simple Volume Wizard

Figure 3-39 New Simple Volume Wizard — Volume Size
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Figure 3-40 New Simple Volume Wizard — Assign Drive Letter ati®

Choose the drive letter to be assigned or dliekt for the next drive letter available (Figure 3-40).

Figure 3-41 New Simple Volume Wizard — Format Partition

Select the format settings to be used, and diekt (Figure 3-41).
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Figure 3-42 New Simple Volume Wizard — Settings Confirmation

Click Finish to format the disks (Figure 3-42). New volumes wflbw in the Disk Management
window below the volumes (Figure 3-43).

Figure 3-43 Server Manager — New Simple Volume

CLI Zoning Tool, version 1.4
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Note: T10-based zoning is not available for JBODs attihie. Future releases will support
T10-based zoning for JBODs

This updated release of the CLI Zoning tool introeki proprietary SGI software, used to zone
drives on a MIS Server platform and MIS JBOD urilise tool also supports diagnostic functions
useful to Field Service. The CLI Zoning Tool contathe following features:

e Allows for Zoning JBODs with a single JBOD-10 PCBAPHY-Based Zoning.
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* Includes the 'Expert Mode' commands to aid in ésing issues with MIS Enclosures.
* Real-time PHY configuration information available

*  Connection to JBOD-IO or fan base for command etien

*  Prints JBOD-IO status and fan base status

* Ability to erase Persistent Flash regions prograahiny ShackCLI

* New 'hints' in Initialization file for JBOD

Installing CLI Zoning Tool on CentOS or Linux Host
The CLI Zoning Tool is proprietary SGI softwareeddo zone drives on the MIS Server platform
and MIS JBOD units. To install the software:
Create a directory for the applicationkdir /opt/ShackCLI

Go tohttp://support.sgi.corand log in with your credentials.

1
2
3. Download the latest version 8hackCLI_release xxx.zipinto the above directory
4

Extract the filesunzip ShackCLI_release xxx.zip

Installing CLI Zoning Tool on Windows Host

The CLI Zoning Tool on a Windows host machiequires the presence of Pythoyversion 2.6
or 2.7 installed on the host. Follow the instrucsi@iven in the subsequent section, “Installing
Python for Windows,” prior to running the CLI Zogifool.

To install the CLI Zoning Tool software:

1. Go tohttp://support.sgi.corand log in with your credentials.

2. Download the CLI Zoning Tool for Windows, versitr.

3. UnzipShackCLI_release_xxx . The program will ask if you want to create a
directory name for thezip  file, C:\python##\ShackCLI\ , Where## is the
version number of Python installed.

4. Click Yes
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Note: T10 Zoning is unsupported at this time. Future ie@s of the CLI Zoning Tool will
support T10-based zoning.

The basic idea of Zoning is fairly simple, if yoardt need to know the mechanics of PHY-based
zoning. The goal is to allow Initiators to see sfpedlisk drives or not see specific disk drives
based on your zoning policy. Typically, zoning skiooe configured by the customer to spread
across the StorBricks as much as possible. Wheg BAID controllers, it isiot recommended

to have multiple Initiators seeing the same driug,is supported if the user so chooses.

The ShackCLI uses Comma Separated Values (CSg)tfil the user creates to apply Zoning
changes. The format of the CSV file is meant topdifinthe Zoning configuration down to a
simple Initiator to drive connection matrix. Theg8RCLI expects a specific format for all CSV
files used for Zoning:

Table 3-1 Zoning Configuration

|Drive Hlnitiator 1 Hlnitiator 2 Hlnitiator 3 ||Initiator4 Hlnitiator 5 Hlnitiator 6 Hlnitiator 7 Hlnitiator 8 |
0 1 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 D
2 0 0 1 0 0 0 0 D
3 0 0 0 1 0 0 0 D
4 1 0 0 0 0 0 0 0
5 0 1 0 0 0 0 0 0
6 0 0 1 0 0 0 0 0
7 0 0 0 1 0 0 0 D
8 1 0 0 0 0 0 0 D
9 1 0 0 0 0 0 0 D
10 0 1 0 0 0 0 D D
11 1 0 0 0 0 0 D D
12 0 0 0 0 0 0 0 D
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Table 3-1 Zoning Configuration

prive [|initiator 1 |[initiator 2 [|initiator 3 [|initiatora ~|Initiator 5 [|imitiator 6 [|nitiator 7 [mniiators |
13 0 0 0 0 0] 0 0 D

14 0 1 0 0 0] 0 0 D

15 0 0 0 0 0 0 0 D

16 0 0 0 0 0 0 0 D

17 0 0 0 0 0 0 0 D

Column 0 is the drive and columns 1-8 are thedtutis. Each StorBrick may contain up to 18 disk
drives when using the SGI 2.5" drive adapter otau® disk drives when using 3.5" disk drives.
There is an implied relationship between the DNkembers and the StorBrick numbers where
Drive 0-8 is StorBrick 0, drive 9-17 is StorBrickdtc. Blank rows are supported to help in
formatting. If you are not using 2.5" drives, desite the drives 72-143 for Servers, and 82-163
for JBBODs in the CSV file, and fill the cells wigeroes so the ShackCLI will know to not map
any Initiators to those drives.

A '1'in a cell means the Initiator in that columiil be connected to the drive in the row. A '0' in
a cell means the Initiator in the column will net tonnected to the drive in the row.

All Initiators may be connected to any or all dswa no Initiators may be connected to any drive.
Any combination of Initiator to Drive connectivifyossible in the CSV file will be supported in
the Enclosure, therefore there is no combinatidmitifitor to drive Zoning that is not supported.
It is up to the user to determine how they wardltocate drives to Initiators.

For Servers, Initiator 0 is mapped to PHY 7 on theticks and connects to HBA 0O, Initiator 1
is mapped to PHY 6 on the StorBricks and conneci4Ba 1, etc.

For JBODs, since there are up to two JBOD-10s PCBB&D-IO 0 connects to PHY 7/6 on the
StorBricks and JBOD-IO 1 connects to PHY 5/4 on3terBricks. For the StorBrick 8 the PHY
mapping is JIBOD-10 0 connects to PHY 5/4 and JB@DtIconnects to PHY 7/6 on the
StorBrick. The ShackCLI automatically programs JBOMth the appropriate Initiator to PHY
Zoning so you do not have to handle StorBrick 8 diffgrent than any other StorBrick.

If the user wants to read the current zoning otoeBsick and selects menu option 2, the
ShackCLI will print zoning information on a PHY-hasvhere Initiators are connected to specific
PHYs on the StorBrick. In the following exampleg tBhackCLI is printing zoning information
for StorBrick 0 in a JBOD Enclosure, and automditycallows for the wide ports previously
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described. If you enter a 1 in the cell correspogdo StorBrick O drive 0, the display will show
Initiator 0/1 connected to drive 0. If you entek & the cell corresponding to StorBrick O drive 1,
the display will show Initiator 2/3 connected tover 1. This is due to everything in PHY-based
Zoning is connected with PHYSs.

Table 3-2 Phy Based Zoning Table for StorBrick O

|Drive Hlnitiator 0 Hlnitiator 1 Hlnitiator 2 ||Initiator 3 |
00 X X 0 0
01 0 0 X X
02 X X 0 0
03 0 0 0 0
04 0 0 0 0
05 0 0 X X
06 0 0 0 0
07 0 0 0 0
08 0 0 0 0
09 0 0 0 0
10 0 0 0 0
11 0 0 0 0
12 0 0 0 0
13 0 0 0 0
14 0 0 0 0
15 0 0 0 0
16 0 0 0 0
17 0 0 0 0

The CLI Zoning Tool performs changes through theafSComma Separated Values (CSV) files.
A Session is defined as the act of querying, eglisaving, and downloading the expander's binary
zoning information.
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The CLI Zoning Tool runs on any CentOS/Linux/Windokost that has Python 2.6 or Python 2.7
installed. Most Linux-based systems come with Pytfithe target MIS JBOD/Server does not
require an OS since the CLI Zoning Tool uses thebfase firmware to access the StorBricks.
Table 3-3 is how the Zone Groups (ZG) are implentbiriehe MIS Enclosure.

Table 3-3 Zone Group Implementation

Zone Group ||Description

ZG0 The Dead Zone that only talks to ZG 127
ZG0 - ZG1 Always enabled

72G2-3 Enabled for initiators

ZG2 For Initiators that have SMP Zoning Access
ZG3 Initiators that have access to Broadcast
2G4-7 Reserved per SAS Specification

Z2G8-15 The eight possible initiators

ZG16-96 For drives 0-80 for 81 possible drives
2G97-127 Reserved in the MIS implementation
Z2G128-208 For drives 81 - 161. If using 9mm 2.5Vdsi

A configuration file is used by the CLI applicatitmzone the StorBrick#\ set of standard
configuration files are included with the CLI Zoning Tool software packageA custom file
can be created, using a spreadsheet applicatiothandaving it as asv file (see “Editing the
.csv File for the CLI Zoning Tool,” on page 129).

Preparing to Zone using the CLI Zoning Tool

CLI Zoning uses the MIS-S9D proprietary networlenfiéice. This interface is to be used when
zoning using the CLI Zoning Tool, or when accessheyFan Base Service Page. It is located at
the front of the chassis at the upper right coRgjure 3-44). The chassis must be slid out forward
at least one inch in order to connect a networkecgBee “Sliding the Chassis
Forward/Backward,” on page 152.) Ensure the MIS exysts powered on.

007-5916-003 123



3: System Software

Figure 3-44  MIS-S9D Proprietary Network Interface

Use an Ethernet cable to connect a server/laptaping either a CentOS, Linux, or Windows
operating system and the CLI Zoning applicatioriveafe. The network port connected to the
server/laptop must be set182.168.0.xxx (10 will do). The static IP address of the fan base
is set t0192.168.0.3 . Verify connectivity to the fan base witlpang command to
192.168.0.3  from the server/laptop. If there is no responsdheping times out, it will be
necessary to power cycle the MIS Server or JBOD.

Editing the ShackCLL.ini file for CentOS & Linux

124

In the/opt/ShackCLI directory, open up th8hackCLL.ini file with a text editor or vi.

The following is a sample file:

[main]

# Input filename. This must be either a pathname or a simple
# dash (-), which signifies we'll use standard in.

input_source = cli

target = 192.168.0.3

[maxsize]

# When we hit this threshold, we'll alert for maxim um
# file size.

threshold = 100

[display]

show_footer = yes

# Fill up all SB infomation before going to Menu

auto_fill = no
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[default]

#MIS_Variant = JBOD

MIS_Variant = SERVER

NUM_JBODIO =2

#ETH_Variant = JBODIO

ETH_Variant = FANBASE

storbrick=01234567

#storbrick=012345678

cmd = menu

pcsv = /opt/ShackCLI/MIS-Server_4HBA_zoning_PCSV.cs Y

zcsv = Jopt/ShackCLI/ZonePhy_Default.csv

pbcsv = /opt/ShackCLI/MIS-JBOD_1-IOMOD_zoning_PBCSV .csv

#pcsv = C:\Python##\ShackCLI\MIS-Server_4HBA_zoning _PCSV.csv
#zcsv = C:\Python##\hackCLI\ZonePhy_Default.csv

#pbcsv = C:\Python##\ShackCLI\MIS-JBOD_1-IOMOD_zoni ng_PBCSV.csv

First, verify that the target IP addres482.168.0.3  and is not commented out (i.e., there is
no# at the beginning of the line). Next, make the mekechanges to the file, as follows.

1. Setthe MIS Variant to the type of system to tweer, JBODor SERVER(Be sure the
other is commented out.)

Change the StorBrick count to be eitBei for a server, 00—8 for a JBOD.
Select the type of zoning file to be ugedv , zcsv , orpbcsv .

Add the path to where the configuration filedsdted.

Unless issues develop, leave the remaining satscat default.

Save th&hackCLL.ini file and close.

Change to thept/ShackCLI/Compiled_Python_2.x/ wherex is the
version of Python you are running.

N oo g M 0w DN

8. Execute the CLI commangdython ShackCLI.pyc —ini
../ShackCLl.ini -—cmd menu

This will set the StorBricks to debug mode, angldig a menu (“CLI Zoning Tool Main Menu,
on page 127).

Editing the ShackCLL.ini file for Windows
In theC:\python##\  directory, open up th8hackCLL.ini file with an editor or vi.

The following is a sample file:
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[main]

# Input filename. This must be either a pathname or
# dash (-), which signifies we'll use standard in.
input_source = cli

target = 192.168.0.3

[maxsize]

# When we hit this threshold, we'll alert for maxim
# file size.

threshold = 100

[display]

show_footer = yes

# Fill up all SB infomation before going to Menu
auto_fill = no

[default]

#MIS_Variant = JBOD

MIS_Variant = SERVER

NUM_JBODIO =2

#ETH_Variant = JBODIO

ETH_Variant = FANBASE
storbrick=01234567
#storbrick=012345678

cmd = menu

pcsv = /opt/ShackCLI/MIS-Server_4HBA_zoning_PCSV.cs

zcsv = Jopt/ShackCLI/ZonePhy_Default.csv

pbcsv = /opt/ShackCLI/MIS-JBOD_1-IOMOD_zoning_PBCSV
#pcsv = C:\Python##\ShackCLI\MIS-Server_4HBA_zoning
#zcsv = C:\Python##\ShackCLI\ZonePhy_Default.csv

#pbcsv = C:\Python##\ShackCLI\MIS-JBOD_1-IOMOD_zoni

First, verify that the target IP addres482.168.0.3

a simple

um

\Y

.Csv

_PCSV.csv

ng_PBCSV.csv

and is not commented out (i.e., there is

no# at the beginning of the line). Next, make the mekechanges to the file, as follows.
1. Setthe MIS Variant to the type of system to tveerd, JBODor SERVER(Be sure the

other is commented out.)

o g M w N

## is the version of Python installed.

Add the path to where the configuration fileasdted.

Save theshackCLL.ini file and close.

Change the StorBrick count to be eithei for a server, 00—8 for a JBOD.

Unless issues develop, leave the remaining sahscat default.

Change to the:\Python##\ShackCLI\Compiled_Python_##\ directory where
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7. Execute the CLI commangdython ShackCLI.pyc —ini
.\ShackCLl.ini -—cmd menu

This will set the StorBricks to debug mode, angidig a menu (“CLI Zoning Tool Main Menu”).

CLI Zoning Tool Main Menu

Version 1.4.0 Default Menu

###H## Zoning Commands ####

1) Set Active StorBrick(s)

2) Display Current StorBrick(s) Zoning

3) Update StorBrick(s) Permissions Table From CSV
4) Update StorBrick(s) Phy Zones From CSV

5) Update StorBrick(s) Phy Based Zoning from CSV
6) Change Zoning type (Server <-> JBOD)

7) Save current StorBrick(s) Zoning to CSV

8) Toggle Expert Mode

0) Exit CLI - back to command prompt

Please enter your selection:

When the ShackCLlI is used in menu mode the siregdlifnenu is displayed. This menu only
includes commands associated with the Zoning feataf the ShackCLI. Operation of the
ShackCLI in terms of Zoning has not changed fromsiea 1.0.

Table 3-4 CLI Zoning Tool Menu Options and Descriptions

|Menu Option HDescription ‘
1) Set Active This menu option allows user to select the Stoikgsicto act
Storbrick(s) upon. The StorBricks may be entered in any ordér2@ 456 7

or76543210,orinsubsets: 0 or 0 1, eturbick numbers
must be less than or equal 7 for MIS Server arsitien or equal
8 for MIS JBOD.

2) Display Current Displays the Zoning configuration that is currergtgred in the
StorBrick(s) Zoning StorBricks.

3) Update StorBrick(s) This menu option uses tlesv file described in theni file
Permissions Table From under the headingtsv ' to modify the Zoning Permission
Csv Tables for the selected StorBricks. If c&v file has been

specified in théni  file the CLI Zoning Tool will prompt you for
the name of thesv file to use.
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Table 3-4

CLI Zoning Tool Menu Options and Descriptiofg®@ntinued)

|Menu Option

| ‘Description

4) Update StorBrick(s)
Phy Zones From CSV

This menu option uses tlesv file described in theni  file
under the heading¢av ' to modify the PHY Zone Groups for the
selected StorBricks. If nesv file has been specified in tira
file the CLI Zoning Tool will prompt you for the nee of thecsv
file to use.

5) Update StorBrick(s)
Phy Based Zoning from
Csv

This menu option uses tlesv file described in theni file
under the headingpbcsv ’ to modify the Phy-based Zoning
Tables for the selected StorBricks. This is the aulpported
Zoning configuration for MIS JBOD and is an optibna
configuration for MIS Server.

6) Change Zoning type
(Server <-> JBOD)

This menu option allows you to change the zonimpg tirom
SERVER/JBOD to JBOD/SERVER.

7) Save current
StorBrick(s) Zoning to
Csv

This menu option allows you to save the currenfigonation of
the Enclosures Zoning in a file. This file is cortipke with the
CLI commands that requirecav file to update Zoning.

8) Toggle expert mode

This menu option displays all the menu options latée.

0) Exit CLI - back to
command prompt

This menu option will exit the CLI Zoning Tool.

When ready to zone, complete the following insiard.

1. Execute option 7 to make a copy of the currenfigaration (be sure to addsv as
the file extension). Exampl®l1S-System1-zoning-092012-121103.csv

2. Editthe.csv

different name so as not to over write the saves on

Change the name in tdackCLLini

file to point it to the new file.

4. Select option 5 for PHY.

When finished, select option 8 to show the expdndenu, and then option 13 to reset

the fan base.

6. Choose option 6, when it asks if you really warproceed, seledtes

7. Next, select 0 for Phy-based, the type of zotiag was set in the configuration.

8. Select option 13 again to reset the fan basegzrinthe CLI.

file to the desired zone configuration. Once sitisfsave the file with a
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9. Power-cycle the MIS Server and reboot any head-atring controller of a
JBOD to refresh the information in the servers.

Editing the .csv File for the CLI Zoning Tool

007-5916-003

A configuration file made of comma separated valaéssv " file) is used by the CLI application
to zone the StorBricks. A set of standard confijarefiles are included with the software
package. A custom file can be created, using adgheet application and then saving it as a
.csv file.

Figure 3-45 on page 130 is a block diagram of MIS DB&orBrick SBO. The other eight
StorBricks for the MIS JBOD repeat this, but arfsetfto other lanes from the 1/O modules.

Table 3-5 gives a portion ofasv file. A 1 in the spreadsheet indicates that the drive istipre
is accessible by the above HBA. Théndicates that the path is disabled.

Table 3-5 Zone Group Implementation

SBO HBA-A HBA-B HBA-C HBA-D N/U N/U N/U N/U
Drive Indicator 1 ||Indicator 2 ||Indicator 3 ||Indicator 4 ||Indicator 5 ||Indicator 6 ||Indicator 7 ||Indicator 8
0 1 0 0 0 0 0 0 D

1 0 1 0 0 0 0 0 0

2 0 0 1 0 0 0 0 0

3 0 0 0 1 0 0 0 D

4 1 0 0 0 0 0 0 D

5 0 1 0 0 0 0 0 D

6 0 0 1 0 0 0 0 0

7 0 0 0 1 0 0 0 D

8 1 0 0 0 0 0 0 D
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Figure 3-45 Block diagram of MIS Server StorBrickBO
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Version 1.4.0 Expanded Menu

#### Zoning Commands ####
1) Set Active StorBrick(s)
2) Display Current StorBrick(s) Zoning
3) Update StorBrick(s) Permissions Table From CSV
4) Update StorBrick(s) Phy Zones From CSV
5) Update StorBrick(s) Phy Based Zoning from CSV
6) Change Zoning type (Server <-> JBOD)
7) Save current StorBrick(s) Zoning to CSV
8) Toggle Expert Mode
##HH System Testing Commands ###H
##HH# Expert Mode Commands  ####
9) Display StorBrick(s) Settings
10) Display CLI Settings

11) Enter StorBrick CLI (Must select a single StorB rick)
12) Reboot Fan Base - will not reset StorBricks
13) Reset Fan Base - Danger. This will reset StorBr icks

14) Force StorBrick(s) into Debug Mode

15) Exit StorBrick(s) Debug Mode

16) Display PHY Error Counters for selected StorBri cks
17) Display PHY Information for selected StorBricks

18) Display StorBrick UUID for selected StorBricks

19) Display StorBrick Firmware Revision Levels for Selected StorBricks
20) Change state of JBODIO ID LED - off, on blink

21) Clear Persistent Flash

22) Display Fan Base Status

23) Display JBODIO Status

24) Change Polling of Expanders by Fan Base or JBOD 10
25) Display Disk Drive Status

26) Change Power State of a Disk Drive

27) Power Cycle test

28) Update StorBrick UUID

29) Write/Read Buffer Test

0) Exit CLI - back to command prompt

Please enter your selection:

Select option 8 from the simplified menu to entguaat mode. When ikxpert Mode
additional features of the ShackCLI are made abkla

9) Display StorBrick(s) Settings

This option displays the following information alidlie StorBricks that have been selected in the
Configuration file:
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1. Total Errors — total communication errors logggdhe ShackCLI during this session.
This value should always be zero unless there @mbnare or firmware errors in the
Enclosure.

EXP SAS Address — SAS address of the expand#reoStorBrick.
SXP SAS Address — SAS address of the target Mé expander on the StorBrick.
STP SAS Address — SAS address of the STP fathander on the StorBrick.

Permission Table Loaded — When this valuéds then the ShackCLI has read the
current configuration of the Zoning Permission Eainlto the local memory.

o > WD

6. Debug Mode Enabled — When this valu¥ és then the selected StorBrick is in debug
mode and ready to accept commands from the SERaicte

Example Output of Menu option (9):

StorBrick 0:
Total Errors: 0
EXP SAS Address: 0x5000ED572A851180
SXP SAS Address: 0x5000ED572A8511BD
STP SAS Address 0x000000000000003E
Permission Table Loaded: No
Debug Mode Enabled: Yes

10) Display CLI Settings

This menu option prints the current settings ofcB@d.I. Generally these settings come from the
Initialization file passed to the CLI at run timetbmay be changed by actions of the user during
operation of the ShackCLI.

Example Output of Menu option (10):

MIS CLI current settings:
MIS Variant; JBOD
StorBricks:
StorBrick 0 is active
StorBrick 1 is active
StorBrick 2 is active
StorBrick 3 is active
StorBrick 4 is active
StorBrick 5 is active
StorBrick 6 is active
StorBrick 7 is active
StorBrick 8 is active
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Using Fan Base at IP 10.4.3.229

Permission Table range: 0 through 255

Using CSV file for Permissions Table Update:
C:\Shackleford\ShackZzone\ShackZone\One_Initiators_ 72_drives.csv
Using CSV file for Phy Zone Update None

Using CSYV file for Phy Based Zoning Update

C:\Shackleford\ShackZzone\ShackZone\Two_Initiators_ 36_drives_jbod.csv
CLI Version: Shack CLI: Version 1.4.0.0 Date: 01/24 /2013
11) Enter StorBrick CLI (Must select a single StorB rick)

Menu option 11 allows SGI to debug the StorBrickdwaare and firmware and generally would
not be used by customers or field service. If yashwio use the StorBrick CLI you must select a
single StorBrick using the Initialization file oréviu option 1.

12) Reboot Fan Base - will not reset StorBricks

Menu option 12 will reboot the Fan Base withouetérg the StorBricks.

13) Reset Fan Base - Danger. This will reset StorBr icks

Menu option 13 will reset the Fan Base and theB3toks. All the StorBricks in the Enclosure
shall be reset regardless of the CLI settings.

14) Force StorBrick(s) into Debug Mode

Menu option 14 allows the user to place the setkSterBricks into Debug Mode which allows
the ShackCLI to communicate with the StorBrickeintl CLIs. At the start of ShackCLI the
selected StorBricks shall be placed into Debug nadematically. If the selected StorBricks
changes during the session this menu option alfogvaser to place the newly selected StorBricks
into Debug Mode.

15) Exit StorBrick(s) Debug Mode

Menu option 15 allows the user to place the seteSterBricks in default mode. This action will
result in the selected StorBricks being reset.
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Warning: Use this option at your own risk if you are usingtie ShackCLI on an enclosure
that is performing 1/O.

16) Display PHY Error Counters for selected StorBri cks

Menu option 16 prints the PHY error counters far sklected StorBricks. PHYs with an abnormal
error count may be experiencing issues requiriggraice action. Note that the current release of
the Fan Base Firmware will truncate the PHY eveninters section of the output due to overflow
of the receive buffer. The PHY Events are usedhi@rnal StorBrick Firmware functions and may
change in subsequent StorBrick Firmware releases.

> InvWrdCnt - Invalid work count error count.
> DispErrCnt - Running Disparity error count.
> LossSynccnt - Loss of Sync error count.

> RstSeqgFailCnt - Reset sequence failed count.

PHY mapping to drive slots:

PHY Drive
Slot
11
8
25
13
17
22
15
19
20
10
10 9
11 24
12 12
13 16
14 23
15 14
16 18
17 21

O©Coo~NOOOULhd, WNEO
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Note: The PHY error counters for the drive slots aredagfly zero. If you see large values in any
of the PHY errors for drive slots you probably haveissue with that drive slot that needs
attention.

INFO: PHY Error Counters for StorBrick 0

Phy Layer Error Counters

InvWrdCnt DispErrCnt LossSyncCnt RstSeqFailCnt

Phy 00 0x00000000 0x00000000 0x00000000 0x00000000
Phy 01 0x00000000 0x00000000 0x00000000 0x00000000
Phy 02 0x00000000 0x00000000 0x00000000 0x00000000
Phy 03 0x00000000 0x00000000 0x00000000 0x00000000
Phy 04 0x00000000 0x00000000 0x00000000 0x00000000
Phy 05 0x00000000 0x00000000 0x00000000 0x00000000
Phy 06 0x000001e0 0x0000019a 0x0000001e 0x00000000
Phy 07 0x0000007a 0x00000065 0x0000001e 0x00000000
Phy 08 0x00000000 0x00000000 0x00000000 0x00000000
Phy 09 0x00000000 0x00000000 0x00000000 0x00000000
Phy 10 0x00000000 0x00000000 0x00000000 0x00000000
Phy 11 0x00000000 0x00000000 0x00000000 0x00000000
Phy 12 0x00000000 0x00000000 0x00000000 0x00000000
Phy 13 0x00000000 0x00000000 0x00000000 0x00000000
Phy 14 0x00000000 0x00000000 0x00000000 0x00000000
Phy 15 0x00000000 0x00000000 0x00000000 0x00000000
Phy 16 0x00000000 0x00000000 0x00000000 0x00000000
Phy 17 0x00000000 0x00000000 0x00000000 0x00000000
Phy 18 0x00000000 0x00000000 0x00000000 0x00000000
Phy 19 0x00000000 0x00000000 0x00000000 0x00000000
Phy 20 0x00000000 0x00000000 0x00000000 0x00000000
Phy 21 0x00000000 0x00000000 0x00000000 0x00000000
Phy 22 0x00000000 0x00000000 0x00000000 0x00000000
Phy 23 0x00000000 0x00000000 0x00000000 0x00000000
Phy 24 0x00000000 0x00000000 0x00000000 0x00000000
Phy 25 0x00000000 0x00000000 0x00000000 0x00000000
Phy 26 0x00000000 0x00000000 0x00000000 0x00000000
Phy 27 0x00000000 0x00000000 0x00000000 0x00000000
Phy 28 0x00000000 0x00000000 0x00000000 0x00000000
Phy 29 0x00000000 0x00000000 0x00000000 0x00000000
Phy 30 0x00000000 0x00000000 0x00000000 0x00000000
Phy 31 0x00000000 0x00000000 0x00000000 0x00000000
Phy 32 0x00000000 0x00000000 0x00000000 0x00000000
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Phy 33 0x00000000 0x00000000 0x00000000 0x00000000
Phy 34 0x00000000 0x00000000 0x00000000 0x00000000
Phy 35 0x00000000 0x00000000 0x00000000 0x00000000

Link Layer Event Counters

Event # Event Type Event Threshold

12ah 0x00000000
240h 0x00000000
341h 0x00000000
42dh 0x00000000

Phy # EventDatal EventData2 EventData3 EventData4

Phy 00 0x00000000 0x00000000 0x00000000 0x00000000
Phy 01 0x00000000 0x00000000 0x00000000 0x00000000
Phy 02 0x00000000 0x00000000 0x00000000 0x00000000
Phy 03 0x00000000 0x00000000 0x00000000 0x00000000
Phy 04 0x01606392 0x00000000 0x014904b8 0x000003bc
Phy 05 0x06b084c1 0xec636528 0x025a2c23 0x000003ab
Phy 06 0x0053e9df 0x00000000 0x004bd5a9 0x00000356
Phy 07 0x016b6a91 0x3237dda3 0x0088112f 0x00000359
Phy 08 0x03cf2b5b 0x01d18ca5 0x76319c04 0x00000001

Phy 09 0x00000000 0x00000000 0x00000000 0x00000000
Phy 10 0x00000000 0x00000000 0x00000000 0x00000000
Phy 11 0x00e45221 0x00717733 0x1afe520c 0x00000001

Phy 12 0x00000000 0x00000000 0x00000000 0x00000000
Phy 13 0x00000000 0x00000000 0x00000000 0x00000000
Phy 14 0x00000000 0x00000000 0x00000000 0x00000000

17) Display PHY Information for selected StorBricks

Menu option 17 displays details on all 36 PHY stfar selected StorBricks expanders. In the
following example the PHY information for StorBri€kin a JBOD is displayed. Note that PHYs
7,6 and 5, 4 are configured as wide ports and tteveame SAS address associated.

In a server configuration there are allowancesifoto four HBAs with a single SAS lane attached
to each of the HBAs on expander PHYs 7-4. The SBhtkses the information in the current
configuration file to determine if the enclosur&i§BOD or a server and configures zoning
appropriately, without user intervention.
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INFO: Retrieving PHY Information for StorBricks: [0 ]
INFO: PHY Information for StorBrick 0
SSSSSSS CONN CONN CONN MAP DFE
PHY ZONE STMSTMA ROUTE TYPE ELEM PHY PHY ADAPT
PHY TYPE NLR CNG ZONE CTRL PPPPPPT ATTACHED SAS ADDR TYPE INDX LINK ID VAL
CNT GRP BUS IITTTA

00 0x0 0x00 0x00 0x00 ------- D 0x00 0x00 0x00 000

01 0x0 0x00 0x00 0x00 ------- D 0x00 0x00 0x00 001

02 0x0 0x00 0x00 0x00 ------- D 0x00 0x00 0x00 002

03 0x0 0x00 0x00 O0x00 ------- D 0x00 0x00 0x00 003

04 EXP 6.0 0x01 0x20 0x00 ----- 1- 5000EDS57_2ED 64300 T 0x00 0x00 0x00 004 Ox1
05 EXP 6.0 0x01 0x07 0x00 ----- 1- 5000ED57_2ED 64300 T 0x00 0x00 0x00 005 0x0
06 EXP 6.0 Ox3f Oxcc 0x00 ----- 1- 5000ED57_DEA D203F T 0x00 0x00 0x00 006 Ox0
07 EXP 6.0 Ox3f Oxee 0x00 ----- 1- 5000ED57_DEA D203F T 0x00 0x00 0x00 007 Ox1
08 END 6.0 0x01 Oxe0O 0x00 ---1--- 5000C500_40A B40C1 D 0x20 0x01 0x00 008 0x0
09 END 6.0 0x01 0xO07 0x00 ---1--- 5000C500_40A B40C2 D 0x00 0x00 0x00 009 0x0
10 END 6.0 0x01 0x40 0x00 ---1--- 5000C500_409 3FBD2 D 0x20 0x09 0x00 010 0x0
11 END 6.0 0x01 0x00 0x00 ---1--- 5000C500_409 3FBD1 D 0x20 0x00 0x00 011 0x0
12 0x0 0x00 0x00 0x00 ------- D 0x20 0x0C 0x00 012

13 0x0 0x00 0x00 0x00 ------- D 0x20 0x03 0x00 013

14 0x0 0x00 0x00 0x00 ------- D 0x20 OxOF 0x00 014

15 0x0 0x00 0x00 0x00 ------- D 0x20 0x06 0x00 015

16 0x0 0x00 0x00 0x00 ------- D 0x20 0xOD 0x00 016

17 0x0 0x00 0x00 0x00 ------- D 0x20 0x04 0x00 017

18 0x0 0x00 0x00 0x00 ------- D 0x20 0x10 0x00 018

19 0x0 0x00 0x00 0x00 ------- D 0x20 0x07 0x00 019

20 0x0 0x00 0x00 0x00 ------- D 0x20 0x08 0x00 020

21 0x0 0x00 0x00 0x00 ------- D 0x20 0x11 0x00 021

22 END 6.0 0x01 Oxdd 0x00 ---1--- 5000C500_40A AF695 D 0x20 0x05 0x00 022 0x0
23 END 6.0 0x01 Oxee 0x00 ---1--- 5000C500_40A AF696 D 0x20 OxOE 0x00 023 0x0
24 END 6.0 0x01 0x60 0x00 ---1--- 5000C500_40A B1102 D 0x20 OxOA 0x00 024 0x0
25 END 6.0 0x01 0x07 0x00 ---1--- 5000C500_40A B1101 D 0x20 0x02 0x00 025 0x0
26 0x0 0x00 0x00 O0x00 ------- D 0x00 0x00 0x00 026

27 0x0 0x00 0x00 0x00 ------- D 0x00 0x00 0x00 027

28 0x0 0x00 0x00 0x00 ------- D 0x00 0x00 0x00 028

29 0x0 0x00 0x00 0x00 ------- D 0x00 0x00 0x00 029

30 0x0 0x00 0x00 0x00 ------- D 0x00 0x00 0x00 030

31 0x0 0x00 0x00 0x00 ------- D 0x00 0x00 0x00 031

32 0x0 0x00 0x00 0x00 ------- D 0x00 0x00 0x00 032

33 0x0 0x00 0x00 O0x00 ------- D 0x00 0x00 0x00 033

34 0x0 0x00 0x00 O0x00 ------- D 0x00 0x00 0x00 034

35 0x0 0x00 0x00 0x00 ------- D 0x00 0x00 0x00 035

SXP END 6.0 0x01 0x00 0x00 1-11--- 5000ED57_2A8 511BD D O0x2F 0x00 0x00 036
STP  0xO 0x00 0x00 0x00 ----1-- D 0x2F 0x00 0x00 037

EXP END 6.0 0x01 0x00 Ox00 ---1-1- 5000ED57_2A8 51180 D 0x00 0x00 0x00 038
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18) Display StorBrick UUID for selected StorBricks

Menu option 18 displays the current UUID programritgd each of the selected StorBricks.

19) Display StorBrick Firmware Revision Levels for

138

Selected StorBricks

Menu option 19 displays all the StorBrick firmwasewisions of the selected StorBricks. The
STORBRICK-x (where x = 0 in the example) should chahe slot number of the StorBrick.

INFO: Retrieving Firmware Revision Information for
INFO: Firmware Revision Information for StorBrick O

StorBricks: [0]

Hardware Revision Information:-

Vendor ID:SGI CORP

Product ID:STORBRICK-0

Product Revision Level:Minor = 0x16, Unit = 0x00
Component ID:0x0223 (Bond Option :36)
Component Revision Level:5(B3)

Firmware Revision Information:-

Active Firmware: Active Image

Boot Image:
Revision: 1.22.0.0
Platform Name: SGI - Shackleford STORBRICK
Version Name: STORBRICK-01.22.00.00 01/21/13
Firmware Family: 1 OemFamily: O
Fast Boot: No Image Address: 0x14000000

Active Image:
Revision: 1.22.0.0
Platform Name: SGlI - Shackleford STORBRICK
Version Name: STORBRICK-01.22.00.00 01/21/13
Firmware Family: 1 OemFamily: O
Fast Boot: No Image Address: 0x14080000

Backup Image:
Revision: 1.20.0.0
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Platform Name: SGI - Shackleford STORBRICK
Version Name: STORBRICK-01.20.00.00 07/20/12
Firmware Family: 1 OemFamily: O

Fast Boot: No Image Address: 0x14100000

SDK Revision:-

HAL Revision: 1.0.0.6
SES Revision: 1.0.0.7
SCE Revision: 1.0.0.1

20) Change state of JBOD-IO ID LED - off, on blink

21) Clear Persistent Flash

Menu option 20 changes the state of the JBOD-IQHD. This is the blue LED on the JBOD-IO
PCBA and is generally used to locate the enclosuitee rack (see “JBOD LEDs” in Chapter 2):

INFO: ID LED State is currently Off
Enter '0' to turn off, -1' to turn on or '1' to bl ink:

Menu option 21 will clear the persistent flashddtirselected StorBricks. This option will clear all
changes made by the ShackCLI over this sessiomlapcevious ShackCLI sessions and when
the selected StorBricks are reset whatever haslbadad in the primary manufacturing image
regions will become the current active image. Wse dommand if you have made changes with
the ShackCLI from which you want to back out, dhiére was an error reported by the ShackCLI
during configuration.

22) Display Fan Base Status
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Menu option 22 will display fan base status, inahgdall the voltage and temperature sensor
information the fan base has gathered from theBSitks:
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Please enter your selection: 22

FANID FAN Name Power On LED Blue LED Green FANID FANTACH
0 0 100 1 0 1 0 11160
1 1 100 1 0 1 2 11430
2 2 100 1 0 1 4 11520
3 3 100 1 0 1 6 11250
4 4 100 1 0 1 8 11160
5 5 100 1 0 1 10 11610

StorBrick 1D Temp Sensor Name  Status_txt Age Reading

0 0 SBExpander Temp0 Ok 18054 29.0
0 1 Intake TempO Ok 8062 22.0
0o 2 SBMid TempO Ok 28069 23.0
1 0 SBExpander Templ Ok 17120 30.0
1 1 Intake Templ Ok 7127 22.0
1 2 SBMid Templ Ok 27134 22.0
2 0 SBExpander Temp2 Ok 16187 28.0
2 1 Intake Temp2 Ok 6193 23.0
2 2 SBMid Temp2 Ok 26201 23.0
3 0 SBExpander Temp3 Ok 15253 29.0
3 1 Intake Temp3 Ok 5260 23.0
3 2 SBMid Temp3 Ok 25266 22.0
4 0 SBExpander Temp4 Ok 14319 30.0
4 1 Intake Temp4 Ok 4326 23.0
4 2 SBMid Temp4 Ok 24333 23.0
5 0 SBExpander Temp5 Ok 13386 38.0
5 1 Exhaust Temp5 Ok 3393 32.0
5 2 SBMid Temp5 Ok 23400 32.0
6 0 SBExpander Temp6 Ok 12451 39.0
6 1 Exhaust Temp6 Ok 2459 32.0
6 2 SBMid Temp6 Ok 22465 32.0
7 0 SBExpander Temp7 Ok 11518 39.0
7 1 Exhaust Temp7 Ok 1525 31.0
7 2 SBMid Temp7 Ok 21532 33.0
8 0 SBExpander Temp8 Ok 10583 39.0
8 1 Exhaust Temp8 Ok 590 32.0

8 2 SBMid Temp8 Ok 20598 31.0
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StorBrick ID
0
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Volt Sensor Name

A
1.8V
5V
12v
3.3V
1v
1.8V
5V
12v
3.3V
v
1.8V
5V
12v
3.3V
v
1.8V
5V
12v
3.3V
v
1.8V
5V
12v
3.3V
v
1.8V
5V
12v
3.3V
1v
1.8V
5v
12v
3.3V
1v
1.8V
5V
12v
3.3V
1v
1.8V
5V
12v
3.3V

Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok
Ok

Age
28044
18051
8059
48067
38074
27110
17118
7125
47132
37140
26176
16184
6192
46198
36207
25242
15250
5257
45265
35273
24308
14316
4324
44331
34339
23375
13382
3390
43397
33406
22441
12448
2456
42464
32471
21507
11515
1523
41531
31538
20574
10580
586
40596
30604

Reading
0.998V
1.805V
5.006V
11.952v
3.260V
1.000Vv
1.802v
4.998V
11.968V
3.275Vv
1.001V
1.792Vv
4.992v
11.980V
3.265V
1.000Vv
1.793V
5.008V
11.964V
3.270V
1.000Vv
1.803V
5.008V
11.980V
3.253V
0.995Vv
1.801V
5.002Vv
11.948V
3.248V
0.996V
1.806V
4.990V
11.988V
3.263V
0.999V
1.803V
4.982Vv
11.996V
3.247V
0.997Vv
1.795V
5.012v
11.968V
3.251V
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23) Display JBOD-IO Status

Menu option 23 displays information regarding aBPID-IO PCBAs that are in the enclosure, if
the enclosure is in fact a JBOD. In the followingeple the ShackCLI is retrieving JBOD-10
status for a JBOD populated with two JBOD-10 PCB&sd status for both JBOD-10s is
displayed:

JBODIO PCBA is in slot # 0:

Other JBODIO PCBA present: Yes

Temp Name Status Status_txt Ti mestamp Age Reading
Sensor
0 Expander Temp O Ok 104021 1137 35
1 JBODIO Qutlet Temp O Ok 100021 5195 27
2 LTC2991 Temp O Ok 102021 3252 32
Expander Voltage Sensors:
Volt Sensor Status Time Voltage
Sensor  Name Status Text Stamp Age Reading
0 1v 0 Ok 98010 7322 0.998
1 1.8V 0 Ok 100010 5385 1.797
2 5V 0 Ok 102010 3448 4.986
3 12v 0 Ok 104010 1516 11.952
4 3.3V 0 Ok 96010 9583 3.274

PCBA Voltage Sensors:

Sensor Status  Voltage
Name Status Text Reading
1.0v 1 normal 0.99
1.8V 1 normal 1.79
5V Standby 1 normal 4.95
12v 1 normal 11.89
Reference 1 normal 1.50
LED Name State
power on
status_green on
status_amber off
id off

lan_activity off
hdd_activity off

JBODIO PCBA is in slot # 1:
Other JBODIO PCBA present: Yes
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Temp Name Status Status_txt
Sensor
0 Expander Temp O Ok
1 JBODIO OutletTemp 0 Ok
2 LTC2991 Temp O Ok

Expander Voltage Sensors:
Volt Sensor Status Time

Sensor Name Status Text Stam
0 1V 0 Ok 685438
1 1.8V 0 Ok 685440
2 5V 0 Ok 685442
3 12v 0 Ok 685444
4 3.3V 0 Ok 685436

PCBA Voltage Sensors:

Sensor Status  Voltage
Name Status Text Reading
1.0v 1 normal 1.00
1.8v 1 normal 1.79
5V Standby 1 normal 4.94
12v 1 normal 11.94
Reference 1 normal 1.49
LED Name State
power on
status_green on
status_amber off
id off

lan_activity off
hdd_activity off

24) Change Polling of Expanders by Fan Base or JBOD

Timestamp

685440021
685442021
685444021

p
010

010
010
011
010

-10

Age
6690
4754
2822

888
8957

Age Reading

4502 39
2562 28
621 30

Voltage
Reading
0.997
1.794
4.982
11.992
3.261

Menu option 24 toggles the state of the fan baslBB@D-10 options in terms of polling
StorBricks for voltage and temperature data. Iisiegrs of StorBrick Firmware prior to 1.21.0.0,
the temperature and voltage polling was not supposthile in debug mode, and the JBOD-10
and fan base would report issues with the SMBUSnsonications used for enclosure

management. Use this command if you want to suspellidg of voltage and temperature data

while using the ShackCLI.
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25) Display Disk Drive Status

Menu option 25 displays information about the dsipepulated in the selected StorBricks. Drive
slots that are not populated will show no conne&a& address:

StorBrick: O
Drive SAS Address Power Interface Link
State Type Rate
0  0x5000c5004093fbdl On SAS 6.0
1  0x5000c50040ab40cl On SAS 6.0
2  0x5000c50040ab1101 On SAS 6.0
3 0x0 On SAS 0x0
4 0x0 On SAS 0x0
5 0x5000c50040aaf695 On SAS 6.0
6 0x0 On SAS 0x0
7 0x0 On SAS 0x0
8 0x0 On SAS 0x0

26) Change Power State of a Disk Drive

Menu option 26 allows the user to turn off/on potethe selected disk drives. The ShackCLI
will ask for the StorBrick and drive slot to actamp

27) Power Cycle test

Menu option 27 runs a drive power cycle test orstflected disk drive slots. This test should not
be run while the server/JBOD is connected to a. host

28) Update StorBrick UUID

Menu option 28 allows the user to program the Uihid the StorBrick. This menu option would
not be used by a customer since the UUID is progradhat the factory.

29) Write/Read Buffer Test

Menu option 29 runs a Write/Read buffer test onsthlected StorBricks drive slots. This test
utilizes the StorBricks Embedded SSP Initiatorssuie Write/Read buffer commands to SAS
drives in the enclosure. The user should take ofatee PHY Error Counters prior to running this
test and then take another reading on the PHY Eoointers after running the test to determine
if there are slot issues with the selected driogss|

144 007-5916-003



Disk RAID Support

Disk RAID Support

The MIS platform supports both software and haréwRAID, standard and nested. Disk
performance is improved because more than onecdiske accessed simultaneously. Fault
tolerance is improved because data loss causedhbsdadrive failure can be recovered by
rebuilding missing data from the remaining datpanity drives.

The MIS platform supports the following RAID levels

* RAID 0 (striping without parity or mirroring)

e RAID 1 (mirrored without parity or striping)

* RAID 5 (striping with parity)

* RAID 6 (striping with dual parity)

* RAID 00 (spanned drive group striped set fromréeseof RAID O drive groups)

* RAID 10 (mirrored stripes across spanned driveigs)

* RAID 50 (distributed parity and striping acrosssped drive groups)

* RAID 60 (distributed parity, with two independqarity blocks per stripe in each RAID set,

and disk striping across spanned drive groups)

The onboard MIS Server zoning application is sufgzbin both Windows and Linux operating
systems. There is also an external fan base Cldravh system running either CentOS, Linux, or
Windows can be used to zone the JBOD in additidvii® Servers. When LSI MegaRAID HBAs
are used, they support RAID 0, RAID 1, RAID 5 andliB 6, along with their variants. Where
ever possible, the zoning and RAID selection fMI& Server should provide for the maximum
amount of availability in the event of a StorBrieilure. The StorBrick has four SAS lanes into
it from up to four SAS RAID HBAs. These SAS lanes enputs to a SAS expander that connects
to the drives installed in the StorBrick. Sinceréhare eight StorBrick in the MIS Server, each
with nine drives, the highest availability for thata would be RAID groupings that span the
StorBricks.

Important: Unless specified, all systems shipR&ID 6.
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RAID Configuration Notes

To get the best availability, treat each drive bbas an enclosure. For a RAID 1 with only one
drive per StorBrick in the group, the loss of arBtick does not affect the availability of the data
(Figure 3-46).

Figure 3-46 RAID 1 with One Drive per StorBrick

However, with two drives spanning a StorBrick, thes of a StorBrick will cause the data to be
unavailable until the failed storbrick is replad€igure 3-47).

Figure 3-47 RAID 1 with Two Drives Spanning a StorBrick

For redundancy, choose one drive from each driigk s you build the LUNs. Configure the
drives in a RAID group to span the StorBricks. Fstance, configuring 8 drives from
StorBrick 0 as a RAID 5, 7+1 group will work. Howey# that StorBrick (StorBrick 0) fails, all
8 drives will become inaccessible, making that R4HWup’s data unavailable until the StorBrick
is replaced.

If, however, drive 0 from each StorBricRB0-0, SB1-0, SB2-0, SB3-0, SB4-0, SB5-0,
SB6-0 andSB7-0) is used to make up the RAID 5, 7+1 group, andStoyBrick were to fail,
only one drive of that group would be affected. R&ID 5 algorithm would be able to recover
the data from the remaining drives and the RAIDugravould remain available. Configurations
varies based on needs for capacity versus protectio
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There is also the option to assign both a RAID groedicated spare drive or a global spare drive.
For example, a RAID 5 group could be a 6+1 witledidated spare drive. In a full up system you
would have 9 sets of these RAID groups, all spezadss the StorBricks. One method for greater
capacity is available by configuring 8 groups ofLl7ene group of 6+1 and a global spare. In a
RAID 6 6+2, a spare may not be desirable at albresis already part of the group automatically.
For configurations that maximize storage, can allmavailability of data for a time and/or predict
a high-success rate for StorBricks, very large R8tBups may be desirable. For typical RAID
usage, RAID 5 7+1 or RAID 6 6+2 are most likely.

Warning: Do not configure multiple drives in a RAID group tobe on the same StorBrick.

Since there are eight StorBrick in the MIS Sereach with nine drives, the highest availability
for the data would be RAID groupings that spanStaBricks. For example, a RAID 6
configuration should have eight drives, one frorohe@torBrick. In this configuration, if a
StorBrick failed, the data would still be availabf®r RAID 5 or RAID 6, with one drive per
StorBrick in a group, the loss of a StorBrick (SBBes not affect the availability of the data
(Figure 3-48).

Figure 3-48 RAID 5 or 6 with One Drive per StorBrick

If a larger RAID group is desired, it would neechove multiple drives on a StorBrick. Then if a
StorBrick were to fail, two drives would be unawadie. If this were a RAID 6 implementation,
the data would still be available, though anotherBick failure or even a drive failure in that
group would cause a loss of data availabilityhi§ twere a RAID 5 implementation, the data
would become unavailable until the failed StorBriskeplaced (Figure 3-49).
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Figure 3-49 Loss of a Drive with Multiple Drives on a StorBrick

For RAID 6 with three drives of the group spannin§torBrick, the data is unavailable until the
failed StorBrick is replaced (Figure 3-50).

Figure 3-50 Three Drive Loss in RAID 6 Requires StorBrick Reygment

Spare Drives

The LS| MegaRAID HBA can configure drives to be dises spares. There are two ways of
assigning spares. One method is local to a RAIDbeeit RAID 1, RAID 3, RAID 5, RAID 6, or
any of their variations, in that the assigned spalteonly be used within that specific VLUN. The
other method is called a global spare, where itmansed by any VLUN that requires one.

The usage of spare drives is an option the custoareselect when they configure and create their
VLUNSs from the physical drives.

For more on RAID configuration, see the MegaRAIDdgs on the Technical Publications
Library (http://docs.sqi.com Operating System software RAID support appaarsindows
Dynamic Disks, or Linuxndadm
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System Maintenance

For warranty and safety considerations, SGI designthe following chassis components as
customer-replaceable units (CRUS):

* Power Supplies

« Fans

« Disk Drives (capacity and boot drives)
* Rack Air Ducts

*  Front Bezel Grille & Control Panel

« JBOD I/O Module

Important: Review the warnings and precautions listed in, ‘bnt@nt Information” on page xix,
before servicing this chassis.

This chapter describes the steps necessary taesthlase CRUs. There are utilities required for
some replacement procedures, such as IPMItool iawnd IPMIutil (Windows). Instructions for
downloading and installing these utility progranas ®e found in Chapter 3, “System Software.”
Common to these replacement procedures are ttoavialy steps:

* “Detecting Component Failures” on page 150,

* “Selecting Which Side to Access” on page 151,

« “Sliding the Chassis Forward/Backward” on page 152,

« and “Removing the Front or Rear Chassis Coverpage 153.

Once the component in question is identified agilad CRU, service actions can be taken to

replace the failed component. Replacement compsmeaissued through SGI Customer Support
(see “Product Support” on page xxvi).
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All of the modules are hot-swappable when certagepnditions are met. That is, you can replace
the hardware without powering down the platform.afer or not a module is hot-swappable
depends on the configuration of the MIS platformc Example, power supplies require the
redundant power option be installed to allow fot-vappable capability. Boot drives require
mirroring enabled to be hot-swappable. Otherwi@fahe following modules are hot
swappable:

* “Replacing a Power Supply” on page 154,

e “Replacing a Fan Module” on page 156,

e “Replacing a Boot Drive” on page 159

e “Replacing a Capacity Drive” on page 161,

« ‘“Installing the Rack Air Ducts” on page 163,

« “Replacing the Front Bezel Grille” on page 164,

« and “Replacing a JBOD I/O Module” on page 168.

The following tools are required for these replaeatprocedures:
e #1 and #2 Phillips screwdrivers
e Short #2 Phillips screwdriver

* Flat-head screwdriver

Note: Phillips screwdrivers with magnetic tips are recoemahed.

Videos of these procedures are available througltstal Supportfolio web site
(http://support.sgi.con SGI Product Account and log-in credentials reggli

Detecting Component Failures

150

In general, when a system component fails, the Blgl@is an alert when configured to do so (see
“Alert Email” on page 69 for more information). FGRUS:

« Capacity drive failures are recognized and regbitteough MegaRAID Storage Manager
(MSM). MegaRAID storage manager also reports owagk controllers and Battery
Back-Up Units.
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Selecting Which Side to Access

* Boot drive failures are monitored and reportedtighmdadm

« Fan and power supply failures are monitored thinating fan baseboard and are reported by
the BMC, with a few adjustments. The BMC also répaterts on DIMMs and any POST
errors.

*  When JBOD I/O modules fail, they cease procesdatg and the application expecting 1/0
will error out (there are multiple ways to deteBQD failure, but this is the most common).

See “Drive Monitoring” on page 45, “Power Supply Moning” on page 53, and “Fan
Monitoring” on page 56 of Chapter 2, “System Inteesitfor more information on how to
configure monitoring and alerting of componentifesls.

Selecting Which Side to Access

007-5916-002

If you are servicing any of tifans or StorBricks 0-4, or using thé/1S-S9D Proprietary Network
Interface port, access them through thRONT of the rack, and extending the chassis out
forward.

If you are servicing thboot modules StorBricks 5-8, server modules JBOD 1/0 modules
internal or external cabling, access them through tREAR of the rack, and extending the
chassis out backwards.

Table 4-1 Access Points

Target HAccess Instructions

Boot Module Extend chassis BACKWARDS

Drives in StorBrick 0-4 Extend chassis FORWARD

Drives in StorBricks 5-8 Extend chassis BACKWARDS

Exterior Air Ducts FRONT access, extend the cheBaEKWARDS
External Cabling REAR access, no need to extendhhssis from the rack
Fans Extend chassis FORWARD

Internal Cabling Extend chassis BACKWARDS

JBOD I/O Modules REAR access, no need to extendhhssis from the rack
MIS-S9D Proprietary Network Interface FRONT panal top of the grille.
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Target HAccess Instructions
Power Supplies REAR access, no need to extend #usishfrom the rack
Server Modules REAR access, no need to extend #sishfrom the rack

Warning: Only extend ONE (1) MIS chassis out of a rack in #ier direction at any given
time (e.g., one chassis extended backwards and aessis extended forwards — OK; two or
more chassis extended out forwards or backwards —AD). Too much weight in either
direction can potentially tip the rack over, causimy injury or death.

Figure 4-1 MIS-S9D Proprietary Network Interface

Sliding the Chassis Forward/Backward

152

The newly designed rail kit of the MIS chassisabat to be slid forward or backwards (20"). The
industry-exclusive, rolling rail design is suchttbae person can move the chassis forwards and
backwards in the rack. To slide the chassis oeithrer direction to service components, follow
these steps:

1. Push the two release latches in, at the leftrigihdl sides and in the center of the rail mounts,
towards the center of the chassis.

2. Pull the chassis out using the handles. The hadlslatch at the 20-inch limit.

3. To slide the chassis back in, depress the tveasel latches near the rail and slide it back in.
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Removing the Front or Rear Chassis Cover

Figure 4-2 Front & Rear Chassis Covers

Important; When a chassis cover is removed, an intrusion sensnitored by the BMC will
detect its removal. If the cover is off for moramhl5 minutes or any system temperature sensor
exceeds its threshold limit, the server will penficein orderly shutdown and power-off.

As shown in Figure 4-2, the top of the chassisfisrbated; that is, there is a front and rear clsassi
cover. Except for power supply maintenance, ailiseractions require that you remove the front
or rear chassis cover, detailed below.

1. Toremove a chassis cover, first follow the instions in “Sliding the Chassis
Forward/Backward” on page 152.

2. Remove the single security screw from the cokagure 4-3).
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Figure 4-3 Top Cover Security Screw

3. Push the button, and slide the cover out andam the chassis.

Replacing a Power Supply

Figure 4-4 AC Power Supply Module
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Replacing a Power Supply

Power supplies are hot-swappable, and can be explawler full load, as long as theretave or
morefunctioning power supplies present—this requitesredundant power option be installed.
The power supplies can be replaced under full &salbng as there are three or more functioning
power supplies present. Removal of one power suphbn there are only two power supplies
present will cause an unexpected shut-down thatnesylt in data loss. Power supplies are
numbered 0-3 from the bottom up, on the rear pahtie enclosure (Figure 1-16 on page 16).

Warning: Removal of one power supply when there arenly two power supplies present
may cause arunexpected shut-down that may result in data loss

1. Using theBMC Web Interface, verify the fault (failed unit) and turn on thecidor LED
(blue) for that chassis.

2. Locate the failed unit in the specified chassssamber service LED should be lit, indicating
a fault (see Figure 4-4).

Unplug the power supply that will be replaced asmove its power cord.

Push the release tab on the back of the pow@hsup

Pull the power supply out using the handle.

Replace the failed power module with anothehefsame model.

Push the new power supply module into the powgnntil it clicks into the locked position.

Plug the power cord back into the module, and phe module in.

© © N o g &~ W

If the power supply is being hot-swapped on &esyghat is already powered on, the power
supply will power up automatically. If the powerpgly is being installed in a system that is
not powered on, the system should be powered thisaime.

10. You will have to wait a few moments for the powepply to respond to power, and
complete its internal processes, before its stafiBs are illuminated. Once lit, ensure that it
is also recognized asood on theFan Base Service Page
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Figure 4-5 DC Power Supply Module

Replacing a Fan Module

Figure 4-6 Fan Module
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Replacing a Fan Module

Warning: If afanis NOT set in a “Safe to Servick mode, there are only 10seconds
available to exchange a fan. Without settingSafe to Servic¢' the platform will assume a
fan has experiencedritical failure, requiring an emergency shutdown for thermal
requirements. Setting ‘Safe to Servicé allows more time for replacement procedures (15
minutes) before initiating thermal shutdown.

1. Using thdBMC Web Interface, verify the fault (failed module) and turn on tbeator LED
(blue) for that chassis.

2. Locate that chassis and extend it forward othefrack until it reaches its 20" limit.

3. Use an Ethernet cable to connect a server/laptteMIS-S9D Proprietary Network
Interface port (Figure 4-1).

Figure 4-7 Fan Base Service Page
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10.
11.
12.

13.

14.

15.

Access thé&an Base Service Pagiom the connected server/laptop by pointing anser
t0: 192.168.0.3/service.xml (Figure 4-7).

From the~an Base Service Pagdocate the faulted fan, and click t&éf button.

At the promptAre you sure you want to turn OFF FAN #?(where # is the number of the
fan), clickOk. This puts the fan in eéSafe to Servicémode and illuminates its blue locator
LED.

Remove the front chassis cover (see “Removindrtbat or Rear Chassis Cover” on
page 153) and locate the fan module with the illated blue LED (Figure 4-6).

Loosen the thumbscrew, pull out the faulted faptlling upward on both the front and rear
flanges, and replace it.

Once the fan module is replaced, seat the fagsubkiing between the two LEDs until it seats.
Re-install the chassis cover and security screw.
Using thé=an Base Service Pageeturn the fan t®n/Full Power.

At the promptAre you sure you want to turn ON FAN #?(where # is the number of the
fan), click Ok.

If there are no faults, the fan will show a ssanf , and its green LED will be lit. This
will also turn off its blue locator LED.

Unlock the chassis from the extended positiahmarsh it back until it locks into the stowed
position.

Using theBMC Web Consolg clear the chassis locator LED.
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Replacing a Boot Drive

007-5916-002

Drives have two functions in an MIS Server: as citgalrives in the StorBricks, and in the boot
drive module which houses the operating system (MASDs are all capacity drives). The
following instructions are for replacing a faileddi drive in an MIS Server.

Important; These instructions are for a system with an SQGbfgenstalled operating system,
which features a mirrored boot drive. If the maehiras a customer-installed OS, RSTe may not
have been enabled in the BIOS, and therefore nmganay not be enabled. If so, these
instructions will not work, and a complete reinktdlthe operating system will be necessary (as
there is no mirrored data from which to rebuildstIdrive).

1. Turn on the chassis ID LED using tB®IC Web Consoleto identify the chassis in the rack
(“Virtual Front Panel” on page 73).

2. Once located, extend the chassis out the reieafick until it locks at the 20" mark.
Remove the chassis cover. (See “Removing thet BraRear Chassis Cover” on page 153.)

4. Locate the faulted drive with the unilluminatédtss LED (i.e., the drivevithouta flashing
green LED), and remove it from its boot drive b@ee “Removing a Drive” on page 162.)
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5. Replace the faulted drive. (See “Re-installirigrave” on page 163.)

6. Once the drive is replaced, re-install the clsassver and security screw.

7. Unlock the chassis from the extended positiongrgh it back until it locks into the stowed
position.

8. Turn off the chassis ID LED on the front confpahel.

9. Check the drive assignment by issuing#tsscsi

command. In this example, the new

drive appears asdd . This drive assignment is used in the next stegaitbthe drive.

# Isscsi

[0:0:11:0]
[0:0:15:0]
[0:0:19:0]
[0:0:23:0]
[0:0:27:0]
[0:0:31:0]
[0:0:35:0]
[0:0:39:0]

[7:0:0:0] disk ATA
[7:0:1:0] disk ATA

enclosu SGI CORP STORBRICK-7
enclosu SGI CORP STORBRICK-0
enclosu SGI CORP STORBRICK-2
enclosu SGI CORP STORBRICK-3
enclosu SGI CORP STORBRICK-6
enclosu SGI CORP STORBRICK-5
enclosu SGI CORP STORBRICK-4
enclosu SGI CORP STORBRICK-1

1500
1500
1500
1500
1500
1500
1500
1500

INTEL SSDSA2CW30 4PC1
TG32C10120GK3001 PRO6

/dev/sda
/dev/sdd

10. Add the new drive to the container as a spatie the# mdadm -a command, and it will
replace the missing drive:

# mdadm -a /dev/md/md127 /dev/sdd

mdadm: ad

ded /dev/sdd

Important:

If you get the error,Cannot add disks to a 'member’ array,

perform this operation on the parent container
to the container, not the RAID1.

," make sure you are adding

11. Issue
# cat /proc/

thé# cat /proc/mdstat to monitor the rebuild.

mdstat

Personalities : [raid1] [raidQ] [raid10] [raid6] [r
md125 : active raidl sdc[2] sdb[1]
111357952 blocks super external:/md127/0 [2/1

........... ] recovery = 3.8% (42

finish=9.2min speed=193501K/sec

md126 : active raidl sdc[2] sdb[1]

5556224 blocks super external:/md127/1 [2/1]

aid5] [raid4]

11U_]
57024/111358084)

Ul
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Replacing a Capacity Drive

resync=DELAYED

md127 : inactive sdc[1](S) sdb[0](S)
6306 blocks super external:imsm

Note: Finish time is only an approximation since the resgpeed will vary according to other
I/O demands.

Replacing a Capacity Drive

Figure 4-8 Capacity Drive and Carrier

Important: Empty drive carriers cannot be inserted into tlebsicks, so slots without HDDs
will not have carriers.

To replace a failed capacity drive:
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Removing a Drive

162

10.

11.

Using MegaRAID Storage Manager, verify the féfadtied unit).

Set the drive to a service state for the remo¥/#tie faulted drive. The MegaRAID Storage
Manager will turn off the drive. It will then turon the fault LED (yellow) for that drive.

Turn on the chassis ID LED in the Integrated BMEb Console to identify the chassis in
the rack (“Virtual Front Panel” on page 73).

If the drive is in StorBrick 0 through StorBridk extend the chassis out the front of the rack
until it locks at the 20" mark. If the drive is adt drive or in StorBrick 5 through StorBrick
8, extend the chassis out the rear of the rackitifdgcks at the 20" mark.

Remove the chassis cover. (See “Removing thet BrdRear Chassis Cover” on page 153.)

Locate the faulted drive with the illuminatedlgal LED, and remove it from its StorBrick
(or boot drive bay). (See “Removing a Drive” on pd$?2.)

Replace the faulted drive. (See “Re-installifgrave” on page 163.)
Once the drive is replaced, re-install the clsassver and security screw.

Unlock the chassis from the extended positionpargh it back until it locks into the stowed
position.

Using the MegaRAID Storage Manager, return yfstesn to a normal state. The new drive
will be powered on.

If there are no faults at this time, the reboildnirroring of the data to the new drive will
begin.

As shown in Figure 4-8, the drives are mounted ivedcarriers to simplify their installation and
removal from the drive bricks or boot drive baydhie chassis.

To remove a drive, perform the following steps:

1.

Ensure that the drive LEDs are off (except thelbbcator LED), indicating that the drive is
not in use and can be removed.

Unlatch the drive carrier by sliding the greychatoward the drive and pull the drive carrier
out of the StorBrick or boot drive bay.

Remove the four screws that secure the drivedaltive carrier.

Remove the drive from the carrier.
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Installing the Rack Air Ducts

Re-installing a Drive

To re-install a hard drive into the hard drive @rrperform the following steps:
1. Place the hard drive carrier on a flat, stabtéase such as a desk, table, or work bench.
2. Slide the hard drive into the carrier with thentd circuit board side facing down.

3. Carefully align the mounting holes in the harivelland the carrier.

Important; Make sure the bottom of the hard drive and bottbthehard drive carrier are flush.

Secure the hard drive using the four screwsKFgpae 4-8).
Replace the drive carrier into the chassis.
Push the drive carrier down to lock it place.

Replace the chassis cover and security screw.

© N o g &

Unlatch the chassis from the 20" mark and retiuenchassis back into place in the rack.

Installing the Rack Air Ducts

There are two air ducts that install in the rac&weebeither outer rail for the MIS chassis. In order
to install these air ducts, you will need a #2 RisiIscrew driver. (Some air duct kits do not ditac
with a interior screw, but rather with Velcro.)

1. Push the chassis backwards into the server vatk|t locks into place. This will give you
access to the inside of the rack, where the aitsdui! be installed.

2. Place the air duct above the outer rail, andrseitto the outer rail and rack using the two
screws provided.
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Figure 4-9 Rack Air Duct Placement

3. There is a smaller flat-head screw that goe$eiiniside in the counter-sunk hole. Make sure
the screw to the outer rail is sunk deep enoughatat does not catch or scratch the chassis
as it returns to its normal position in the rack.

4. The larger truss head screw attaches to the bdue it is large enough to cover the wide,
square hole.

The second air duct installs on the opposite aatiérin mirror image to the first.

Replacing the Front Bezel Grille

Occasionally there may be a button malfunctiontbebeven requiring replacement of the front
bezel grille. There are some key steps to takelwhieatly improve repair times, covered here.
First, remove the old grille by performing the fnlling steps.

1. The MIS front bezel grill can be detached from fitont of the chassis by gently tugging on
the right side.

2. There are two or three cables (one or two fotrobpanel functionality, and one for ti$8D
Network Interface port) at the the front left corner of the cha¢Bigure 4-10). These cables
must be unattached from their corresponding soaketbe front bezel grille, before
removing the grille from the chassis.
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Replacing the Front Bezel Grille

3. Once detached, the grille is easily removed sm#w front grille can be installed.

4. Orient the new front grille so that the left ineglge containing the sockets (Figure 4-11)
lines up with the front left edge of the chassievetthe cables protrude.

5. Use the two latches on the bezel grille to tatpch it to the chassis on the left sideand
work from the right side (swinging it opdike a door rather than top or bottom, to make
cabling easier).

Figure 4-10 Chassis Front Cables
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Figure 4-11 Front Bezel Grille Control Panel Sockets and S9Dw¥ek Interface Port

6. Plug the ribbon cable(s) into their correspondiagtrol panel socket (Figure 4-12).

Figure 4-12 Control Panel Ribbon Cables Attached to Front Bezel

7. Plug the network cable into the underside of3be Network Interface port(Figure 4-13s).
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Replacing the Front Bezel Grille

Figure 4-13 S9D Network Interface Cable

8. Once all the wires have been successfully coedestving the grille shut such that it can be
snapped into place on the front of the chassigusia attached tabs (Figure 4-14). Push
firmly but gently to attach the front grille.

Figure 4-14 Front Bezel Grille Attach Tabs
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Replacing a JBOD 1/0O Module

JBOD I/0 modules are hot-swappable and hot-pluggatéaning they can be swapped out while
the JBOD is still running, and without affectingetbperation of the unit.

1. To replace a JBOD I/O module, first detach theesattached to the I/O modules, taking
not where they will be plugged in once returned.

2. Next, grab the black pull-handle to the rightted mini SAS ports and, using your thumb,
depress the silver tab on the left side of the I8#$ ports towards the black pull-handle.
This will allow the module to be pulled freely fraitme JBOD.

3. Replace with a working I/0O module provided by $@Isliding the module into the slot
(mini SAS ports on top) until it snaps into place.

4. Reconnect the cables and power on the moduledsging the power button on the control
panel on the front of the JBOD.

Warning: When there are two JBOD I/O modules installed in @BOD, the top control
panel is for thebottom|/O module, and vice versa. Be sure to power on ¢hcorrect module,
or you will power off the module that is currently running, potentially resulting in DATA
LOSS.
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Chapter 5

Troubleshooting

This chapter describes troubleshooting for the lerob listed below, that customers are able to
perform without the assistance of SGI Field Teciamis. Chapter 2, “System Interfaces,”

describes use of the control panel to monitor therall system status and the status of specific
components. Chapter 4, “System Maintenance,"desctibe to replace defective components.

* “No Video” on page 170

* “Losing the System’s Setup Configuration” on pag@e 1

« “Safe Power-Off” on page 170

e “Missing” Firmware Files” on page 171

e “Cannot Receive Email Alerts Using BMC” on page 172

« “Path not found errors after installing Python Y¥mdows” on page 174

* ‘“Intel BIOS POST error messages and handling d@smn” on page 174
 “Beep Codes” on page 178

* “Not all beep codes signal an error” on page 179

e “Fans don’t spin when power button pressed” orepbgd

* “Fans spin when power button is pressed, but deo/display is seen” on page 179
* “BIOS or board logo appear, but OS load screerenappears” on page 179
e “OS load screen appears, but nothing further” agepl79

e “OS fully loads, but errors are seen” on page 180

* “Cannot boot after settings were changed in BIO&page 180

* “System Gets Stuck in a Reboot Cycle” on page 180

e “Server Diagnostic LED Decoding” on page 180

e “Shortening the Cable Management Arm” on page 181
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5: Troubleshooting

Other troubleshooting information is contained Retated Publications” on page xxv (such as,
Intel® Remote Management Module 4 and IntegratedCBMeb Console User Guidpdf)).

Important: If you require software to run or monit or the MIS platform, need technical
assistance, or to contact SGI Customer Support, pdse see “Product Support” on page xxvi.

No Video

If the power is on but there is no video, removadd-on cables (besides power & video). Use a
different monitor to determine if the fault liesttvit. Use the speaker to determine if any beep
codes exist. Refer to “Beep Codes” on page 178dtails.

Losing the System’s Setup Configuration

Make sure there is no fault with the power supplefault with the power supply may cause the
system to lose the CMOS setup information. If thies not fix the Setup Configuration problem,
contact SGI for repairs.

Safe Power-Off

There are different ways to shut down an MIS maehithe preferred method is to go into the
machine’s operating system and sefgttit Down. This will prompt the user to enter a password
before allowing the shut-down process. Other waysotwver off the machine include:

e Using the OS GUI power-off procedure at the coasalreen, if a
keyboard/mouse/video monitor is connected.

* When logged in via an ssh session and executinBMditool power off command.
* When logged in to the BMC and using the remotatfpanel to power off the sever.

« Using the remote console screen connection t@®&UI power-off procedure, if a
KVM RMMA4Lite session is established through the BMC

« Connecting to the Fan Base Service Page usinglt8eS9D proprietary network
interface and using tHehutdown button.
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“Missing” Firmware Files

If the platform is an MIS dual-server abdth servers are powered up, performing the above steps
only powers off the server with which you are workie fans, drives and second server will
remain powered on until the second server is padveffe then all power (but standby) will be
turned off.

For a JBOD Unit, the power button on the front pavi# turn off the power to that I/O module.
If a second module is installed and powered othé fans and the drives will remain on until it,
too, is powered off.

One additional way to shut down the platform i©iodd down thePower button on the front of
the unit (Figure 2-1) until the machine powers bféwever, this forces the machine off and does
not allow the machine to go through normal shut+d@nocedures, requiring a recovery process
at start-up.

To shut down using IPMItool, use the following coammds:

On a local servert ipmitool power off

For a remote serve#t ipmitool -H < host >-U < user >-P < pswd> power off
For example# ipmitool-H 137.8.64.3-U admin-P Password01 power off
where the host IP addres4d37.8.64.3 |, the user isdmin with the password®assword01 .

If power is lost from outside the machine (powetagre), the machine will recognize the loss of
power and execute an emergency shutdown procddthere is a battery back-up unit installed,
it will protect integrity of cache in the eventpdwer or server failure.

“Missing” Firmware Files
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There may come a time when you will need to uptteezoning tool in order to support the
firmware that is present on the StorBricks in a Mé8 Server or JBOD machine. If this is the
case, you will receive an error message that stditesr:Unable to find directory that contains
firmware files or Unable to find firmware file, and below that, the version number of the
firmware files necessary (examp(.30.00.0D

The firmware folders necessary for download withtzon the version number in the folder name.
For this example, the desired firmware folders Wwilve a name similar to
storbrick-release-01.30.00.00 <date>

You will need to download the necessary firmwalesfand place them into the

/opt/Zones/Versions folder for Linux and the:\Program Files
(x86)\Zones\Versions folder for Windows.
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Cannot Receive Email Alerts Using BMC

In order to receive email alerts, the MIS Servestie networked to a SMTP mail server. Next,
using the BMC, go to th€onfiguration page, and click oAlert Email (Figure 5-1).

Figure 5-1 BMC Alerts Email Settings Page

TheLAN Channel should be set tBaseboard Mgmt TheSMTP Server IP should be the IP
address of the mail server to which the MIS plaitfis connectedSender Addresscan be any
email address configured on the SMTP sehvecal Hosthamecan be any name to identify the
machine sending the alert (limit of 18 charactefghen finished, click th&avebutton at the
bottom of the page. A pop-up will let you know tiia¢ changes have been saved (Figure 5-2).

Figure 5-2 BMC Alert Configuration Success Pop-up
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Cannot Receive Email Alerts Using BMC

Next, click onAlerts in the left-hand navigation pane (Figure 5-3).

Figure 5-3 BMC Alerts Configuration Page

Make sure all the checkboxes for alerts contaihexk for each alert to be sent. TN

Channel to Configureshould be set tBaseboard Mgmt Alert Destination #1 should be set to
Email, andSend Email to:should be the email address of the account tavetee alerts. When
finished, click theSavebutton at the bottom of the page. A pop-up willeu know that the
changes have been saved. To test your configuratick theSend Test Alerts button You will
receive a pop-up letting you know that the ema# w@nt, and you will receive an email notifying
you of a successful test.
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Path not found errors after installing Python for W indows

Some Windows machines will need the variable patlics Python, and will display “Path not
found” errors if not set. The path is set by ddimng following:

1. Go toControl Panel and double-click th&ystemicon.

Click on theAdvancedtab.

Click theEnvironment Variables button at the bottom.

In the system variables box in at the bottond fime entryPath and select it.

Click theEdit button and add to the end of the stri@dpython##  where## is the
version number of Python installed on the Windovehine.

6. Click Apply andOkay.

o > WD

Python will now run normally.

Intel BIOS POST error messages and handling descrip  tion

Refer to this table if you receive a code durirggROST of booting by Intel® Server Board. What
does it mean?

See table for listing of codes for BIOS eventsvafd to Intel® Server Boards.

Table 5-1 Intel BIOS POST Error Messages

Error Code HError Message Response HEvent Type
004C Keyboard / interface error Major
0012 CMIS date / time not set Major
0048 Password check failed Fatal
0141 PCI resource conflict Major
0146 Insufficient memory to shadow PCI ROM Major
0192 L# cache size mismatch Fatal
0194 CPUID processor family are different Fatal
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Intel BIOS POST error messages and handling degarip

Table 5-1 Intel BIOS POST Error Messagéntinued)
Error Code HError Message Response HEvent Type
0195 Front side bus mismatch Major
5220 Configuration cleared by jumper Minor
5221 Passwords cleared by jumper Major
8110 Processor 01 internal error (IERR) on last boot Major
8111 Processor 02 internal error (IERR) on last boot Major
8120 Processor 01 thermal trip error on last boot oMaj
8121 Processor 02 thermal trip error on last boot oMaj
8130 Processor 01 disabled Major
8131 Processor 02 disabled Major
8160 Processor 01 unable to apply BIOS update Major
8161 Processor 02 unable to apply BIOS update Major
8190 Watchdog timer failed on last boot Major
8198 Operating system boot watchdog timer expirethstn | Major
boot
8300 Baseboard management controller failed sef-tes Major
8305 Hot swap controller failed Major
84F2 Baseboard Management Controller failed to redpo | Major
84F3 Baseboard management controller in update mode ajorM
84F4 Sensor data record empty Major
84FF System event log full Minor
8500 Memory component could not be configured in the |Major
selected RAS mode
8520 DIMM_A1 failed Self Test (BIST) Major
8521 DIMM_AZ failed Self Test (BIST) Major
8522 DIMM_A3 failed Self Test (BIST) Major
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Table 5-1 Intel BIOS POST Error Messagésontinued)

Error Code HError Message Response HEvent Type

8523 DIMM_AA4 failed Self Test (BIST) Major

8524 DIMM_B1 failed Self Test (BIST) Major

8525 DIMM_B2 failed Self Test (BIST) Major

8526 DIMM_B3 failed Self Test (BIST) Major

8527 DIMM_BA4 failed Self Test (BIST) Major

8528 DIMM_C1 failed Self Test (BIST) Major

8529 DIMM_C2 failed Self Test (BIST) Major

852A DIMM_C3 failed Self Test (BIST) Major

852B DIMM_C4 failed Self Test (BIST) Major

852C DIMM_D1 failed Self Test (BIST) Major

852D DIMM_D2 failed Self Test (BIST) Major

852E DIMM_D3 failed Self Test (BIST) Major

852F DIMM_D4 failed Self Test (BIST) Major

8580 DIMM_A1 Correctable ECC error encountered MiNtajor
after 10 events

8581 DIMM_A2 Correctable ECC error encountered MiNtjor
after 10 events

8582 DIMM_A3 Correctable ECC error encountered MiNtajor
after 10 events

8583 DIMM_A4 Correctable ECC error encountered MiNtjor
after 10 events

8584 DIMM_B1 Correctable ECC error encountered Miktajor
after 10 events

8585 DIMM_B2 Correctable ECC error encountered Miktajor
after 10 events

8586 DIMM_B3 Correctable ECC error encountered Miktajor
after 10 events
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Intel BIOS POST error messages and handling degarip

Table 5-1 Intel BIOS POST Error Messagésontinued)

Error Code HError Message Response HEvent Type

8587 DIMM_B4 Correctable ECC error encountered Miktajor
after 10 events

8588 DIMM_C1 Correctable ECC error encountered MiMiajor
after 10 events

8589 DIMM_C2 Correctable ECC error encountered MiMiajor
after 10 events

858A DIMM_C3 Correctable ECC error encountered Mitajor
after 10 events

858B DIMM_C4 Correctable ECC error encountered Miktajor
after 10 events

858C DIMM_D1 Correctable ECC error encountered Miktajor
after 10 events

858D DIMM_D2 Correctable ECC error encountered Miktajor
after 10 events

858E DIMM_D3 Correctable ECC error encountered Miktajor
after 10 events

858F DIMM_D4 Correctable ECC error encountered Miktajor
after 10 events

8601 Override jumper set to force boot from lowé¢eralate | Minor

BIOS bank of flash ROM

8602 WatchDog timer expired (secondary BIOS mighiv&e) | Minor

8603 Secondary BIOS checksum fail Minor

92A3 Serial port component was not detected Major

92A9 Serial port component encountered a resounaiiaco Major

error
0xA000 TMP device not detected Minor
OxA001 TMP device missing or not responding Minor
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Table 5-1 Intel BIOS POST Error Messagésontinued)

Error Code HError Message Response HEvent Type
0xA002 TMP device failure Minor
0xA003 TMP device failed self test Minor

Beep Codes

The BMC may generate beep codes upon detectiailofd conditions. Beep codes are sounded
each time the problem is discovered (for exampiesach power-up attempt), but are not sounded
continuously. Common supported codes are listé&pjpendix B, “BIOS Error Codes” for
details.

Another source of beep codes may be the LS| MegBRALrd. Table 5-2 contains a summary of
the LSI MegaRAID card beep codes. These beep dod&Este activity and changes from the
optimal state of your RAID array.

Table 5-2 Summary of LS| MegaRAID Card Beep Codes

Beep Code HLSI Firmware State HCause (Depending on RAID Level)

3 seconds on, |SPEAKER_OFFLINE_ENTRY RAID 0: One or more drivesliofé.

1 second off RAID 1: Two drives offline.

RAID 5: Two or more drives offline.
RAID 6: More than two drives offline.

1 second on,| SPEAKER_DEGRADED_ENTRY| RAID 1: A mirrored drive faill.

1 second off RAID 5: One drive failed.

RAID 6: One or two drives failed.
1 second on,|SPEAKER_HOTSPARE_ENTRY | A hot spare drive has conepléhe

3 seconds off rebuild process and has been brough
into the array.

—
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Not all beep codes signal an error

Not all beep codes signal an error

Intel motherboards are designed to indicate USBineas by a series of beep codes during POST,
before video becomes available. These beeps meBridJ®wered and initialized.

Devices such as a pen drives or USB CD/DVD ROMaeatriattached to external USB port will
generate a beep once the device is recognized redwaad initialized.

These beep codes do not signal any error. ThewlsiglaB and external device readiness during
POST.

Fans don’'t spin when power button pressed

Is at least one power supply fan spinning? If ylesre is good power to the modules. Verify all
required power cables are correctly plugged intodassis.

If no, there is potential lack of clean power te thodule. Swap power cables, try a different wall
circuit, or try replacing a power supply moduleg$Replacing a Power Supply” on page 154).
Fans spin when power button is pressed, but no vide o display is seen

Are there any beeps?yés beep codes are listed in Table 5-2 on page 17Bel&nswer iso0,
there may be a memory card error or with the pmaes$or either case, contact SGI Technical
Support (see “Product Support” on page xxvi).

BIOS or board logo appear, but OS load screen never  appears
This may be a problem with add-in cards in theeaesystem. Contact SGI Technical Support (see

“Product Support” on page xxvi).

OS load screen appears, but nothing further

This may be a problem with add-in cards in theeaesystem. Contact SGI Technical Support (see
“Product Support” on page xxvi).
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OS fully loads, but errors are seen

Use operating system logging utility such as Windd@wvent Viewer or Linux dmesg to narrow
the source of the error, and contact SGI Techi@aglport (see “Product Support” on page xxvi).

Cannot boot after settings were changed in BIOS

Certain changes in BIOS settings (such as chipagtg or latency, memory timing or latency,
processor clock frequency, etc.) can cause a sytst@mlonger boot. If you are able to enter the
BIOS Setup by pressing F2, reset the BIOS to faaefaults by pressing F9. Save and exit the
BIOS Setup. If you cannot enter the BIOS SetuptaairSGI Technical Support (see “Product
Support” on page xxvi).

System Gets Stuck in a Reboot Cycle

If the platform gets stuck in a cycle where it@tinuously rebooting without ever going into full
power on, try replacing two of the power suppl@gen if they are not reporting faults.

If a power supply has failed and does not corrdstye its fault (i.e., iflalselyreports that it is

still working), it will cause the platform to gotmstandby power mode, and the platform will try
rebooting in order to power up. This can causetaorm to get stuck in a reboot cycle, and
never actually successfully powering on. Replatihegfaulty power supplies resolves this issue.

Server Diagnostic LED Decoding

180

On the server module motherboard are 8 diagno&iigd. The BIOS sends a value to the LEDs
and the display can then be decoded using theafiitptable. During the system boot process,
the BIOS executes several platform configuratiamtpsses, each of which is assigned a specific
hex POST code number. As each configuration rousis¢éarted, the BIOS displays the POST
code on the POST diagnostic LEDs found on the ledge of the server board. To assist in
troubleshooting a system hang during the POST pedbe diagnostic LEDs can be used to
identify the last POST process to be executed.

Note: These diagnostic LED codes are only used duringesyboot.
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Shortening the Cable Management Arm

Each POST code is represented by eight diagnoEtizsL. The POST codes are divided into two
nibblets, and upper and lower nibblets. The upfi#lat bits are represented by diagnostic LEDs
#4, #5, #6, & #7. The lower nibblet bits are repréed by diagnostic LEDs #0, #1, #2, & #3. The
diagnostic LED #7 is the Most Significant Bit (MSB)nd diagnostic LED #0 is the Least
Significant Bit (LSB).

The table with the diagnostic codes starts on gadeofintel Server Board S2600JF, Technical

Product Specification

http://download.intel.com/support/motherboards/egisb/473674_g31608 005_s2600jf_tps_rl
4.pdf

Shortening the Cable Management Arm
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The cable management arm is an optional additidhed|S chassis that helps keep cables
organized in the rack. It attaches to a plate errdfar of the MIS chassis and to the rack in which
the chassis is mounted. The cable management anesdo a length designed for 26" deep racks,
such as the D-Rack. It can be shortened to accomt@mather rack sizes (Figure 5-4).

Figure 5-4 Cable Management Arm
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Removing segments from the cable management agdonis using a thin flat-head screwdriver.
« For a 26" deep rack, do not remove any sections.
« For a 30" deep rack, remove 3 sections of the arm.

* For a 34" deep rack, remove 6 sections of the arm.

There are two ways that segments can be remowéér @ihile the cable management arm is not
attached to the chassis or rack, and devoid oésabt while attached to the rack and chassis, with
cables within.

For the first method, segments are removed froretidef the arm. Use the flat-head screwdriver
and slip it between the plastic pieces that forenjtiint of the arm (Figure 5-5).

Figure 5-5 Remove Segments from the End of an Empty Arm

Pry the joint apart on one side (Figure 5-6).

007-5916-002



Shortening the Cable Management Arm

Figure 5-6 Pry the Joint Apart

Pull the joint open (Figure 5-6).

Figure 5-7 Pull the Segments from the Arm

The segments are now removed from the end of thgRigure 5-7), and the arm can now be
attached to the chassis and rack (Figure 5-8).
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Figure 5-8 Shortened Arm Ready for Installation

The second way to shorten the cable managementantiile it is already installed on the rack,
with cables in it. In this case, the segments emeoved from theniddleof the cable management

arm (Figure 5-9).

Figure 5-9 Remove Segments from the Middle of a Full Arm
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Shortening the Cable Management Arm

As before, using a thin flat-head screwdriver, gpgart the joint of a segment on one side
(Figure 5-10).

Figure 5-10 Pry Open the Segment Joint

Do this to the other side, and then pull apartaime (Figure 5-11).

Figure 5-11 Pull Apart the Cable Management Arm
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Repeat the process on the other end of the segraentish to remove.

Figure 5-12 Pry Apart the Joint at the Other End

Once complete, separate the segment from the daplegsting the segment off (Figure 5-13).

Figure 5-13 Removing the Segment from the Cables

Bring the two spliced ends of the cable managermenttogether, and snap the joint together
(Figure 5-14).
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Shortening the Cable Management Arm

Figure 5-14 Join the Spliced Ends of the Cable Management Arm

The cable arm should now be the appropriate lefogtthe depth of the rack.
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Appendix A
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Technical Specifications

Table A-1 describes the technical specificationglierSGI MIS platform.

Table A-1 Technical Specifications

Attribute Specification

Overview

Profile 4U Standard-depth chassis

Product type SGI MIS Server Platform (single or csealver), or SGI MIS JBOD
Unit

Connectivity Up to four SGI MIS JBOD units per SGI3/Server Platform

Mount

—Standard 19-inch rack-compatible rail kit {gve-dependent)
—SGI 19-inch Destination Rack (D-Rack), 42U
—Up to 10 chassis per D-Rack

Chassis Dimensions

Height 6.94" (176 mm)

Width 16.9" (429.2 mm)

Depth 36" (914.4 mm)

Max weight 220 Ibs.

Power

AC Input 100-240 VAC (50-60Hz) single phase
DC Input 45-72 VDC
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Table A-1 Technical Specification&ontinued)
Attribute Specification
Safety —NRTL certified to UL60950-1

—CB certified to EN60950/IEC60950
EMC —North America FCC Part 15 Class A

—Canada ICES-003
—Europe EN55022/EN55024

—Korea KN22, KN24
—Taiwan CNS 13438

Operating Environment

Operating 41° to 95° F [5° to 35° C] (up to 5,000 ft. [1,560)

temperature — Derate max temperature (95° F [35° C]) by 1.girEaheit [1°

range Celsius] per 1,000 ft. [305 m] of altitude above@® ft. [1525 m])
— Temperature rate of change must not exceed [B9°FC] per hour

Operating 8% to 80% non-condensing

humidity range | Hqumidity rate of change must not exceed 10% ixeldtumidity per
hour

Operating Up to 10,000 ft. [3,050 m]

altitude

Shipping minus 46 to 14@ F [minus 40to 6 C]

temperature

range

Shipping 10% to 95% non-condensing

Humidity

Shipping Altitude | Up to 40,000 ft. [12,200 m]

Storage 41° F [5° C] to 113° F [45° C]

Temperature — Temperature rate of change must not exceed §BI°FC] per hour

Storage Humidity

8% to 80% non-condensing

Storage Altitude

up to 40,000 ft. [up to 12,200 m]

SGI MIS Server Specifications

Servers/System

—One or two server modules per system

—Dual-socket processors per server
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Table A-1

Technical Specification&ontinued)

Attribute

Specification

Processor support —Supports Intel® Xeon® E5-260@s@rocessors

Max cores 16 per server (32 per system)
Memory —Up to 8 DDR3 DIMMs (8, 16, 32 GB) for a siegerver configuration
—Up to 16 DIMMs for a dual server configuration.
—Max 256GB per server module
Boot drives —Two per server module, mirrored usifgmR1
-3.5" or 2.5" (15mm or 9.5mm)
—SAS or SATA
—Rotational or SSD
Supported —CentOS 6.3
operating —RHEL 6.2
systems —SLES 11 SP1
—VMware ESXi 5.0
—Windows 2008 R2 SP1 (WHQL certified, not suppottedugh SGI)
Networking Up to four user-specified PCle HBAs, fo#ight (4.25") and half-depth

(3.375"), externally or internally facing.

Expansion slots

Single server: 6 x PCle gen 2
Dual server: 4 x PCle gen 2 per server (8 total)

RAID controllers

—8 to 32 SAS ports via 8-port PCsrds
—Support for RAID 0, 1, 5, 6, 00, 10, 50, and 60

External storage

Up to 4 SGI MIS JBOD Units per semodule via PCle cards

Internal storage

—Up to 72 SAS or SATA 15mm, 2.53&" drives
—Up to 144 SAS or SATA 9.5mm, 2.5" drives
—Drive size and capacity can be mixed in group® of
—Supported internal drives: SAS or SATA, rotatiooa5SD

SGI MIS JBOD Specifications

Internal Storage

—Up to 81 SAS or SATA 15mm, 2.53&" drives
—Up to 162 SAS or SATA 9.5mm, 2.5" drives
—Drive type and size can be mixed in groups of 9
—Supported internal drives: SAS or SATA, rotatiooa5SD

Connectivity

8 or optional 16 SAS ports
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